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Abstract ( In this paper, we propose a feature-level fusion approach for improving the efficiency of palmprint identification. Multiple elliptical Gabor filters with different orientations are employed to extract the phase information on a palmprint image, which is then merged according to a fusion rule to produce a single feature called the Fusion Code. The similarity of two Fusion Codes is measured by their normalized hamming distance. A dynamic threshold is used for the final decisions. A database containing 9,599 palmprint images from 488 different palms is used to validate the performance of the proposed method. Comparing our previous non-fusion approach and the proposed method, improvement in verification and identification are ensured. 
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1. INTRODUCTION

Biometric personal identification/verification has long been a widely-studied topic. Various technologies have been proposed and implemented, including iris, fingerprint, hand geometry, voice, face, signature and retina identification/verification [1] technologies. Each of these has its own strengths and weaknesses. Currently, hand-based biometric technologies such as fingerprint verification and hand geometry verification most appeal to the biometric identification market, with the International Biometric Group reporting that hand-based biometrics constitute 60% of the total market share as of 2001. 
Automatic fingerprint verification is the most mature biometric technology, having been studied for more than 25 years. Currently, fingerprint authentication handles clear fingerprints very well but, because of skin problems or the nature of their work, around 2% of the population are unable to provide clear fingerprint images[2]. Consequently, many researchers continue to develop new scanning technologies, preprocessing algorithms, feature representations, post-processing approaches, and classifiers to resolve problems arising from unclear fingerprint images.      
Another popular, hand-based biometric technology is hand geometry [8]. Hand geometry uses geometric information from our hands for personal verification. Simple hand features, however, provide limited information, with the result that hand geometry is not highly accurate. To overcome problems in the hand-based biometric technologies, Zhang and Shu proposed another hand-based biometric for use in personal identification/verification, the palmprint [3]. The palmprint, the large inner surface of a hand, contains many line features such as principal lines, wrinkles, and ridges. Because of the large surface and the abundance of line features, we expect palmprints to be robust to noise and to be highly individual.

1.1. Previous Work
Palmprint is a relatively new biometric technology. Previous researchers were mostly interested in inked palmprint images, in which lines and points were considered as useful features for representing palmprints [3-4]. Recently, more researchers have been working on inkless palmprint images captured using a special palmprint scanner or a general digital scanner [5-6, 12]. 
Biometric Research Centre at The Hong Kong Polytechnic University has developed a special palmprint scanner for acquiring high quality palmprint images. The details of this palmprint scanner have been described in [6]. In addition to capture device, our group has also implemented various line-based, texture-based, and component-based approaches [6-7, 13]. A promising result was obtained from a texture-based approach called PalmCode, reported in [6]. This approach exploited zero-crossing information on a palmprint image. 

1.2.
Motivation

As the proposed method has been developed with reference to PalmCode, we begin with a short review of the concept, in which
1. An adjusted circular Gabor filter is applied to the preprocessed palmprint images,
2. The signs of the filtered images are coded as a feature vector, and
3. Two PalmCodes are measured using the normalized hamming distance.

Detailed implementations of PalmCode and the preprocessed palmprint image are discussed in [6]. Figs. 1(d)-(i) show three PalmCodes derived from the three different palms in Figs. 1(a)-(c). We can observe that the PalmCodes from the different palms are similar, having many 45o streaks. Intuitively, we might conclude that such structural similarities in the PalmCodes of different palms would reduce the individuality of PalmCodes and the performance of the palmprint identification system. 
To reduce the correlation between PalmCodes, in this paper, we develop a fusion rule to select one of elliptical Gabor filters for coding the phase information. To further enhance the performance of the system, we replace the fixed threshold used in PalmCode by a dynamic threshold for the final decisions.

1.3.  System Overview
Our palmprint identification system consists of two parts: a palmprint scanner for on-line palmprint image acquisition and an algorithm for real-time palmprint identification. The system structure is illustrated in Fig. 2. The four main steps in our system are as follows. 

1) Transmit a palmprint image to a computer from our palmprint scanner. 

2) Determine the two key points between the fingers and extract the central parts based on the coordinate system established by the key points. As a result, different palmprint images are aligned. 

3) Convolute the central parts using a number of Gabor filters. Merge the filter outputs, then code the phases as a feature vector called Fusion Code.

4) Use the normalized hamming distance to measure the similarity of two Fusion Codes and use a dynamic threshold for the final decision.
In this paper, we employ our previous preprocessing algorithm to segment the central parts of palmprints [6]. The proposed method will directly operate on the central parts of palmprints.

This paper is organized as follows. Section 2 presents the step-by-step implementation of Fusion Codes. Section 3 presents the bitwise hamming distance for matching two Fusion Codes and the dynamic threshold for final decision. Section 4 provides a series of experimental results including, verification, identification and computation time. Section 5 discusses the assumption for the development of the dynamic threshold. Section 6 offers our concluding remarks. 

2. IMPLEMENTATION OF FUSION CODE

2.1 Filtering

First, the preprocessed palmprint image is passed to a Gabor filter bank. The filter bank contains a number of Gabor filters, which have the following general formula:


[image: image1.wmf])

2

exp(

'

'

exp

2

1

)

,

,

,

,

,

(

'

2

2

2

2

iux

y

x

u

y

x

G

þ

ý

ü

î

í

ì

÷

÷

ø

ö

ç

ç

è

æ

+

-

=

b

s

p

psb

b

s

q

,

  (1)

where, x’=(x-x0)cosθ+(y-y0)sinθ, y’=-(x-x0)sinθ+(y-y0)cosθ, (x0, y0) is the center of the function, u is the radial frequency in radians per unit length and θ is the orientation of the Gabor function in radians. ( and ( are the standard deviations of the elliptical Gaussian along x and y axes, respectively. As in the implementation of PalmCode, the Gabor filters are adjusted to zero DC (direct current). The parameter θ in the Gabor filters is jπ/v, where j=0, 1,...,v-1 and v is the total number of Gabor filters in the bank. The other parameters are optimized for d’ index defined as 
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, where (1 and (2 are the means of genuine and impostor distributions, respectively and (1 and (2 are their standard deviations. For convenience, we use Gj, to represent the Gabor filters.

2.2 Fusion Rule Design and Feature Coding

The filtered images contain two kinds of information: magnitude Mj and phase Pj, which are defined as
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and
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where “—” represents complex conjugate, “*” is an operator of convolution and I is a preprocessed palmprint image. Because of the zero DC Gabor filters, both of phase and magnitude are independent of the DC of the image. DC relies on the brightness of the capturing environment. Phase is also independent of the contrast of the image but the magnitude is not. These properties can be observed from the following equations.

Let AI be a preprocessed image, where A, a positive number, controls the contrast of the image. The magnitude and the phase of the filtered palmprint image are:
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and
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respectively. As a result, since the PalmCode only uses the phase information, it is stable for two properties: variation in the contrast, and the DC of palmprint images. To design a fusion coding scheme inheriting these two properties, we employ the magnitude for fusion and the phase for the final feature. Thus, we propose a fusion rule:
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and coding equations:
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where hr and hi are bits in the real and the imaginary parts of the Fusion Code. A Fusion Code is illustrated in Fig. 3, which is generated by two elliptical Gabor filters. 

3. COMPARISONS OF FUSION CODES
In terms of the feature format, the proposed Fusion Code is exactly the same as that of the PalmCode. Consequently, the normalized hamming distance for the PalmCode is still useful for the Fusion Code. If we are given two data sets, a matching algorithm would determine the degree of similarity between them. To describe the matching process clearly, we use a feature vector to represent image data that consists of two feature matrices, a real one and an imaginary one. A normalized hamming distance is adopted to determine the similarity measurement for palmprint matching. Let P and Q be two palmprint feature vectors. The normalized hamming distance can be described as:
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where PR (QR), PI (QI) and PM(QM) are the real part, the imaginary part, and the mask of P(Q), respectively. The mask is used to denote the non-palmprint pixels such as the boundary of the device which result from incorrect placement of user’s hand. The result of the Boolean operator XOR (
[image: image13.wmf]Ä

) is equal to zero, if and only if the two bits, PR(I)(i,j), are equal to QR(I)(i,j). The symbol ( represents the AND operator, and the size of the feature matrices is N(N. It is noted that s is between 1 and 0. For the best matching, the normalized hamming should be zero. Because of imperfect preprocessing, we need to translate one of the features vertically and horizontally and match again. The ranges of the vertical and the horizontal translations are defined from –2 to 2. The minimum s value obtained from the translated matching is treated as the final matching score.


In the original PalmCode, we use a fixed threshold to make the final decision. If the minimal translated matching score is greater than the fixed threshold, the system rejects the statement that two PalmCodes are from the same palm; otherwise, the system accepts it. When the effective matched bits are different, the fixed threshold has different statistical confidences for different decisions. To take into account this point, we propose the following dynamic threshold 
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where (s is the mean of the imposter distribution without considering translated matching, ts is a predefined threshold and m is the number of effective matched bits. Directly using Eq. 12 for real-time processing is not effective since it requires several operators and a function call for the square root. To solve this problem, we pre-compute all the values of td and store them in a look up table.


Eq. 12 is derived based on the assumption that the imposter matching score, s follows binominal distribution, B(n, (s), where n is the degrees-of-freedom and (s is the probability of success in each Bernoulli trail. Mathematically, the distribution is defined as 
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where x is the integer part of n(s. In Section 5, we will discuss this assumption. Let s1 be an imposter matching score and the corresponding number of effective matched bits is m. We also assume that s1 follows B(a,(s) and its degrees-of-freedom, a is proportional to m. If n and a are large enough, we can use normal distributions to approximate the binomial distributions and obtain the following equation
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Since both 
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Simplifying Eq. 15 and using the assumption that the degrees-of-freedom is proportional to the number of the effective matched bits, we can obtain Eq. 12. For matching two non-translated and clear palmprints, the number of matched bits should be 2048. IrisCode also uses a similar dynamic threshold but all the mathematical derivations have not been disclosed clearly [14].   

4. EXPERIMENTAL RESULTS AND COMPARISONS

4.1 Palmprint Database

We collected palmprint images from 284 individuals using our palmprint capture device as described in [6]. In this dataset, 186 people are male, and the age distribution of the subjects is: about 89% are younger than 30, about 10% are aged between 30 and 50, and about 1% are older than 50. The palmprint images were collected on two separate occasions, at an interval of around two months. On each occasion, the subject was asked to provide about 10 images each of the left palm and the right palm. Therefore, each person provided around 40 images, resulting in a total number of 11,074 images from 568 different palms in our database. The average time interval between the first and second occasions was 73 days. The maximum and the minimum time intervals were 340 days and 1 day, respectively. The size of all the test images used in the following experiments was 384(284 with a resolution of 75dpi. We divided the database into two datasets, training and testing. Testing set contained 9,599 palmprint images from 488 different palms and training set contained the rest of them. We use only the training set to adjust the parameters of the Gabor filters. All the experiments were conducted on the testing set. We should emphasize that matching palmprints from the same sessions was not counted in the following experiments. In other words, the palmprints from the first session were only matched with the palmprints from the second session. A matching is counted as a genuine matching if two palmprint images are from the same palm; otherwise it is counted as an imposter matching. Number of genuine and imposter matching are 47,276 and 22,987,462 respectively. In the following, we use Receiver Operating Characteristic (ROC) curve, which is a plot of the genuine acceptance rate against the false acceptance rate for all possible operating points for comparisons.

4.2 Comparisons of Different Types and Different Numbers of Gabor Filters

In this experiment, different numbers of elliptical and circular Gabor filters are examined. Using d’ index as an objective function, we optimize the parameters in the elliptical Gabor filters. For the circular Gabor filters, we use the previous parameters [6, 15] for these comparisons. Fig. 4(a) shows the four ROC curves obtained from elliptical Gabor filters. Each of the ROC curve represents different numbers of Gabor filters used in the fusion rule. Fig. 4(b) shows the results obtained from the circular Gabor filters. In this test, we still use the static threshold, rather than the dynamic threshold. According to Fig. 4, we have two observations. 1) The elliptical Gabor filters perform better than the circular Gabor filters. 2) Using two filters for fusion is the best choice for both cases. We can easily understand the first observation. The elliptical Gabor filters have more parameters so that they can be well tuned for palmprint features. The reason for the second observation is not obvious. Therefore, we conduct another set of experiments. In this set of experiments, we consider only the elliptical case. First of all, we plot the imposter distributions without considering translated matching in Fig. 5(a). We can see that the imposter distributions from two to four filters are very similar. Their means, (s are 0.497 and standard deviations, (s are around 0.0258. However, the imposter distribution from a single filter has a relatively large variance. If we use binomial distribution to model the imposter distributions, the imposter distributions from two to four filters have around 370 degrees-of-freedom. However, the imposter distribution from the single filter only has 250 degrees-of-freedom. The degrees-of-freedoms are estimated by (s(1-(s)/(s2. These values demonstrate that using more than two filters cannot improve the imposter distributions but increasing number of filters from one to two can get a great improvement. Although increasing number of filters can reduce the variances of the imposter distributions, it would adversely influence the genuine distributions. Given two patches of palmprints from the same palm and same location, if we increase the number of filters, the fusion rule has high probability to select different filters for coding. To demonstrate this phenomenon, we match all the palmprints from the same hand. If the fusion rule selects the same filter, the matching distance of these local patches is zero; otherwise it is one. Then, we sum the local matching distances as a global matching distance for comparing two palmprints. The global matching distance is normalized by the matching area as Eq. 11. In other words, we still use hamming distance. Fig. 5(b) shows the cumulative distributions of the genuine hamming distances. We see that the fusion rule using four filters is the easiest to select different filters. When the hamming distance is shorter than 0.3, the fusion rule using three filters performs better than that using two filters. It contradicts our expectation. The reason is that the direction of one of the three filters is close to one of our principal lines. Thus, it provides an extra robustness to the filter selection. Nevertheless, when the hamming distance is longer than 0.3, fusion rule using two filters performs better. This range is more important since false acceptance tends to happen in that region. Combining the influences for the imposter and genuine distributions, the best choice is to employ two filters for fusion. In the following experiments, we study only the two elliptical filters case.

As a side product, we use the fusion rule to select orientation of filters as features and hamming distance as a matching scheme for palmprint verification, exactly the same as the previous discussion. Fig. 5(c) shows the corresponding ROC curves. This figure illustrates that increasing number of filers cannot improve the performance. In addition, the proposed method is better than directly using hamming distance and orientation of filters. 
4.3 Comparison of Static and Dynamic thresholds

In this experiment, we compare the proposed dynamic threshold and original static threshold. For graphical presentation convenience, we dynamically scale the hamming distances rather than the threshold. In fact, they have the same effect. Fig. 6 shows their ROC curves. We can see that dynamic threshold effectively improves the accuracy. Combining all the proposed improvements including elliptical Gabor filters, fusion rule and dynamic threshold, the proposed method obtains around 15% improvement for genuine acceptance rate when the false acceptance rate is 10-6%. Table 1(a) lists some false acceptance rates and false rejection rates and the corresponding thresholds. The results demonstrate that the proposed method is comparable with the previous palmprint approaches and other hand-based biometric technologies, including hand geometry and fingerprint verification [8-9]. It is also comparable with other fusion approaches [10-11]. 
4.4 Identification
Identification is a one-against-many, N comparisons process. To establish the identification accuracy of our proposed method, we need to specify N. In the following identification test, we set N=488, which is the total number of different palms in our testing database. Generally, a practical biometric identification system stores several users’ templates in its database for training the system so that the system can recognize noise or deformed signals. Our original testing database is divided into the registering database and the identification database. Three palmprint images collected on the first occasion are selected for the registering database and all the palmprint images collected on the second occasion are put in the identification database. The registering and identification databases contain 1,464 and 4,821 palmprint images, respectively. Each palmprint image in the identification database is compared with all images in the registering database. Since each palm has three palmprint images in the registering database, each testing image can generate three correct verification hamming distances. The minimum of them is regarded as a correct identification hamming distance. Similarly, each testing image can generate 1,461 incorrect verification hamming distances. The minimum of them is regarded as an incorrect identification hamming distance. Thus, both the numbers of the correct and incorrect identification hamming distances are 4,821. To obtain more statistically reliable results by generating more incorrect and correct identification hamming distances, we repeated this identification test three times, selecting other palmprint images collected on the first occasion for the registering database. The genuine and imposter identification distributions are generated by 14,463 correct and 14,463 incorrect identification hamming distances, respectively. The corresponding ROC curve is depicted in Fig. 7. As the verification test shown in Fig. 6, we also plot the ROC curve of PalmCode for comparison. Table 1(b) provides the numerical values of false rejection and false acceptance rates with the corresponding thresholds for this test. The ROC curve of Fusion Code and the table show that in 1-to-488 identification, our proposed method can operate at a genuine acceptance rate of 96.33% and the corresponding false acceptance rate is 1.38(10-2%. Comparing the two ROC curves, there is no doubt that the proposed Fusion Code is much better than PalmCode. 
4.5 Speed

The execution times for the preprocessing, feature extraction and matching are listed in Table 2. These times are estimated using an ASUS notebook embedded Intel Pentium III Mobile processor (933MHz). The total execution time is about 0.39 second, which is fast enough for real-time verification. For identification, if the database contains 1,200 palmprint images for 400 persons, the total identification time is about 0.41 seconds. In fact, we have not completely optimized the code so it is possible to further reduce the computation time.
5.
DISCUSSION ON THE IMPOSTER DISTRIBUTION

In Section 3, we use the assumption that the imposter distribution follows binomial distribution to develop the dynamic threshold. To examine this assumption, we plot the cumulative binomial probabilities against the observed cumulative probabilities. This plot is shown in Fig. 8. If the assumption was valid, the plot would give a straight line, as the reference line in Fig. 8. This figure shows that the observed imposter distribution is close to the binomial distribution in many regions. However, if we use Kolmogorov-Smirnov test to compare the two distributions, the test rejects that they are from the same distribution [16]. Although this assumption is not true, the dynamic threshold still effectively improves the accuracy. Since both IrisCode [14] and Fusion Code use phase information as features and hamming distance as matching scheme and IrisCode employs binomial distribution to model the imposter distribution of IrisCode [14], some may expect that our imposter distribution also follows binomial distribution. There are two reasons for our imposter distribution following another distribution, not binomial distribution. Ignoring the masks and the normalization constants in Eq. 11, we can formulate the hamming distance as the sum of Bernoulli trails but it does not means that our imposter distribution follows binomial distribution. A binomial distribution requires another two conditions, stationary and independence. Independence means that all the Bernoulli trails are independent and stationary means that all the Bernoulli trials have the same p, the probability of success. Undoubtedly, matching Fusion Codes cannot fulfill these two conditions. Everyone has principal lines in similar positions so the stationary condition is violated. Moreover, palmprint lines are across several codes so the independence condition is also violated. As a result, our imposter distribution does not follow binomial distribution. Although we can adjust the decision boundaries in Eqs. 7-10 to fulfill the stationary condition, our imposter distribution still cannot follow binomial distribution since the sum of correlated Bernoulli trails cannot generate binomial distribution in general [17-18]. Some may further ask why the imposter distribution of IrisCode follows binomial distribution if the sum of correlated Bernoulli trails does not give binomial distribution. If the correlation is first order stationary Markovian type and the number of trials is large, according to Central limiting Theorem, the distribution follows normal distribution [17, 19]. Binomial distribution can be approximated by normal distribution when the degrees-of-freedom is large enough. In terms of application, we totally agree that the imposter distribution of IrisCode follows binomial distribution but in terms of theory, we better say that it follows normal distribution.  

6. CONCLUSION
We have presented a feature-level coding scheme for palmprint identification. On the top of PalmCode [6], we make a number of improvements for developing Fusion Code. 1) The circular Gabor filter in PalmCode is replaced by a bank of elliptical Gabor filters. 2) A feature level fusion scheme is proposed to select a filter output for feature coding. 3) The static threshold in PalmCode is replaced by the dynamic threshold. A series of experiments has been conducted to verify the usefulness of each improvement.  

In our testing database containing 9,599 palmprint images from 488 different palms, the proposed method achieves around 15% verification improvement for genuine acceptance rate when the false acceptance rate is 10-6%. This result is also comparable with those of other hand-based biometrics technologies, such as hand geometry, fingerprint verification and of other fusion approaches. For 1-to-488 identification, our method can operate at a low false acceptance rate (1.38(10-2%) and a reasonable genuine acceptance rate (96.33%). On a 933MHz processor, the execution time for the whole process, including preprocessing, feature extraction and final matching, is about 0.4 second.
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Figures:

Fig. 1   
Three typical samples of PalmCodes: (a)-(c) original images, (d)-(f) real parts of PalmCodes, (g)-(i) imaginary parts of PalmCode.

Fig. 2
Block diagram of our palmprint identification system.
Fig. 3 

Procedure of how the Fusion Code is generated: (a) original palmprint image, (b)-(c) real parts (Column 1) and imaginary parts (Column 2) of the filtered images, and real parts (Column 3) and imaginary parts (Column 4) of PalmCodes and (d) Fusion Code.
Fig. 4
Comparisons between different numbers of filters used in fusion, (a) elliptical Gabor filters and (b) circular Gabor filters.

Fig. 5
Analysis of different numbers of filters for fusion. (a) Comparison between imposter distributions using different numbers of elliptical Gabor filters for fusion. (b) The cumulative distributions of hamming distance for studying the fusion rules selecting different filters for coding. (c) The ROC curves of using orientation of the filters as features and hamming distance as a measure.  

Fig. 6
Comparison between dynamic and static thresholds.  

Fig. 7
1-to-488 identification results

Fig. 8
Plot of the observed cumulative probability versus the predicated binomial cumulative probability.

Tables:

Table 1
Genuine and false acceptance rates with different threshold values, (a) Verification results and (b) 1-to-488 identification results.
Table 2

Execution time for our palmprint identification system.
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Fig. 4
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Fig. 6
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Fig. 7
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Fig. 8

Table 1

(a)

	Threshold
	False Acceptance Rate
	False Rejection rate

	0.317
	1.2(10-5%
	7.77%

	0.324
	1.3(10-4%
	6.07%

	0.334
	1.0(10-3%
	4.15%

	0.350
	1.0(10-2%
	2.32%


(b)

	Threshold
	False Acceptance Rate 
	False Rejection Rate

	0.309
	6.91(10-3%
	4.56%

	0.315
	1.38(10-2%
	3.67%

	0.323
	1.24(10-1%
	2.61%

	0.333
	9.68(10-1%
	1.74%


Table 2

	Operation
	Execution Time

	Preprocessing
	267ms

	Feature Extraction
	123ms

	Matching
	18(s
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