
NEURAL NETWORKS CAN DETECT

MODEL-FREE STATIC ARBITRAGE STRATEGIES

ARIEL NEUFELD1, JULIAN SESTER2

June 30, 2023

1NTU Singapore, Division of Mathematical Sciences,
21 Nanyang Link, Singapore 637371.

2National University of Singapore, Department of Mathematics,
21 Lower Kent Ridge Road, 119077.

Abstract. In this paper we demonstrate both theoretically as well as numerically that neural
networks can detect model-free static arbitrage opportunities whenever the market admits some.
Due to the use of neural networks, our method can be applied to financial markets with a high
number of traded securities and ensures almost immediate execution of the corresponding trading
strategies. To demonstrate its tractability, effectiveness, and robustness we provide examples using
real financial data. From a technical point of view, we prove that a single neural network can
approximately solve a class of convex semi-infinite programs, which is the key result in order to
derive our theoretical results that neural networks can detect model-free static arbitrage strategies
whenever the financial market admits such opportunities.
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1. Introduction

Detecting arbitrage opportunities in financial markets and efficiently implementing them numer-
ically is an intricate and demanding task, both in theory and practice. In recent academic papers,
researchers have extensively tackled this problem for various types of assets, highlighting its signif-
icance and complexity.

The authors from Cui et al. (2020) and Cui and Taylor (2020) focus their studies on the foreign
exchange market, establish conditions that eliminate triangular opportunities and propose compu-
tational approaches to detect arbitrage opportunities.

Soon and Ye (2011) propose a binary integer programming model for the detection of arbitrage
in currency exchange markets, while Papapantoleon and Sarmiento (2021) focus on arbitrage in
multi-asset markets under the assumptions that the risk-neutral marginal distributions are known.
Also assuming knowledge of risk-neutral marginals in multi-asset markets, Tavin (2015) provides a
copula-based approach to characterize the absence of arbitrage. Cohen et al. (2020) study arbitrage
opportunities in markets where vanilla options are traded and propose an efficient procedure to
change the option prices minimally (w.r.t. the l1 distance) such that the market becomes arbitrage-
free. Neufeld et al. (2022a) develop cutting-plane based algorithms to calculate model free upper
and lower price bounds whose sub-optimality can be chosen to be arbitrarily small, and use them
to detect model-free arbitrage strategies. Furthermore, by observing call option prices Biagini et al.
(2022) train neural networks to detect financial asset bubbles.

In this paper we study the detection of model-free static arbitrage in potentially high-dimensional
financial markets, i.e., in markets where a large number of securities are traded. A trading strat-
egy is called static if the strategy consists of buying or selling financial derivatives as well as the
corresponding underlying securities in the market only at initial time (with corresponding bid and
ask prices) and then holding the positions till maturity without any readjustment. Therefore, one
says that a market admits static arbitrage if there exists a static trading strategy which provides a
guaranteed risk-free profit at maturity. We aim to detect static arbitrage opportunities in a model-
free way, i.e. purely based on observable market data without imposing any (probabilistic) model
assumptions on the underlying financial market. We also refer to Acciaio et al. (2016); Burzoni
et al. (2017, 2019, 2021); Cheridito et al. (2017); Davis et al. (2014); Fahim and Huang (2016);
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Hobson* et al. (2005); Hobson et al. (2005); Neufeld and Sester (2023); Riedel (2015); Wang and
Ren (2021) for more details on model-free arbitrage and its characterization.

The goal of this paper is to demonstrate both theoretically as well as numerically using real-
market data that neural networks can detect model-free static arbitrage whenever the market ad-
mits some. The motivation of using neural networks is their known ability to efficiently deal with
high-dimensional problems in various fields. There are several algorithms that can detect (static) ar-
bitrage strategies in a financial market under fixed market conditions, for example in a market with
fixed options with corresponding strikes as well as fixed corresponding bid and ask prices. However
directly applying these algorithms in real financial market scenarios to exploit arbitrage is chal-
lenging due to well-known issue that market conditions changes extremely fast and high-frequency
trading often cause these opportunities to vanish rapidly. This associated risk is commonly known
as execution risk, as discussed, e.g., in Kozhan and Tham (2012). The speed of investment execution
therefore becomes crucial in capitalizing on arbitrage opportunities.

By training neural networks according to our algorithm purely based on observed market data, we
obtain detectors that allow, given any market conditions, to detect not only the existence of static
arbitrage but also to determine a proper applicable arbitrage strategy. Our algorithm therefore
provides to financial agents an instruction how to trade and to exploit the arbitrage strategy while
the opportunity persists. In contrast to other numerical methods which need to be executed entirely
each time the market is scanned for arbitrage or the market conditions are changing, our proposed
method only needs one neural network to be trained offline. After training, the neural network is
then able to detect arbitrage and can be executed extremely fast, allowing to invest in the resultant
strategies in every new market situation that one faces. We refer to Section 3 for detailed description
of our algorithm as well as our numerical results evaluated on real market data.

We justify the use of neural networks by proving that neural networks can detect model-free static
arbitrage strategies whenever the market admits some. We refer to Theorem 2.5 and Theorem 2.6
for our main theoretical results regarding arbitrage detection. The main idea is to relate arbitrage
with the superhedging of the zero-payoff function. We prove in Proposition 2.7 that there exists a
single neural network that provides a corresponding ε-optimal superhedging strategy for any given
market conditions. In fact, we show for a certain class of convex semi-infinite programs (CSIP),
which includes the superhedging problem of the zero-payoff function as special case, that a single
neural network can provide for each of the (CSIP) within this class a corresponding feasible and
ε-optimal solution, see Theorem 4.5.

The remainder of this paper is as follows. In Section 2, we introduce the setting of the financial
market as well as the corresponding (static) trading strategies, and provide our main theoretical
results ensuring that model-free static arbitrage can be detected by neural networks if existent.
Section 3 focuses on the presentation and numerical implementation of our neural networks based
algorithm to detect static arbitrage, featuring experiments conducted on real financial data to
showcase the feasibility and robustness of our method. In Section 4, we introduce a class of convex
semi-infinite programs and provide our main technical result that a single neural network can
approximately solve this class of (CSIPs). Finally, all proofs are presented in Section 5.

2. Detection of static Arbitrage Strategies

In this section, we study a financial market in which a financial agent can trade statically in
various types of options and which may admit the opportunity of static arbitrage profits. In such a
setting, the natural difficulty for a trader is first to decide whether such arbitrage exists and second
to identify potential strategies that exploit arbitrage profits. Our goal is to show that for each
financial market in which an agent can trade statically in options, the corresponding market admits
static arbitrage if and only if there exists a neural network that detects the existence of model-free
static arbitrage by outputting a corresponding arbitrage strategy.

2.1. Setting. In this paper, we consider a market in which a financial agent can trade statically in
options. To introduce the market under consideration, let S = (S1, . . . , Sd) denote the underlying
d ∈ N stocks at some future time t = 1. We only consider values S ∈ S ⊆ [0,∞)d for some
predefined set S, which can be interpreted as prediction set1 where the financial agent may allow to

1We refer to, e.g., Bartl et al. (2020); Hou and Ob lój (2018); Mykland (2003); Neufeld and Sester (2021) for further
literature on prediction sets in financial markets.
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exclude values which she considers to be impossible to model future stock prices S = (S1, . . . , Sd)
at time 1.

Let NΨ ∈ N denote the number of different types2 of traded options Ψi : S × [0,K] → [0,∞),
i = 1, . . . , NΨ, written on S. For each option type i ∈ {1, . . . , NΨ} let ni ∈ N denote the corre-
sponding amount of different strikes under consideration (Ki,j)j=1,...,ni ⊆ [0,K], where the strikes

are contained in [0,K] for some K < ∞, and denote by N :=
∑NΨ

i=1 ni the total number of traded

options. Moreover, we denote by π = (πi,j) i=1,...,NΨ,
j=1,...,ni

= (π+
i,j , π

−
i,j) i=1,...,NΨ,

j=1,...,ni

∈ [0, π]2N the bid and

ask prices of the traded options respectively, where we assume that all the bid and ask prices are
bounded by some π > 0.

The financial agent then can trade in the market by buying and selling the options described
above. More precisely, we first fix the minimal initial cash position of a trading strategy to be given
by a ∈ R, and we assume that the maximal amount of shares of options one can buy or sell is capped
by some constant 0 < H <∞. This allows to consider the payoff of a static trading strategy by the
function

(2.1)

IS : [0,K]N × [a,∞)× [0, H]2N → R

(K, a, h) 7→ a+

NΨ∑
i=1

ni∑
j=1

(
h+i,j − h−i,j

)
·Ψi(S,Ki,j),

where we use the notation h =
(
h+i,j , h

−
i,j

)
i=1,...,NΨ,
j=1,...,ni

∈ [0, H]2N to denote long and short positions

in the traded options, respectively, as well as K = (Ki,j) i=1,...,NΨ,
j=1,...,ni

to denote all strikes. The corre-

sponding pricing functional is then defined by

(2.2)

f : [0, π]2N × [a,∞)× [0, H]2N → R

(π, a, h) 7→ a+

NΨ∑
i=1

ni∑
j=1

(
h+i,jπ

+
i,j − h−i,jπ

−
i,j

)
determining the price of a corresponding trading strategy with respect to the corresponding bid and
ask prices of the options.

Moreover, we define the set-valued map which maps a set of strikes K = (Ki,j) i=1,...,NΨ,
j=1,...,ni

to the

corresponding strategies leading to a greater payoff than 0 for each possible value S ∈ S by

(2.3) Γ : [0,K]N ∋ K ↠ Γ(K) :=
{
(a, h) ∈ [a,∞)× [0, H]2N

∣∣ IS(K, a, h) ≥ 0 for all S ∈ S
}
.

Then, the minimal price of a trading strategy that leads to a greater price than 0 for each possible
value S ∈ S, in dependence of strikes K = (Ki,j) i=1,...,NΨ,

j=1,...,ni

and option prices π = (π+
i,j , π

−
i,j) i=1,...,NΨ,

j=1,...,ni

,

is given by

(2.4)
V : [0,K]N × [0, π]2N → R

(K,π) 7→ inf
(a,h)∈Γ(K)

f(π, a, h).

In this paper, we consider the following type of model-free3 static arbitrage. We refer to Burzoni
et al. (2019) for several notions of model-free arbitrage.

Definition 2.1 (Model-free static arbitrage). Let (K,π) ∈ [0,K]N × [0, π]2N . Then, we call a static
trading strategy (a, h) ∈ [a,∞)× [0, H]2N a model-free static arbitrage strategy if the following two
conditions hold.

(i) (a, h) ∈ Γ(K),
(ii) f(π, a, h) < 0.

Moreover, for any ε > 0 we call a model-free static arbitrage strategy to be of magnitude ε if
f(π, a, h) ≤ −ε.

2We say two options are of the same type if the payoffs only differ with respect to the specification of a strike. Also
note that trading in the underlying securities itself can be considered as an option, e.g., a call option with strike 0.

3It is called model-free since no probabilistic assumptions on the financial market has been imposed
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This means according to Definition 2.1 that the market with parameters (K,π) ∈ [0,K]N×[0, π]2N
admits no model-free static arbitrage strategy if and only if V (K,π) ≥ 0.

Neural Networks. By neural networks with input dimension din ∈ N, output dimension dout ∈ N,
and number of layers l ∈ N we refer to functions of the form

(2.5)
Rdin → Rdout

x 7→ Al ◦ φl ◦Al−1 ◦ · · · ◦ φ1 ◦A0(x),

where (Ai)i=0,...,l are affine4 functions of the form
(2.6)

A0 : Rdin → Rh1 , Ai : Rhi → Rhi+1 for i = 1, . . . , l − 1, (if l > 1), and Al : Rhl → Rdout ,

and where the function φi is applied componentwise, i.e., for i = 1, . . . , l we have φi(x1, . . . , xhi
) =

(φ(x1), . . . , φ(xhi
)). The function φ : R → R is called activation function and assumed to be

continuous and non-polynomial. We say a neural network is deep if l ≥ 2. Here h = (h1, . . . , hl) ∈ Nl

denotes the dimensions (the number of neurons) of the hidden layers, also called hidden dimension.

Then, we denote by Nl,h
din,dout

the set of all neural networks with input dimension din, output

dimension dout, l hidden layers, and hidden dimension h, whereas the set of all neural networks
from Rdin to Rdout (i.e. without specifying the number of hidden layers and hidden dimension) is
denoted by

Ndin,dout :=
⋃
l∈N

⋃
h∈Nl

Nl,h
din,dout

.

It is well-known that the set of neural networks possess the so-called universal approximation
property, see, e.g., Pinkus (1999).

Proposition 2.2 (Universal approximation theorem). For any compact set K ⊂ Rdin the set
Ndin,dout |K is dense in C(K,Rdout) with respect to the topology of uniform convergence on C(K,Rdout).

2.2. Main results. To formulate our main result we first impose the following mild assumptions.

Assumption 2.3.

(i) There exists some LΨ > 0 such that for all S ∈ S and for all i = 1, . . . , NΨ the map
[0,K] ∋ Ki,j 7→ Ψi(S,Ki,j) is LΨ-Lipschitz.

(ii) There exists some by CΨ > 0 such that the map Ψi is bounded by CΨ on S × [0,K] for all
i = 1, . . . , NΨ.

Remark 2.4. First, note that we do not impose any topological or geometric conditions on the
prediction set S ⊂ [0,∞)d. However, a sufficient criterion for Assumption 2.3 (ii) to hold would be
that, e.g., S ⊂ [0,∞)d is bounded and that [0,∞)d × [0,K] ∋ (S,K) 7→ Ψi(S,K) is continuous for
each i = 1, . . . , NΨ. Moreover, note that Assumption 2.3 (i) is satisfied for example for any payoff
function which is continuous and piece-wise affine (CPWA), which includes most relevant payoff
functions in finance. We refer to Neufeld et al. (2022a); Li and Neufeld (2023) for a detailed list
of examples of (CPWA) payoff functions.

In our first result, we conclude that the financial market described in Section 2.1 admits model-free
static arbitrage if and only if there exists a neural network that detects the existence of model-free
static arbitrage by outputting a corresponding arbitrage strategy.

Theorem 2.5 (Neural networks can detect static arbitrage). Let Assumption 2.3 hold true, and let
(K,π) ∈ [0,K]N × [0, π]2N . Then, there exists model-free static arbitrage if and only if there exists
a neural network NN ∈ N3N,1+2N with

(i) NN (K,π) := (NNa(K,π),NNh(K,π)) ∈ Γ(K),
(ii) f (π,NNa(K,π),NNh(K,π)) < 0.

In our second result, we show that for any given ε > 0 and 0 < δ < ε there exists a single neural
network such that for any given strikes K = (Ki,j) i=1,...,NΨ,

j=1,...,ni

and option prices π = (π+
i,j , π

−
i,j) i=1,...,NΨ,

j=1,...,ni

the neural network can detect model-free static arbitrage of magnitude δ if the financial market with

4This means for all i = 0, . . . , l, the function Ai is assumed to have an affine structure of the form Ai(x) = Mix+bi
for some matrix Mi ∈ Rhi+1×hi and some vector bi ∈ Rhi+1 , where h0 := din and hl+1 := dout.



NEURAL NETWORKS CAN DETECT MODEL-FREE STATIC ARBITRAGE STRATEGIES 5

corresponding market conditions (K,π) admits static arbitrage of magnitude ε. From a practical
point of view, this is crucial, since it allows the financial trader to only train one single neural network
which can then, once trained, instantaneously detect corresponding static arbitrage opportunities if
the current market conditions (K,π) admit such opportunities. On the other hand, a trader applying
the trained neural network to a financial market which admits no static arbitrage opportunities pays
at most ε − δ for the trading strategy, i.e., if ε ≈ δ, the risk of paying for trading strategies which
are no static arbitrage strategies can be reduced to an arbitrarily small amount.

Theorem 2.6 (A single neural network can detect static arbitrage of magnitude ε). Let ε > 0 and
0 < δ < ε. Then, there exists a neural NN ∈ N3N,1+2N such that for every (K,π) ∈ [0,K]N ×
[0, π]2N the following holds.

(i) If the financial market with respect to (K,π) admits model-free static arbitrage of magnitude
ε, then the neural network outputs a trading strategy (NNa(K,π),NNh(K,π)) which is a
model-free static arbitrage of magnitude δ.

(ii) If the financial market with respect to (K,π) admits no model-free static arbitrage, then the
neural network outputs a trading strategy (NNa(K,π),NNh(K,π)) ∈ Γ(K) which has a
price of at most ε− δ.

The main idea to derive Theorem 2.5 and Theorem 2.6 relies on the relation between arbitrage and
supehedging of the 0-payoff function. The following result establishes that for any prescribed ε > 0
there exists a single neural network such that for any given strikes K = (Ki,j) i=1,...,NΨ,

j=1,...,ni

and option

prices π = (π+
i,j , π

−
i,j) i=1,...,NΨ,

j=1,...,ni

defining the market, the neural network produces a static trading

strategy which superhedges the 0-payoff for all possible values S ∈ S whose price is ε-optimal.

Proposition 2.7 (Approximating V with neural networks). Let Assumption 2.3 hold true. Then
for all ε > 0 there exists a neural network NN ∈ N3N,1+2N such that

(i) NN (K,π) := (NNa(K,π),NNh(K,π)) ∈ Γ(K) for all (K,π) ∈ [0,K]N × [0, π]2N ,
(ii) f (π,NNa(K,π),NNh(K,π))− V (K,π) ≤ ε for all (K,π) ∈ [0,K]N × [0, π]2N .

In fact, we will use Proposition 2.7 to prove our main results Theorem 2.5 and Theorem 2.6
on detecting static arbitrage strategies. To prove Proposition 2.7, we interpret (2.4) as a class of
linear semi-infinite optimization problem (LSIP), where each (K,π) ∈ [0,K]N × [0, π]2N determines
a single (LSIP). In Section 3, we introduce a (much more) general class of convex semi-infinite
optimization problem (CSIP) which covers (2.4) as special case. Then we show that a single neural
network can approximately solve all (CSIP) of this class simultaneously. We refer to Theorem 4.5
for the precise statement.
The proofs of all our main results are provided in Section 5.

3. The Numerics of Static Arbitrage Detection in Financial Markets

The results from Section 2 prove, with non-constructive arguments, the existence of neural net-
works that can detect model-free arbitrage strategies. These results therefore immediately raise the
question how to construct neural networks that are capable to learn these strategies. To this end,
we present with Algorithm 1 an approach that combines a supervised learning approach in the spirit
of Neufeld and Sester (2023) with an unsupervised learning approach as presented for example in
Auslender et al. (2009), Eckstein and Kupper (2021), and Neufeld et al. (2022b).

Algorithm 1 uses the fact that in many situations there exists an applicable algorithm to compute
model-free price bounds and corresponding trading strategies that approximate these bounds arbi-
trarily well. We exploit this fact by training a neural network offline to approximate the outcomes
of such algorithms. To compute the strategies that approximately attain these bounds, we suggest
employing the algorithm presented in Neufeld et al. (2022a). The motivation of our methodology is
the following. While the offline training of the neural network might take some time, once trained,
the neural network is able to detect immediately static arbitrage and the corresponding trading
strategies in the market, provided it exists. This is crucial as stock prices and corresponding option
prices move quickly in real financial markets and therefore having an algorithm which can adjust
fast to new market parameters is desired.
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Algorithm 1: Training of an arbitrage-detecting neural network.

Input : Number of iterations Niter, Hyperparameters of the neural network, Number of
options N ∈ N, Option payoffs (Ψi)i, Bounds K, π, H > 0, a ∈ R; Penalization
parameter γ > 0, Batch Size B of samples, Batch Size SB for outcomes of
underlying assets ;

Initialize a neural network NN = (NNa,NNh) : R3N → R1+2N with a bounded output
layer such that NN attains values5 in [a,∞]× [0, H]2N ⊂ R1+2N ;

for i = 1, . . . , Niter do
for b = 1, . . . , B do

Sample Xi,b := (Ki,b, πi,b) ∈ [0,K]N × [0, π]2N ;
Compute (ai,b, hi,b) ∈ Γ(Ki) such that Yi,b := f(πi,b, ai,b, hi,b) ≈ V (πi,b,Ki,b), e.g.,
according to Neufeld et al. (2022a);

Set Ỹi,b :=

{
−1 if Yi,b < 0,

0 if Yi,b ≥ 0.
;

for j = 1, . . . , SB do
Sample Si,b,j ∈ S;

end

end

end

for i = 1, . . . , Niter do
Minimize

B∑
b=1

{
f (πi,b,NNa(Ki,b, πi,b),NNh(Ki,b, πi,b))

+ γ · 1

SB

SB∑
j=1

((
−ISi,b,j

(Ki,b,NNa(Ki,b, πi,b),NNh(Ki,b, πi,b)
)+)2

+ γ ·
(
− (Ỹi,b + 0.5) · f (πi,b,NNa(Ki,b, πi,b),NNh(Ki,b, πi,b))

)+}
w.r.t. the parameters of NNa and NNh;

end
Output: A trained neural network NN ;

Algorithm 1 is designed to minimize the price function f (πi,b,NNa(Ki,b, πi,b),NNh(Ki,b, πi,b))
by incorporating two specific penalization terms. These terms are carefully crafted to facilitate the
learning of the key characteristics associated with model-free arbitrage strategies.

The first penalization term 6 γ · 1
SB

∑SB
j=1

((
−ISi,b,j

(Ki,b,NNa(Ki,b, πi,b),NNh(Ki,b, πi,b)
)+)2

in-

centivizes the feasibility (see (2.3)) of learned strategies by penalizing negative payoffs in proportion
to the degree of violation of the positivity constraint. This encourages the strategies to have positive
payoffs.

The second penalization term

(3.1) γ ·
(
− (Ỹi,b + 0.5) · f (πi,b,NNa(Ki,b, πi,b),NNh(Ki,b, πi,b))

)+

vanishes if and only if the price f (πi,b,NNa(Ki,b, πi,b),NNh(Ki,b, πi,b)) of the strategy expressed by

the neural network and the pre-computed price Ỹi,b are either both non-negative, or both negative.

Since the pre-computed price Ỹi,b is negative if and only if the market (under the current market
parameters (Ki,b, πi,b)) admits some static arbitrage, the second penalization term vanishes if and
only if the trading strategy expressed by the neural network correctly identifies if the markets admits
static arbitrage, or not.

5This can be realized, e.g., by tanh and sigmoid activation functions multiplied with the corresponding bounds.
6We denote by x+ = max{x, 0} the positive part of a real number x ∈ R.
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It is worth mentioning that the design of the penalization terms does not guarantee the feasibility
of strategies in the sense of (2.3) or the correct sign of prices. However, due to the penalty imposed
on constraint violations, as demonstrated in Example 3.1.1, in practice, violations happen frequently
but are typically only marginal in magnitude.

3.1. Application to real financial data. In the following we apply Algorithm 1 to real financial
data in order to detect model-free static arbitrage in the trading of financial derivatives. For
convenience of the reader, we provide under https://github.com/juliansester/Deep-Arbitrage the
used Python-code.

3.1.1. Training with data of the S&P 500. We consider trading in a financial market that consists
of d = 5 assets and corresponding 10 vanilla call options (i.e. 10 different strikes) written on each of
the assets. This means we consider NΨ = 5 different types of options with ni = 11 for i = 1, . . . , 5
referring to the number of call options plus the underlying assets (which can be considered as a call

option with strike 0) so that in total N =
∑NΨ

i=1 ni = 55 different securities are considered.
To create a training set we consider for each of the 500 constituents of the S&P 500 the 10 most

liquidly traded7 call options with maturity T = 19 May 2023. The data was downloaded on 25
April 2023 via Yahoo Finance.

We then use this data to create 50 000 samples by combining the call options of 5 randomly
chosen constituents in each sample. The spot values of the underlying assets are scaled to 1,
therefore the strikes and corresponding prices are included as percentage values w.r.t. the spot value
of the underlying asset. We assume S = [0, 2]5, i.e, we assume that the underlying assets at maturity
only attain values between 0% and 200% of its current spot value. This assumption can be regarded
as a restriction imposed on the space of possible outcomes to a prediction set as mentioned in the
beginning of Section 2.1.

Relying on these samples, we compute, using the LSIP algorithm from Neufeld et al. (2022a),
minimal super-replication strategies of the 0-payoff for each of the 50 000 samples.

Of these 50 000 samples, we regard 5000 samples as a test set on which the neural network is not
trained.

To demonstrate the performance of our approach, we apply Algorithm 1 with Niter = 20 000
iterations, a penalization parameter8 γ = 10 000, and batch sizes SB = 32 and B = 512 to train a
neural network NN with 1024 neurons and 5 hidden layers and with a ReLU activation function
in each of the hidden layers. The used learning rate for training with the Adam optimizer (Kingma
and Ba (2014)) is 0.0001.

To train the neural network, we assume a = −1, H = 1, i.e., the maximal investment is 1 in each
position9.

The training set of 45 000 samples contains 34 146 cases in which the market admits model-free
arbitrage while the test set contains 3787 cases of model-free arbitrage. After training on the 45 000
samples, the neural network assigns to 39 570 out of 45 000 correctly the correct sign of the price of
the strategy learned by the neural network, i.e., in 87.93% of cases on the training set, the neural
network can correctly decide whether the market admits arbitrage or not. On the test set we have
4164 out of 5000 correct identifications which corresponds to 83.28%. However, it is important to
emphasize that wrong identifications of the sign of the resultant strategy does not mean that the
resultant strategy incur huge losses, as the magnitude of the predicted prices turns out to be on a
small scale for the majority strategies with wrongly predicted sign. To showcase this, we evaluate
the net profit ISi,j (Ki, ai, hi)− f(πi, ai, hi) for i = 1, . . . , 5000, j = 1, . . . , 200, i.e., each of the 5000
samples of the test set is evaluated on 200 realizations of S ∈ S that are denoted by Si,j (uniformly
sampled from [0, 2]5) and we show the results in Table 1. The results verify that on the test set
the net profit is in the vast majority of the 1 000 000 evaluated cases positive, compare also the
histogram provided in Figure 1.

7”Most liquidly traded” refers to the strikes with the highest trading volume.
8Following the empirical experiments from Eckstein et al. (2021) and Eckstein and Kupper (2021), in the imple-

mentation, we let γ increase with the number of iterations so that in the first iteration γ equal 1, and after 20 000
iterations γ is 10 000.

9Note that in practice these bounds impose not a severe restriction as the resultant strategies can be scaled
arbitrarily large if desired.

https://github.com/juliansester/Deep-Arbitrage
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count 1 000 000
mean 0.511423
std 0.341690
min -0.199701
25% 0.246262
50% 0.442689
75% 0.737924
max 3.939372

Table 1. The table shows the summary statistics of the net profit ISi,j (Ki, ai, hi)−
f(πi, ai, hi) for i = 1, . . . , 5000, j = 1, . . . , 200, i.e., each of the 5000 samples of
the test set is evaluated on 200 realizations of S ∈ S leading to a total number of
1 000 000 profits of the strategy trained as described in Section 3.1.1.
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Figure 1. The histogram shows the distribution of the net profit ISi,j (Ki, ai, hi)−
f(πi, ai, hi) for i = 1, . . . , 5000, j = 1, . . . , 200 of the strategy trained as described in
Section 3.1.1.

3.1.2. Backtesting with historical option prices. We backtest the strategy trained in Section 3.1.1
on the stocks of Apple, Alphabet, Microsoft, Google, and Meta. To this end, we consider for each of
the companies call options with maturity 24 March 2023 for ten different strikes.

The bid and ask prices of these call options and the underlying securities were observed on 33
trading days ranging from 2 February 2023 until 22 March 2023.

We apply the strategy trained in Section 3.1.1 to the prices observed on each of the 33 trading
days and evaluate it on the realized values of the 5 underlying securities at maturity. In Table 2
and Figure 2 we summarize the net profits of the 33 strategies. Note that to apply the trained
neural network from Section 3.1.1, we first scale all the financial instruments such that the spot
values of the underlying securities equal 1, as described in Section 3.1.1. Then, after applying the
strategies to the scaled inputs, we rescale the values of the involved quantities back to unnormalized
values, and we report in Table 2 and Figure 2 the net profits for both cases: after rescaling the
values of the underlying securities, options, and strikes to unnormalized values, as well as without
scaling back. The results of the backtesting study reveal that even though the neural network
from Section 3.1.1 was trained on data extracted at a different day (25 April 2025) involving call
options with a different maturity written on other assets, the resultant strategy still allows to trade
profitably in the majority of cases, showcasing the robustness of our algorithm.
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unscaled scaled
count 33 33
mean 5.855233 0.063460
std 9.706270 0.089347
min -4.225227 -0.017063
25% -1.475227 -0.007025
50% 1.535172 0.021668
75% 13.032318 0.093558
max 32.687988 0.318201

Table 2. In the setting of Section 3.1.2, the table shows the summary statistics of
the net profit IST

(Ki, ai, hi) − f(πi, ai, hi) for i = 1, . . . , 33, where here ST ∈ R5

refers to the observed realization of the 5 underlying securities at maturity T = 24
March 2023. To apply the trained neural network we first scale the values such that
the spot prices of the underlying assets equal 1. The left column shows the values
after scaling the values back, whereas the right column shows the statistics directly
after applying the neural network to the scaled data.
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Figure 2. In the setting of Section 3.1.2, the histogram depicts the net profits
IST

(Ki, ai, hi) − f(πi, ai, hi) for i = 1, . . . , 33, where here ST ∈ R5 refers to the
observed realization of the 5 underlying securities at maturity T = 24 March 2023.

4. Approximation of optimal solutions of general convex semi-infinite programs by
neural networks

In this section we show for a certain class of convex semi-infinite optimization problems (CSIP)
that each of them can be approximately solved by a single neural networks. More precisely, for
every prescribed accuracy ε > 0 we show that there exists a single neural network which outputs a
feasible solution which is ε-optimal. This class of convex semi-infinite problems covers the setting
of static arbitrage detection introduced in Section 2 as special case. We leave further applications
for future research.

4.1. Setting. Let a ∈ R, let Kx ⊂ Rnx be compact for some nx ∈ N, and let Ky ⊂ Rny be compact
and convex for some ny ∈ N.

We consider some function

f : Kx × [a,∞)×Ky ∋ (x, a, y) 7→ f(x, a, y) ∈ R,

which we aim to minimize under suitable constraints. To define these constraints we consider some
(possibly uncountable infinite) index set S as well as for all s ∈ S a function

Kx × [a,∞)×Ky ∋ (x, a, y) 7→ Is(x, a, y) ∈ R.

Further, let Kx ∋ x ↠ Γ(X) ⊆ [a,∞)×Ky be the correspondence defined by

Γ(x) := {(a, y) ∈ [a,∞)×Ky | −Is(x, a, y) ≤ 0 for all s ∈ S} ,
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that defines the set of feasible elements from [a,∞)×Ky. To define our optimization problem, we
now consider the function Kx ∋ x 7→ V (x) ∈ R defined by

(4.1) V (x) := inf
(a,y)∈Γ(x)

f(x, a, y).

We impose the following assumptions on the above defined quantities.

Assumption 4.1 (Assumptions on f).

(i) There exists some Lf ≥ 1 such that the function [a,∞) × Ky ∋ (a, y) 7→ f(x, a, y) is Lf -
Lipschitz continuous for all x ∈ Kx.

(ii) The function Kx × [a,∞)×Ky ∋ (x, a, y) 7→ f(x, a, y) is continuous.
(iii) The function [a,∞)×Ky ∋ (a, y) 7→ f(x, a, y) is convex for all x ∈ Kx.
(iv) The function [a,∞) ∋ a 7→ f(x, a, y) is increasing for all x ∈ Kx, y ∈ Ky.
(v) We have that

La,f := inf
x∈Kx,y∈Ky

a1,a2∈[a,∞),a1 ̸=a2

|f(x, a1, y)− f(x, a2, y)|
|a1 − a2|

> 0.

Assumption 4.2 (Assumptions on Is).
(i) There exists some LI ≥ 1 such that Kx× [a,∞)×Ky ∋ (x, a, y) 7→ Is(x, a, y) is LI-Lipschitz

continuous for all s ∈ S.
(ii) The function [a,∞)×Ky ∋ (a, y) 7→ Is(x, a, y) is concave for all x ∈ Kx, s ∈ S.
(iii) The function [a,∞) ∋ a 7→ Is(x, a, y) is increasing for all x ∈ Kx, y ∈ Ky, s ∈ S.
(iv) We have that

La,I := inf
s∈S

inf
x∈Kx,
y∈Ky

inf
a1 ̸=a2,

a1,a2∈[a,∞)

|Is(x, a1, y)− Is(x, a2, y)|
|a1 − a2|

> 0.

(v) We have that
inf
s∈S,

x∈Kx,y∈Ky

Is(x, a, y) > −∞.

Assumption 4.3 (Assumptions on Ky). There exists 0 < r < 1 and Lr ≥ 1 such that for all
0 < δ < r there exists some closed and convex set Cy,δ ⊂ Ky such that for all y′ ∈ Cy,δ, y ∈ Rny we
have

∥y′ − y∥ ≤ δ ⇒ y ∈ Ky,

and
max
y∈Ky

min
y′∈Cy,δ

{
∥y − y′∥

}
≤ Lrδ.

Remark 4.4 (On the assumptions).

(i) Let

(4.2) aUB := a+
1

La,I

∣∣∣∣∣∣ inf
s∈S,

x∈Kx,y∈Ky

Is(x, a, y)

∣∣∣∣∣∣ ∈ [a,∞)

Then, we have Is(x, aUB, y) ≥ 0 for all x ∈ Kx, y ∈ Ky, s ∈ S. In particular, Γ(x) ̸= ∅ for
all x ∈ Kx. Indeed, by using the definition of aUB and La,I together with Assumption 4.2 (v)
we have for all x ∈ Kx, y ∈ Ky, s ∈ S that

Is(x, aUB, y) = Is(x, aUB, y)− Is(x, a, y) + Is(x, a, y)
≥ La,I · aUB − La,I · a+ inf

s∈S,
x∈Kx,y∈Ky

Is(x, a, y)

= La,I ·

a+
1

La,I
·

∣∣∣∣∣∣ inf
s∈S,

x∈Kx,y∈Ky

Is(x, a, y)

∣∣∣∣∣∣
− La,I · a+ inf

s∈S,
x∈Kx,y∈Ky

Is(x, a, y) ≥ 0.

(ii) Assumption 4.1 (ii) and (iv), and the assumption that Kx and Ky are compact ensure to-
gether with Remark 4.4 (i) that V (x) ∈ R for all x ∈ Kx. Indeed, for any x ∈ Kx and
(a, y) ∈ Γ(x), we have f(x, a, y) ≥ f(x, a, y) ≥ infx∈Kx,y∈Ky f(x, a, y) > −∞.
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(iii) Assumption 4.1 (iv) and (v) ensure that the function f is strictly increasing in a ∈ [a,∞)
uniformly in x ∈ Kx, y ∈ Ky. Analogously, Assumption 4.2 (iii) and (iv) ensure that the
function I is strictly increasing in a ∈ [a,∞) uniformly in x ∈ Kx, y ∈ Ky, s ∈ S.

(iv) Note that Assumption 4.3 roughly speaking means that the geometry of Ky ⊆ Rny is similar
to a box. Indeed, if Ky = ×ny

i=1[li, ui] for some −∞ < li < ui < ∞, i = 1, . . . , ny, then one

can choose 0 < r < mini(
ui−li

2 ) > 0, Cy,δ := ×
ny

i=1[li + δ, ui − δ] ⊆ Ky, and Lr :=
√
ny.

Our main result of this section establishes the existence of a single neural network such that for
any input x ∈ Kx defining the (CSIP) in (4.1) the neural network outputs a feasible solution which
is ε-optimal.

Theorem 4.5 (Single neural network provides corresponding feasible ε-optimizer for class of (CSIP)).
Let Assumptions 4.1, 4.2, and 4.3 hold true. Then, for all ε > 0 there exists a neural network
NN ∈ Nnx,1+ny such that

(i) NN (x) := (NNa(x),NNy(x)) ∈ Γ(x) for all x ∈ Kx,
(ii) f (x,NNa(x),NNy(x))− V (x) ≤ ε for all x ∈ Kx.

The proof of Theorem 4.5 is provided in the next section.

5. Proofs and Auxiliary Results

In this section, we present the proofs of the main results from Section 2 and 4.

5.1. Proofs of Section 2. The proof of Proposition 2.7 consists of verifying that the optimization
problem (2.4) is included in the general (CSIP) introduced in Section 4. Then, applying Proposi-
tion 2.7 together with the universal approximation property of neural networks allows to conclude
Theorem 2.5 and Theorem 2.6.

Proof of Proposition 2.7. We verify that the conditions imposed in Theorem 4.5 are satisfied under
Assumption 2.3 with x ← (K,π), a ← a, y ← h, V ← V in the notation of Theorem 4.5. To that
end, note that Assumption 4.1 holds with La,f = 1, and Lf = max{1, π}

√
1 + 2N . Moreover, note

that for all x ∈ Kx, (a, 0) ∈ ([a,∞) ∩ [0,∞))× [0, H]2N satisfies IS(x, a, 0) ≥ 0 for all S ∈ S. Hence,
Assumption 4.2 holds with La,I = 1 and LI = max{1, 2HLΨ, CΨ}

√
3N + 1. Furthermore, for any

0 < r < 1 and any 0 < δ < 1, Assumption 4.3 is satisfied with Cy,δ = [δ,H − δ]2N and Lr =
√
2N .

Therefore, the result follows by Theorem 4.5.
□

Proof of Theorem 2.5. Let (K,π) ∈ [0,K]N × [0, H]2N . Assume first there exists model-free arbi-
trage, i.e., we have V (K,π) < 0. Then, we choose ε ∈ R with 0 < ε < −V (K,π) and obtain
with Proposition 2.7 the existence of a neural network NN = (NNa,NNh) ∈ N3N,1+2N with
NN (K,π) ∈ Γ(K) and with f (π,NNa(K,π),NNh(K,π))− V (K,π) ≤ ε which implies

f (π,NNa(K,π),NNh(K,π)) ≤ ε+ V (K,π) < −V (K,π) + V (K,π) = 0.

Conversely, if conditions (i) and (ii) hold, then the output of the neural network constitutes a
model-free arbitrage opportunity. □

Proof of Theorem 2.6. Let ε > 0. By Proposition 2.7, there exists a neural networkNN ∈ N3N,1+2N

such that for every (K,π) ∈ [0,K]N × [0, π]2N

NN (K,π) := (NNa(K,π),NNh(K,π)) ∈ Γ(K)

and f (π,NNa(K,π),NNh(K,π))− V (K,π) ≤ ε− δ.

Moreover, for every (K,π) ∈ [0,K]N×[0, π]2N , if the market with respect to (K,π) admits model-free
static arbitrage of magnitude ε, then by definition V (K,π) ≤ −ε. This implies that NN (K,π) :=
(NNa(K,π),NNh(K,π)) provides a model-free static arbitrage strategy of magnitude δ.

If the market with respect to (K,π) admits no model-free static arbitrage, then V (K,π) = 0 and
hence

f (π,NNa(K,π),NNh(K,π)) ≤ V (K,π) + ε− δ = ε− δ.

□

It remains to prove Theorem 4.5, which is our main technical result. Its proof is provided in the
next subsection.
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5.2. Proofs of Section 4. The main idea of the proof of Theorem 4.5 is to show that the corre-
spondence of feasible ε-optimizers of the convex semi-infinite program (CSIP) defined in (4.1), as
a function of the input x ∈ Kx of the (CSIP), is non-empty, convex, closed, and lower hemicontin-
uous10, where the major difficulty lies in the establishment of the lower hemicontinuity. This then
allows us to apply Michael’s continuous selection theorem (Michael (1956)), which together with
the universal approximation property of neural networks leads to the existence of a single neural
network which for any input x ∈ Kx defining the (CSIP) in (4.1) outputs a feasible solution which
is ε-optimal. We highlight that no strict-convexity of the map (a, y) 7→ f(x, a, y) for any fixed x is
assumed in (4.1), hence one cannot expect uniqueness of optimizers for the (CSIP), which in turn
means that one cannot expect to have lower hemicontinuity of the correspondence of feasible true
optimizers of the (CSIP) in (4.1).

5.2.1. Auxiliary Results. Before reporting the proof of Theorem 4.5, we establish several auxiliary
results which are necessary for the proof of the main result from Theorem 4.5.

For all of the auxiliary results from Section 5.2.1 we assume the validity of Assumption 4.1,
Assumption 4.2 and Assumption 4.3. Moreover, from now on, we define the following quantity

(5.1) aUB := a+
1

La,I

∣∣∣∣∣∣ inf
s∈S,

x∈Kx,y∈Ky

Is(x, a, y)

∣∣∣∣∣∣ ∈ [a,∞).

Lemma 5.1.

(i) Let a ∈ [a,∞) such that a ≥ aUB. Then, we have that Is(x, a, y) ≥ 0 for all x ∈ Kx, y ∈ Ky,
s ∈ S.

(ii) Let a ∈ [a,∞) such that a ≥ aUB + 1
La,f

. Then, for all x ∈ Kx and for all y ∈ Ky we have

f(x, a, y)− V (x) ≥ 1.
Proof.

(i) Let a ∈ [a, a] such that a ≥ aUB. Further, let x ∈ Kx, y ∈ Ky, s ∈ S. Then, we have by the
monotonicity of Is on [a, a] (stated in Assumption 4.2 (iii)) that

(5.2) Is(x, a, y) ≥ Is(x, aUB, y) = Is(x, aUB, y)− Is(x, a, y) + Is(x, a, y).
By using the above inequality (5.2), Assumption 4.2 (iv), and the definition of aUB we then
have

Is(x, a, y) ≥ La,I ·
(
aUB − a

)
+ inf

s∈S,
x∈Kx,y∈Ky

Is(x, a, y)

= La,I · aUB − La,I · a+ inf
s∈S,

x∈Kx,y∈Ky

Is(x, a, y)

= La,I ·

a+
1

La,I

∣∣∣∣∣∣ inf
s∈S,

x∈Kx,y∈Ky

Is(x, a, y)

∣∣∣∣∣∣
− La,I · a+ inf

s∈S,
x∈Kx,y∈Ky

Is(x, a, y)

=

∣∣∣∣∣∣ inf
s∈S,

x∈Kx,y∈Ky

Is(x, a, y)

∣∣∣∣∣∣+ inf
s∈S,

x∈Kx,y∈Ky

Is(x, a, y) ≥ 0.

(ii) First note that, by the assertion from (i), we have (aUB, y) ∈ Γ(x) for all y ∈ Ky and hence

(5.3) f(x, aUB, y) ≥ V (x) for all x ∈ Kx, y ∈ Ky.

Then, as by assumption a ≥ aUB + 1
La,f

, we have for all x ∈ Kx and for all y ∈ Ky by

Assumption 4.1 (iv), by Assumption 4.1 (v), and by (5.3), that

f(x, a, y)− V (x) = f(x, a, y)− f(x, aUB, y) + f(x, aUB, y)− V (x)

≥ La,f · (a− aUB) + f(x, aUB, y)− V (x)

≥ La,f · (a− aUB) ≥ 1.

10We refer to, e.g., (Aliprantis and Border, 2006, Chapter 17) as reference for the standard notions of lower/upper
(hemi)continuity of correspondences.
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□

From now on, let

(5.4) a := aUB +
1

La,f
+ 2,

where aUB is defined in (5.1). Moreover, we define the correspondence
(5.5)
Xx ∋ x ↠ Γa(x) := {(a, y) ∈ Γ(x) | a ≤ a} = {(a, y) ∈ [a, a]×Ky | Is(x, a, y) ≥ 0 for all s ∈ S} .

Lemma 5.2. Let a be defined in (5.4). Moreover, let Kx ∋ x 7→ Γa(x) be defined in (5.5). Then,
for all x ∈ Kx, Γa(x) is nonempty, and for all x ∈ Kx

Va(x) := inf
(a,y)∈Γa(x)

f(x, a, y) = inf
(a,y)∈Γ(x)

f(x, a, y) = V (x).

Proof. By Remark 4.4 (i) we see that Γa(x) ̸= ∅ for all x ∈ Kx. Moreover, as Γa(x) ⊆ Γ(x),
we have Va(x) ≥ V (x) for every x ∈ Kx. To see that Va(x) ≤ V (x) for every x ∈ Kx, fix any
x ∈ Kx and let (a, y) ∈ Γ(x). By Remark 4.4 (i), we have (aUB, y) ∈ Γa(x). Hence, f(x, a, y) ≥
f(x,min{a, aUB}, y) ≥ inf(ã,ỹ)∈Γa(x) f(x, ã, ỹ). Since (a, y) ∈ Γ(x) was arbitrary we obtain the
desired result. □

Lemma 5.3. The map Kx ∋ x ↠ Γa(x) defined in (5.5) is a non-empty, compact-valued, convex-
valued, and continuous correspondence.

Proof. The non-emptiness follows from Remark 4.4.
Let x ∈ Kx. Consider a sequence (a(n), y(n))n∈N ⊆ Γa(x). Then, by the compactness of [a, a]×Ky,

there exists a subsequence (a(nk), y(nk))k∈N ⊆ Γa(x) such that (a(nk), y(nk)) → (a, y) as k → ∞ for
some (a, y) ∈ [a, a] × Ky. The continuity of [a, a] × Ky ∋ (a, y) 7→ Is(x, a, y), which is ensured by

Assumption 4.2 (i), then implies that 0 ≤ limk→∞ Is(x, a(nk), y(nk)) = Is(x, a, y). Hence, Γa(x) is
compact.

Let x ∈ Kx, and let (a, y), (a′, y′) ∈ Γa(x). Then, it follows for all t ∈ [0, 1] by Assumption 4.2 (ii)
that

Is
(
x, t · a+ (1− t)a′, ty + (1− t) · y′

)
≥ t · Is(x, a, y) + (1− t) · Is(x, a′, y′) ≥ 0 for all s ∈ S.

Hence, the convexity of (5.5) follows.
It remains to show the continuity, i.e., that the map from (5.5) is lower hemicontinuous and upper

hemicontinuous.
Let (x(n))n∈N ⊆ Kx with limn→∞ x(n) = x ∈ Kx and let (a, y) ∈ Γa(x) ⊆ [a, a]×Ky. To show the

lower-hemicontinuity, according to the characterization provided, e.g., in (Aliprantis and Border,

2006, Theorem 17.21), we need to prove the existence of a subsequence (x(nk))k∈N and elements

(a(k), y(k)) ∈ Γ(x(nk)) for each k ∈ N with limk→∞(a(k), y(k)) = (a, y).

First assume that a ≤ aUB. Since limn→∞ x(n) = x, there exists, by definition of a, some n0 ∈ N
such that for all n ≥ n0 we have

(5.6) a(n) := a+
LI
La,I

·
∥∥∥x(n) − x

∥∥∥ ≤ a.

Since by Assumption 4.2 (iii) the map [a, a] ∋ a 7→ Is(x, a, y) is monotone for all x ∈ Kx, y ∈ Ky, s ∈
S, with Assumption 4.2 (iv), and with the Lipschitz-property of Is from Assumption 4.2 (i), we
have for all s ∈ S and for all n ∈ N that

Is
(
x(n), a(n), y

)
= Is

(
x(n), a, y

)
− Is

(
x(n), a, y

)
+ Is

(
x(n), a+

LI
La,I

·
∥∥∥x(n) − x

∥∥∥ , y

)
≥ Is

(
x(n), a, y

)
+ La,I ·

LI
La,I

·
∥∥∥x(n) − x

∥∥∥
≥ Is

(
x(n), a, y

)
− Is

(
x(n), a, y

)
+ Is (x, a, y) ≥ 0,

where the last inequality follows since (a, y) ∈ Γa(x). Thus, we have (a(n), y) ∈ Γa(x
(n)) for all

n ≥ n0 as well as by (5.6) that limn→∞(a(n), y) = (a, y). Hence lower-hemicontinuity follows for the
case a ≤ aUB.
Now we consider the case that a > aUB. Note that in this case Is(x, a, y) > 0 for all s ∈ S due to
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the strict monotonocity of Is and by Remark 4.4 (i). Hence, by the continuity of Is, there exists

some n0 ∈ N such that for all n ≥ n0 we have Is(x(n), a, y) > 0 implying that (a, y) ∈ Γa(x
(n))

for all n ≥ n0. Thus, we conclude with (Aliprantis and Border, 2006, Theorem 17.21) the lower
hemicontinuity of the map from (5.5) also for the case a > aUB.

It remains to show the upper hemicontinuity. To this end, let (x(n), a(n), y(n)) ∈ GrΓa with

limn→ x(n) = x. We apply the characterization of upper hemicontinuity provided, e.g., in (Aliprantis
and Border, 2006, Theorem 17.20), and therefore we need to show the existence of a subsequence

(a(nk), y(nk))k∈N with limk→∞(a(nk), y(nk)) = (a, y) ∈ Γa(x).

As (a(n), y(n))n∈N ⊆ [a, a]×Ky is a sequence defined on a compact space, there exists a subsequence

(a(nk), y(nk))k∈N with limk→∞(a(nk), y(nk)) = (a, y) ∈ [a, a]×Ky. Since Is(x(nk), a(nk), y(nk)) ≥ 0 for

all k ∈ N as
(
x(nk), a(nk), y(nk)

)
∈ GrΓa, we obtain by the continuity of Is that Is(x, a, y) ≥ 0. This

means (a, y) ∈ Γa(x). □

Lemma 5.4. For all ε ∈ (0, 1) the correspondence

(5.7) Kx ∋ x ↠Mε(x) := {(a, y) ∈ Γa(x) | f(x, a, y)− Va(x) < ε}

is non-empty, convex-valued, and lower hemicontinuous.

Proof. Let ε ∈ (0, 1). The non-emptiness of Mε(x) for each x ∈ Kx follows by definition and by
Remark 4.4. To show the convexity ofMε(x) for each x ∈ Kx, fix any x ∈ Kx and let (y, a), (ỹ, ã) ∈
Mε(x) and t ∈ [0, 1]. Then by Lemma 5.3 implying that Γa(x) is convex, we have t · (a, y) + (1 −
t) · (ỹ, ã) ∈ Γa(x). Moreover, by Assumption 4.1 (iii) ensuring that [a, a]×Ky ∋ (a, y) 7→ f(x, a, y)
is convex, we have

f (x, t · a+ (1− t) · ã, t · y + (1− t) · ỹ)− Va(x)

≤ t · (f (x, a, y)− Va(x)) + (1− t) · (f (x, ã, ỹ)− Va(x)) ≤ t · ε+ (1− t) · ε = ε,

from which we conclude the convexity of Mε(x). To show the lower hemicontinuity of (5.7) let

(x(n))n∈N ⊆ Kx with limn→∞ x(n) = x ∈ Kx, and let (a, y) ∈Mε(x). We apply the characterization
of lower hemicontinuity from (Aliprantis and Border, 2006, Theorem 17.20) and therefore aim at

showing that there exists a subsequence (x(nk))k∈N and elements (a(k), y(k)) ∈ Mε(x
(nk)) for each

k ∈ N such that limk→∞(a(k), y(k)) = (a, y).
By Lemma 5.3 the correspondence Kx ∋ x ↠ Γa(x) is non-empty, compact-valued, continuous,

and by Assumption 4.1 (ii), the map Kx × [a, a]×Ky ∋ (x, a, y) 7→ f(x, a, y) is continuous. Hence,
Berge’s maximum theorem (see Berge (1959) or (Aliprantis and Border, 2006, Theorem 17.31)) is
applicable.

We then obtain by Berge’s maximum theorem that the map

Kx ∋ x 7→ Va(x) := inf
(a,y)∈Γa(x)

f(x, a, y)

is continuous. Therefore, as (a, y) ∈ Mε(x), and since both f and Va are continuous, there exists
some γ ∈ (0, 1) such that for all (x,′ a′, y′) with (x,′ a′, y′) ∈ Bγ(x, a, y) ⊆ Kx × [a, a]×Ky, it holds

(5.8) f(x′, a′, y′)− Va(x
′) < ε.

Moreover, as limn→∞ x(n) = x, there exist some n0 ∈ N such that for all n ≥ n0 we have

(5.9)

√∥∥x(n) − x
∥∥2 + (

LI
La,I

∥∥x(n) − x
∥∥)2

≤ γ.

Moreover, since (a, y) ∈ Mε(x) and ε ∈ (0, 1), we have by Lemma 5.1 (ii) that a < aUB + 1
La,f

.

Hence, by (5.9) and by definition of a we have for all n ≥ n0 also that

(5.10) a+
LI
La,I

∥∥∥x(n) − x
∥∥∥ ≤ a+ γ ≤ a.
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Note also that for n ≥ n0 we have by Assumption 4.2 (iv) and Assumption 4.2 (i) for all s ∈ S the
following inequality
(5.11)

Is
(
x(n), a+

LI
La,I

∥∥∥x(n) − x
∥∥∥ , y

)
= Is

(
x(n), a+

LI
La,I

∥∥∥x(n) − x
∥∥∥ , y

)
− Is

(
x(n), a, y

)
+ Is

(
x(n), a, y

)
≥ La,I

LI
La,I

∥∥∥x(n) − x
∥∥∥+ Is

(
x(n), a, y

)
= LI

∥∥∥x(n) − x
∥∥∥+ Is

(
x(n), a, y

)
− Is (x, a, y) + Is (x, a, y)

≥ LI

∥∥∥x(n) − x
∥∥∥− LI

∥∥∥x(n) − x
∥∥∥+ Is (x, a, y) ≥ 0,

since (a, y) ∈ Γa(x). Hence, (5.10) and (5.11) together show that

(5.12)

(
a+

LI
La,I

∥∥∥x(n) − x
∥∥∥ , y

)
∈ Γa(x

(n)) for all n ≥ n0.

By (5.9) we have
(
x(n), a+ LI

La,I

∥∥x(n) − x
∥∥ , y

)
∈ Bγ(x, a, y) for all n ≥ n0. Thus, it follows with

(5.8) and (5.12) that (
a+

LI
La,I

∥∥∥x(n) − x
∥∥∥ , y

)
∈Mε

(
x(n)

)
for all n ≥ n0,

proving the lower hemicontinuity of (5.7), by applying the characterization of lower hemicon-

tinuity from (Aliprantis and Border, 2006, Theorem 17.20) to the subsequences (x(n)) n∈N,
n≥n0

and(
a+ LI

La,I

∥∥x(n) − x
∥∥ , y

)
n∈N,
n≥n0

. □

Corollary 5.5. For all ε ∈ (0, 1) the correspondence

(5.13) Kx ∋ x ↠Mε(x) := cl (Mε(x))

is nonempty, convex, closed, lower hemicontinuous, and satisfies

(5.14) Mε(x) ⊆ {(a, y) ∈ Γa(x) | f(x, a, y)− Va(x) ≤ ε} .
Proof. The non-emptiness and convexity of the map defined in (5.13) both follow from Lemma 5.4.
That the map is closed is a consequence of the definition of a closure of a set. The lower-
hemicontinuity also follows from Lemma 5.4 and from (Aliprantis and Border, 2006, Theorem
17.22 (1), p. 566) which ensures that the closure of a lower hemicontinuous map is again lower
hemicontinuous. The relation (5.14) follows as the map Kx × [a, a] × Ky ∋ (x, a, y) 7→ f(x, a, y) is
continuous by Assumption 4.1 (ii). □

Corollary 5.6. For all ε ∈ (0, 1) there exists a continuous map Kx ∋ x 7→ (a∗,ε(x), y∗,ε(x)) ∈ Γa(x)
satisfying both

(i) a∗,ε(x) ≤ aUB + 1
La,f

for all x ∈ Kx,

(ii) f (x, a∗,ε(x), y∗,ε)− Va(x) ≤ ε.

Proof. Corollary 5.5 ensures that the requirements for an application of the Michael selection the-
orem (see Michael (1956) or (Aliprantis and Border, 2006, Theorem 17.66)) are fulfilled. By the
Michael selection theorem we then obtain a continuous selector Kx ∋ x 7→ (a∗,ε(x), y∗,ε(x)) ∈
cl (Mε(x)) ⊆ Γa(x) implying, by definition ofMε(x), that (ii) is fulfilled.

Assume now that (i) does not hold, i.e., that we have a∗,ε(x) > aUB + 1
La,f

. This, however, by

Lemma 5.1 (ii), contradicts (ii), which concludes the proof. □

Now, for any 0 < δ < r recall the definition of the set Cy,δ ⊆ Ky from Assumption 4.3.

Lemma 5.7. For all δ ∈ (0, r), the map

Kx ∋ x 7→
(
aδ

∗,ε(x), yδ
∗,ε(x)

)
:= argmin

(a,y)∈[a+δ,a−δ]×Cy,δ

∥(a, y)− (a∗,ε(x), y∗,ε(x))∥2

is continuous.
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Proof. Note that (x, a, y) 7→ ∥(a, y)− (a∗,ε(x), y∗,ε(x))∥2 is continuous by Corollary 5.6. Moreover,
the single-valued map is well-defined as the projection of the point

(
a∗,ε(x), y∗,ε(x)

)
onto the

compact, convex set [a + δ, a − δ] × Cy,δ. The continuity follows now by, e.g., Berge’s maximum
theorem ((Aliprantis and Border, 2006, Theorem 17.31)) and (Aliprantis and Border, 2006, Lemma
17.6). □

5.2.2. Proof of Theorem 4.5. In Section 5.2.1 we have established all auxiliary results that allow us
now to report the proof of Theorem 4.5.

Proof of Theorem 4.5. Without loss of generality let ε ∈ (0, 1), else we substitute ε by ε := ε
1+ε .

By Corollary 5.6, for all x ∈ Kx there exists, by abuse of notation with ε← ε/2 in the notation of
Corollary 5.6, some continuous map Kx ∋ x 7→ (a∗,ε(x), y∗,ε(x)) ∈ Γa(x) satisfying for all x ∈ Kx

that

(5.15) a∗,ε(x) ≤ aUB +
1

La,f

and such that

(5.16) f (x, a∗,ε(x), y∗,ε)− Va(x) ≤ ε/2.

We recall r ∈ (0, 1) from Assumption 4.3 and define

(5.17) δ0 :=
εmin{La,I , 1}

8max {LI ,La,f}
√
1 + L2

rLf

· r ∈ (0, r).

Note that by definition of the projection from Lemma 5.7 with respect to [a − δ0, a + δ0] × Cy,δ0 ,
and by Assumption 4.3 we have

(5.18)
∥∥∥(x, a∗,ε(x), y∗,ε(x))−

(
x, a∗,εδ0

(x), y∗,εδ0
(x)

)∥∥∥ ≤√
δ20 + L2

rδ
2
0 = δ0

√
1 + L2

r for all x ∈ Kx.

Hence, for all x ∈ Kx, by using the Lipschitz-continuity of f from Assumption 4.1 (i), by (5.18),
and by the definition of δ0 in (5.17), we have
(5.19)∣∣∣f (x, a∗,ε(x), y∗,ε(x))− f

(
x, a∗,εδ0

(x), y∗,εδ0
(x)

)∣∣∣ ≤ Lf

∥∥∥(x, a∗,ε(x), y∗,ε(x))−
(
x, a∗,εδ0

(x), y∗,εδ0
(x)

)∥∥∥
≤ Lf · δ0

√
1 + L2

r

= r ·
Lf

Lf

√
1 + L2

r√
1 + L2

r

·
εmin{La,I , 1}

8max {LI ,La,f}
≤ ε

8
.

By Corollary 5.5, we have (x, a∗,ε(x), y∗,ε(x)) ∈ Γa(x), and in particular, Is(x, a∗,ε(x), y∗,ε(x)) ≥ 0
for all s ∈ S and all x ∈ Kx. This implies by the Lipschitz-continuity of Is (Assumption 4.2 (i)),
by using (5.18), and the definition of δ0, that
(5.20)
Is(x, a∗,εδ0

(x), y∗,εδ0
(x)) = Is(x, a∗,εδ0

(x), y∗,εδ0
(x))− Is(x, a∗,ε(x), y∗,ε(x)) + Is(x, a∗,ε(x), y∗,ε(x))

≥ −LI

∥∥∥(x, a∗,ε(x), y∗,ε(x))−
(
x, a∗,εδ0

(x), y∗,εδ0
(x)

)∥∥∥
≥ −LIδ0

√
1 + L2

r

= −r ·
√

1 + L2
r√

1 + L2
r

·
min{La,I , 1}

Lf
· LI
max {LI ,La,f}

· ε
8
≥ −
La,I
Lf

ε

8
.

By the universal approximation theorem (Proposition 2.2) and Lemma 5.7 there exists a neural

network ÑN :=
(
ÑN a, ÑN y

)
∈ Nnx,1+ny such that

(5.21) sup
x∈Kx

∥∥∥(a∗,εδ0
(x), y∗,εδ0

(x)
)
−
(
ÑN a(x), ÑN y(x)

)∥∥∥ < δ0.
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Moreover, we have by (5.20) and (5.21) for all x ∈ Kx, s ∈ S that
(5.22)

Is(x, ÑN a(x), ÑN y(x)) = Is(x, ÑN a(x), ÑN y(x))− Is(x, a∗,εδ0
(x), y∗,εδ0

(x)) + Is(x, a∗,εδ0
(x), y∗,εδ0

(x))

≥ −LIδ0 + Is(x, a∗,εδ0
(x), y∗,εδ0

(x))

≥ −LI
εmin{La,I , 1}

8max {LI ,La,f}
√

1 + L2
rLf

· r −
La,I
Lf

ε

8

≥ −
La,I
Lf

ε

8
−
La,I
Lf

ε

8
= −
La,I
Lf

ε

4
.

In addition, we have by (5.21) and Assumption 4.3 that
(
ÑN a(x), ÑN y(x)

)
∈ [a, a] × Ky for all

x ∈ Kx. Furthermore, for all x ∈ Kx

(5.23)∣∣∣f (
x, ÑN a(x), ÑN y(x)

)
− f

(
x, a∗,εδ0

(x), y∗,εδ0
(x)

)∣∣∣ ≤ Lfδ0 = r ·
Lf

Lf

εmin{La,I , 1}
8max {LI ,La,f}

√
1 + L2

r

≤ ε

8
.

Next, define a neural network NN := (NN a,NN y) ∈ Nnx,1+ny by

(5.24) (NN a(x),NN y(x)) :=

(
ÑN a(x) +

1

Lf

ε

4
, ÑN y(x)

)
, x ∈ Rnx .

Then, for all x ∈ Kx, by using (5.21), (5.18), (5.17), Corollary 5.6, and the definition of a in (5.4),
we obtain

NNa(x) = ÑN a(x) +
1

Lf

ε

4
≤ a∗,εδ0

(x) + δ0 +
1

Lf

ε

4
≤ a∗,ε(x) + δ0

√
1 + L2

r + δ0 +
1

Lf

ε

4
(5.25)

≤ aUB +
1

La,f
+ δ0

√
1 + L2

r + δ0 +
1

Lf

ε

4
(5.26)

= aUB +
1

La,f
+

εmin{La,I , 1}
8max {LI ,La,f}

√
1 + L2

rLf

· r
√

1 + L2
r + δ0 +

1

Lf

ε

4
(5.27)

≤ aUB +
1

La,f
+

ε

8
+ δ0 +

ε

4
≤ aUB +

1

La,f
+ 2 ≤ a.(5.28)

Hence, we conclude by (5.24) and (5.25) that

(5.29) (NN a(x),NN y(x)) ∈ [a, a]×Ky for all x ∈ Kx.

Moreover, by (5.24) and (5.22) we have for all x ∈ Kx and s ∈ S that

(5.30)

Is(x,NN a(x),NN y(x)) = Is(x,NN a(x), ÑN y(x))− Is(x, ÑN a(x), ÑN y(x))

+ Is(x, ÑN a(x), ÑN y(x))

≥
La,I
Lf

ε

4
+ Is(x, ÑN a(x), ÑN y(x))

≥
La,I
Lf

ε

4
−
La,I
Lf

ε

4
= 0.

Hence, we see that

(5.31) (NN a(x),NN y(x)) ∈ Γa(x) ⊆ Γ(x) for all x ∈ Kx.

Furthermore, by (5.24), we have for all x ∈ Kx that

(5.32)
∣∣∣f (

x, ÑN a(x), ÑN y(x)
)
− f (x,NNa(x),NNy(x))

∣∣∣ ≤ Lf
1

Lf

ε

4
=

ε

4
.



18 A. NEUFELD, J. SESTER

Therefore, we conclude by Lemma 5.2, (5.16), (5.19), (5.23), and (5.32) that for all x ∈ Kx

f (x,NNa(x),NNy(x))− V (x) =f (x,NNa(x),NNy(x))− Va(x)

=
(
f (x,NNa(x),NNy(x))− f

(
x, ÑN a(x), ÑN y(x)

))
+
(
f
(
x, ÑN a(x), ÑN y(x)

)
− f

(
x, a∗,εδ0

(x), y∗,εδ0
(x)

))
+
(
f
(
x, a∗,εδ0

(x), y∗,εδ0
(x)

)
− f (x, a∗,ε(x), y∗,ε(x))

)
+ (f (x, a∗,ε(x), y∗,ε(x))− Va(x))

≤ε

4
+

ε

8
+

ε

8
+

ε

2
= ε.

□
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