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Abstract. In this article we present a general framework for non-concave distributionally robust
stochastic control problems in a discrete time finite horizon setting. Our framework allows to consider
a variety of different path-dependent ambiguity sets of probability measures comprising, as a natural
example, the ambiguity set defined via Wasserstein-balls around path-dependent reference measures,
as well as parametric classes of probability distributions. We establish a dynamic programming
principle which allows to derive both optimal control and worst-case measure by solving recursively
a sequence of one-step optimization problems.

As a concrete application, we study the robust hedging problem of a financial derivative under
an asymmetric (and non-convex) loss function accounting for different preferences of sell- and buy
side when it comes to the hedging of financial derivatives. As our entirely data-driven ambiguity
set of probability measures, we consider Wasserstein-balls around the empirical measure derived
from real financial data. We demonstrate that during adverse scenarios such as a financial crisis,
our robust approach outperforms typical model-based hedging strategies such as the classical Delta-
hedging strategy as well as the hedging strategy obtained in the non-robust setting with respect
to the empirical measure and therefore overcomes the problem of model misspecification in such
critical periods.

Keywords: Distributionally robust stochastic control, model uncertainty, dynamic programming,
hedging, data-driven optimization

1. Introduction

Consider an agent executing a sequence of actions based on the observation she makes in her
random environment with the goal to maximize her expected payoff at a predetermined future
maturity date. The agent may take decisions based on the current and past observations of the
environment, as well as based on her past executions. Sequential decision making problems of this
type are usually referred to as (non-Markovian) stochastic control problems and have found a wide
range of applications including many in physics (e.g., [28], [31], [46], [77]), economics (e.g., [19], [26],
[39], [42], [63]), and finance (e.g., [7], [9], [57], [64], [65], [79]), to name but a few.

However, modeling the underlying probability distribution of the environment in stochastic con-
trol problems is, in practice, extraordinarily difficult, as the model choice is subject to a high degree
of possible model misspecification, typically referred to as Knightian uncertainty ([41]) or simply
as model risk. To account for model risk, one approach known as distributionally robust stochastic
control or distributionally robust optimization is to consider an ambiguity set of probability mea-
sures, instead of of singleton, which represents the candidates for the true but to the agent unknown
probability measure ([12], [14], [23], [29], [33], [44], [47], [62]). The agent then chooses a sequence of
actions in order to robustly optimize her expected payoff at maturity with respect to the worst-case
probability measure among those in the ambiguity set.

A natural approach to define an ambiguity set of probability measures is to first consider one
reference probability measure that can be regarded as the best guess or estimate of the stochastic
behavior of the environment. Based on this reference probability measure one then considers all
probability measures that are in a certain sense close to the reference probability measure, where
proximity is typically measured via the distance of parameters in parametric approaches ([25], [35],
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[72]) or via some distance between probability measures in non-parametric approaches ([5], [32],
[56], [73], [75]). In such a setting, the agent is more protected against model misspecification and
typically performs well even if her first guess for the true law of the environment, modeled by the
reference measure, is not correct, but in some sense close enough.

In this article we analyze a general setting for distributionally robust stochastic control problems
in a discrete time finite horizon setting.

In our main result presented in Theorem 3.1 we prove the existence of both an optimal control and
a worst-case measure. More precisely, we establish in Theorem 3.1 a dynamic programming principle
which allows us to obtain both optimal control and worst-case measure by solving recursively a
sequence of one step optimization problems.

Our framework to model distributional uncertainty is formulated in great generality and is not
restricted to a specific type of model ambiguity but rather pursues a principled approach by imposing
general conditions on ambiguity sets of probability measures, cf. Assumption 2.1. From a technical
point of view, we introduce a new stability condition on the ambiguity sets of probability measures
(see Assumption 2.1 (iii)) which then, together with an application of Berge’s maximum principle
[8], allows to derive the main result described above.

We demonstrate in Section 4 that Assumption 2.1 is naturally fulfilled by important classes of
ambiguity sets such as Wasserstein-balls around reference probability measures and by parametric
classes of probability distributions. Therefore, we present a unified framework for both parametric
and non-parametric (in particular data-driven) approaches to describe distributional uncertainty.

Moreover, in contrast to most literature on (distributionally robust) stochastic optimal control
(see, e.g., [3], [4], [6], [10], [11], [13], [16], [24], [27], [34], [37], [43], [45], [50], [52], [53], [55], [59], [60],
[76]) our objective function is not required to be concave (nor convex) and hence opens the door to
analyze the distributionally robust optimization of important classes of problems that are usually
difficult to solve due to the obstacle of non-concavity ([2], [17], [21], [22], [48], [49], [51], [58], [66]).

As a concrete application, we study in Section 5 the robust hedging of a financial derivative
under an asymmetric (and non-convex) loss function accounting for different preferences of sell-
and buy side when it comes to the hedging of financial derivatives ([15], [18], and [30]). As our
entirely data-driven ambiguity set of probability measures, we consider Wasserstein-balls around the
empirical measure derived from real financial data. We demonstrate that during adverse scenarios
such as a financial crisis, our robust approach outperforms typical model-based hedging strategies
such as the classical Delta-hedging strategy as well as the hedging strategy obtained in the non-
robust setting with respect to the empirical measure and therefore overcomes the problem of model
misspecification in such critical periods. To provide evidence, we test on data from the peak of the
financial disruptions during the COVID-19 crisis in March 2020 which constitutes a recent example
for a major adverse distribution change in financial markets.

The remainder of this paper is as follows. In Section 2 we introduce the setting of our distribution-
ally robust stochastic control problem. Section 3 contains our main result: a dynamic programming
principle guaranteeing the existence of an optimizer as well as a worst-case probability measure for
our distributionally robust stochastic control problem. In Section 4 we present several possible am-
biguity sets of probability measures satisfying our assumptions. Section 5 contains a description of
our deep learning based numerical routine which we apply to analyze a data-driven hedging problem
under asymmetric preferences. The proofs are provided in Section 6.

2. Setting

To formulate our optimization problem, we consider a fixed and finite time horizon T ∈ N as well
as a closed set Ωloc ⊆ Rd for d ∈ N. Then, we introduce the set

Ωt := Ωloc × · · · × Ωloc︸ ︷︷ ︸
t− times

, t = 1 . . . , T,

and we define a filtration (Ft)t=0,...,T by setting Ft := B(Ωt) for t = 1, . . . , T as well as F0 := {∅,Ω},
where we abbreviate

(Ω,F) := (ΩT ,FT ).
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For every k ∈ N, X ⊆ Rk, and p ∈ N0, we define the set of continuous functions g : X → R which
additionally possess polynomial growth at most of degree p via

Cp(X,R) :=
{
g ∈ C(X,R)

∣∣∣∣ sup
x∈X

|g(x)|
1 + ∥x∥p

< ∞
}
,

where C(X,R) denotes the set of continuous functions mapping from X to R, and where here and
in the following ∥ · ∥ always denotes the Euclidean norm on the respective Euclidean space. We
define on Cp(Ωloc,R) the norm

∥g∥Cp := sup
x∈Ωloc

|g(x)|
1 + ∥x∥p

.

Moreover, for each t = 1, . . . , T and p ∈ N0, we denote by Mp
1(Ω

t) the set of all probability mea-
sures on (Ωt,B(Ωt)) with finite p-th moment1. We define an ambiguity set of probability measures
by fixing for t = 0 a set of probability measures P0 ⊆ Mp

1(Ωloc), whereas for all t = 1, . . . , T − 1 we
consider a correspondence

Ωt → (Mp
1(Ωloc), τp)

ωt ↠ Pt(ω
t),

where τp for some fixed p ∈ N0 refers to the topology induced by convergence of measures in
Mp

1(Ωloc) with respect to ∥ · ∥Cp , i.e., we have

(2.1) µn
τp−→ µ for n → ∞ ⇔ lim

n→∞

∫
gdµn =

∫
gdµ for all g ∈ Cp(Ωloc,R).

In particular, for p = 0, the topology τ0 coincides with the topology of weak convergence, whereas
for p ≥ 1, τp coincides with the topology induced by the p-Wasserstein metric dWp(·, ·). Recall that
for q ∈ N we have for two probability measures µ1, µ2 ∈ Mq

1(Ωloc) with finite q-moment that their
Wasserstein-distance of order q is defined as

dWq (µ1, µ2) := inf
π∈Π(µ1,µ2)

(∫
Ωloc×Ωloc

∥x− y∥qπ(dx, dy)
)1/q

,

where Π(µ1, µ2) ⊂ Mq
1(Ωloc×Ωloc) denotes the set of all joint distributions of µ1 and µ2, i.e., the set

of all probability measures on Ωloc × Ωloc with first marginal µ1 and second marginal µ2, compare
for more details, e.g., [70].

Then, we impose the following assumption on the correspondences (Pt)t=0,...,T−1.

Assumption 2.1. Fix p ∈ N0. Then, for every t ∈ {1, . . . , T − 1} we assume the following.

(i) The correspondence Ωt ∋ ωt ↠ Pt(ω
t) ⊆ (Mp

1(Ωloc), τp) is compact-valued, continuous2, and
non-empty. Moreover, if p = 0, we additionally assume that Pt(ω

t) ⊆ M1
1(Ωloc) for all

ωt ∈ Ωt.
(ii) There exists some CP,t ≥ 1 such that for all ωt := (ωt

1, . . . , ω
t
t) ∈ Ωt and for all P ∈ Pt

(
ωt
)

we have

(2.2)

∫
Ωloc

∥x∥pP(dx) ≤ CP,t

(
1 +

t∑
i=1

∥ωt
i∥p
)
.

(iii) There exists some LP,t > 0 such that for all ωt := (ωt
1, . . . , ω

t
t) ∈ Ωt, ω̃t := (ω̃t

1, . . . , ω̃
t
t) ∈ Ωt

and for all P ∈ Pt

(
ωt
)
there exists some P̃ ∈ Pt

(
ω̃t
)
satisfying

(2.3) dW1(P, P̃) ≤ LP,t

(
t∑

i=1

∥ωt
i − ω̃t

i∥

)
.

(iv) The set P0 ⊆ (Mp
1(Ωloc), τp) is non-empty, compact, and there exists CP,0 ≥ 1 such that

(2.4)

∫
Ωloc

∥x∥pP(dx) ≤ CP,0

for all P ∈ P0.

1We write M1(Ωt) for M0
1(Ωt), i.e., for the set of all probability measures on (Ωt,B(Ωt)) with no moment

restrictions.
2Continuous here refers to both lower-hemicontinuous and upper-hemicontinuous, see, e.g., [1].
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We can now define a probability measure P := P0 ⊗ · · · ⊗ PT−1 ∈ M1(Ω) by
(2.5)

P(B) = P0 ⊗ · · · ⊗ PT−1(B) :=

∫
Ωloc

· · ·
∫
Ωloc

1lB(ω1, . . . , ωT )PT−1(ω1, . . . , ωT−1; dωT ) . . .P0(dω1),

for B ∈ F . This allows us to define the ambiguity set P ⊆ M1(Ω) of admissible probability
measures on Ω by

P :=

{
P0 ⊗ · · · ⊗ PT−1

∣∣∣∣ Pt(·) ∈ Pt(·), t = 0, . . . , T − 1,

Pt : Ω
t → M1(Ωloc) Borel - measurable

}
.

Remark 2.2. Kuratovskis Theorem (see, e.g., [1, Theorem 18.13]) provides for each t ∈ {1, . . . , T−
1} the existence of a measurable kernel Pt : Ω

t → Mp
1(Ωloc) such that Pt(ω

t) ∈ Pt(ω
t) for all ωt ∈ Ωt.

Next, we consider at each time t = 0, . . . , T − 1 a compact set At ⊂ Rmt for some mt ∈ N, and
define the set of (At)t=0,...,T−1-valued controls by

A :=

{
a = (at)t=0,...,T−1

∣∣∣∣ at : Ω → At, at is Ft-measurable for all t = 0, . . . , T − 1

}
.

To define our optimization problem, we consider3 a function Ψ : Ω × AT → R which fulfils the
assumptions below.

Assumption 2.3. Let p ∈ N0 be the integer from Assumption 2.1. Then, we assume the map

Ω×AT → R
(ω, a) 7→ Ψ(ω, a)

satisfies the following:

(i) There exists some LΨ > 0 such that for all ω = (ω1, . . . , ωT ), ω̃ = (ω̃1, . . . , ω̃T ) ∈ Ω and for
all a = (a0, . . . , aT−1), ã = (ã0, . . . , ãT−1) ∈ AT we have

(2.6) |Ψ(ω, a)−Ψ(ω̃, ã)| ≤ LΨ ·

(
T∑
i=1

∥ωi − ω̃i∥+ ∥ai−1 − ãi−1∥

)
.

(ii) There exists some CΨ ≥ 1 such that for all a ∈ AT and for all ω = (ω1, . . . , ωT ) ∈ Ω we
have

|Ψ(ω, a)| ≤ CΨ ·

(
1 +

T∑
i=1

∥ωi∥p
)
.

This allows to analyze the following distributionally robust stochastic optimal control problem
which consists in solving the max-min problem

(2.7) sup
a∈A

inf
P∈P

EP [Ψ(a0, . . . , aT−1)] ,

i.e., our goal is to choose a control that maximizes the expected valued of Ψ under the worst case
probability measure.

3. Dynamic Programming Principle and Main Result

Let t ∈ {1, . . . , T − 1}, let ωt ∈ Ωt, ωloc ∈ Ωloc and write ωt ⊗t ωloc := (ωt, ωloc) ∈ Ωt+1. Then,
we set

ΨT :≡ Ψ,

which allows for all t = T − 1, . . . , 1 to define recursively the following quantities:

(3.1)

Ωt ×At+1 ∋
(
ωt, at+1

)
7→ Jt(ω

t, at+1) : = inf
P∈Pt(ωt)

EP
[
Ψt+1

(
ωt ⊗t ·, at+1

)]
= inf

P∈Pt(ωt)

∫
Ωloc

Ψt+1

(
(ωt, ωloc), a

t+1
)
P(dωloc),

3We define for each t = 1, . . . , T the set At by At := A0 × · · · ×At−1︸ ︷︷ ︸
t− times

.
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as well as

(3.2) Ωt ×At ∋
(
ωt, at

)
7→Ψt(ω

t, at) := sup
ã∈At

Jt
(
ωt, (at, ã)

)
.

Moreover, for t = 0 we define

(3.3)

A0 ∋ a 7→ J0(a) := inf
P∈P0

EP [Ψ1 (·, a)] ,

Ψ0 := sup
ã∈A0

J0(ã).

In the following theorem we formulate our main result that establishes the existence of an optimal
control and a worst-case measure for our distributionally robust stochastic optimal control problem
(2.7) as well as a dynamic programming principle.

Theorem 3.1. Suppose Assumption 2.1 and Assumption 2.3 are fulfilled. Then the following holds.

(i) Let t ∈ {1, . . . , T − 1}. Then, there exists a measurable selector

(3.4) Ωt ×At ∋ (ωt, at) 7→ ã∗t
(
ωt, at

)
∈ At

such that for all (ωt, at) ∈ Ωt ×At

(3.5) Ψt(ω
t, at) = Jt

(
ωt,

(
at, ã∗t

(
ωt, at

)) )
.

In addition, there exists a∗0 ∈ A0 such that

(3.6) Ψ0 = J0(a
∗
0).

Moreover, for all t ∈ {1, . . . , T − 1} there exists a measurable selector

(3.7) Ωt ×At+1 ∋ (ωt, at+1) 7→ P̃∗
t (ω

t, at+1) ∈ Pt(ω
t)

such that for all (ωt, at+1) ∈ Ωt ×At+1 we have

(3.8) EP̃∗
t (ω

t,at+1)

[
Ψt+1

(
ωt ⊗t ·, at+1

)]
= inf

P∈Pt(ωt)
EP
[
Ψt+1

(
ωt ⊗t ·, at+1

)]
.

In addition, there exists a measurable selector A0 ∋ a 7→ P̃∗
0(a) ∈ P0 such that for all a ∈ A

we have

(3.9) EP̃∗
0(a)

[Ψ1 (·, a)] = inf
P∈P0

EP [Ψ1 (·, a)] .

(ii) For every t ∈ {1, . . . , T −1} let ã∗t be the measurable selector from (3.4) and let a∗0 be defined
in (3.6), and define

Ωt ∋ ωt = (ω1, . . . , ωt) 7→ a∗t (ω
t) := ã∗t

(
ωt,

(
a∗0, . . . , a

∗
t−1(ω1, . . . , ωt−1

))
∈ At.

Moreover, for every t ∈ {1, . . . , T − 1} let P̃∗
t denote the measurable selector from (3.7) and

define

Ωt ∋ ωt 7→ P∗
t (ω

t) := P̃∗
t (ω

t, (a∗s(ω
s))s=0,...,t)) ∈ Pt(ω

t).

In addition, let P̃∗
0 denote the measurable selector from (3.9) and define P∗

0 := P̃∗
0(a

∗
0). Then

for a∗ := (a∗t )t=0,...,T−1 ∈ A and P∗ := P∗
0 ⊗ · · · ⊗ P∗

T−1 ∈ P we have

(3.10) sup
a∈A

inf
P∈P

EP [Ψ(a0, . . . , aT−1)] = inf
P∈P

EP
[
Ψ(a∗0, . . . , a

∗
T−1)

]
= EP∗

[
Ψ
(
a∗0, . . . , a

∗
T−1

)]
.

4. Modeling Ambiguity

In this section we propose two important possible choices to model ambiguity sets and show that
our framework supports the use of these ambiguity sets. In Section 4.1 we discuss ambiguity sets
that are modeled as Wasserstein-balls around reference measures while in Section 4.2 we present
ambiguity sets incorporating parametric uncertainty.
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4.1. Modeling ambiguity with the Wasserstein distance. The following result shows that the
important canonical example of an ambiguity set given by a ε-Wasserstein-ball with radius ε > 0
fulfils the assumption formulated in Assumption 2.1.

Proposition 4.1. For t ∈ {1, . . . , T − 1}, q ∈ N, let Ωt ∋ ωt 7→ P̂t(ω
t) ∈ (Mq

1(Ωloc), τq) be

LB-Lipschitz continuous for some LB > 0, i.e., for all ωt, ω̃t ∈ Ωt we have dWq(P̂t(ω
t), P̂t(ω̃

t)) ≤
LB ·

(∑t
i=1 ∥ωt

i − ω̃t
i∥
)
and let εt > 0. Moreover, consider some P̂0 ∈ Mq

1(Ωloc) and some ε0 > 0.
Furthermore, assume that Ωloc is convex.

Then, the ambiguity set defined by

Ωt ∋ ωt 7→ Pt

(
ωt
)
:= B(q)

εt

(
P̂t(ω

t)
)
:=
{
P ∈ Mq

1(Ωloc)
∣∣∣ dWq

(
P̂t(ω

t), P
)
≤ εt

}
for t ∈ {1, . . . , T − 1},

P0 := B(q)
ε0

(
P̂0

)
:=
{
P ∈ Mq

1(Ωloc)
∣∣∣ dWq

(
P̂0, P

)
≤ ε0

}
for t = 0,

satisfies Assumption 2.1 if p < q.

4.2. Modeling ambiguity in parametric models. In this section we show that the setting
from Section 2 also allows to consider parametric families of distributions as ambiguity sets with
corresponding ambiguity described by time-dependent parameter sets (Θt)t=0,...,T−1.

To this end, for each t ∈ {0, 1, . . . , T − 1} let (Pθ)θ∈Θt
⊆ M1(Ωloc) be a family of probability

measures parameterized by θ ∈ Θt, and let p ∈ N0 be the integer from Assumption 2.1. Then, we
impose the following assumptions.

(A1) For each t ∈ {0, 1, . . . , T − 1} let Θt ∈ RDt for some Dt ∈ N be non-empty, convex, and
closed.

(A2) For each t ∈ {0, 1, . . . , T − 1} let the map

RDt ⊇ Θt →
(
Mmax{1,p}

1 (Ωloc), τmax{1,p}

)
θ 7→ Pθ(dx)

be Lipschitz, i.e., there exists some constant LPθ,t > 0 such that dWmax{1,p} (Pθ1 ,Pθ2) ≤
LPθ,t · ∥θ1 − θ2∥ for all θ1, θ2 ∈ Θt.

(A3) For each t ∈ {1, . . . , T − 1} let the map

θ̂t : Ω
t → Θt ∈ RDt

ωt = (ωt
1, . . . , ω

t
t) 7→ θ̂t(ω

t
1, . . . , ω

t
t)

be Lipschitz, i.e., there exists some constant Lθ > 0 such that
∥∥∥θ̂t(ω1, . . . , ωt)− θ̂t(ω̃1, . . . , ω̃t)

∥∥∥ ≤
Lθ ·

∑t
i=1 ∥ωt

i − ω̃t
i∥ for all ωt, ω̃t ∈ Ωt.

(A4) For each t ∈ {1, . . . , T − 1} and for any εt > 0 we define

P(εt)
t (ω1, . . . , ωt) :=

{
Pθ(dx) ∈ Mmax{1,p}

1 (Ωloc)
∣∣∣ θ ∈ Θt with ∥θ − θ̂t(ω1, . . . , ωt)∥ ≤ εt

}
.

(A5) For t = 0 let θ̂0 ∈ Θ0, and for any ε0 > 0 we define

P(ε0)
0 :=

{
Pθ(dx) ∈ Mmax{1,p}

1 (Ωloc)
∣∣∣ θ ∈ Θ0 with ∥θ − θ̂0∥ ≤ ε0

}
.

Proposition 4.2. For each t ∈ {0, 1, . . . , T − 1} let (Pθ)θ∈Θt
⊆ M1(Ωloc) be a family of probability

measures parameterized by θ ∈ Θt, and let p ∈ N0 be the integer from Assumption 2.1. Moreover,
assume that assumptions (A1) - (A5) holds. Then Assumption 2.1 is satisfied.

With the following example we present a parametric family of distributions fulfilling the above
mentioned assumptions (A1) - (A5) and therefore also, according to Proposition 4.2, Assump-
tion 2.1.

Proposition 4.3. Let Ωloc = [0,∞) and for each t ∈ {0, 1, . . . , T − 1} let Θt := [0,∞). For each
θ ∈ Θt define Pθ by

Pθ :=

{
Exp

(
1
θ

)
if θ > 0,

δ{0} if θ = 0,
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i.e., as an exponential distribution with rate parameter 1
θ if θ > 0 and as the Dirac measure at 0 if

θ = 0. Moreover, we let θ0 ∈ Θ0 and define for each t ∈ {1, . . . , T − 1}

(4.1)

θ̂t : Ω
t → Θt

(ω1, . . . , ωt) 7→
1

t

t∑
i=1

ωi.

Then, for any (εt)t=0,...,t−1 ⊆ (0,∞) and for any p ∈ N0, the set-valued maps

Ωt ∋ ωt ↠ Pt(ω
t) :=

{
Pθ(dx) ∈ Mmax{1,p}

1 (Ωloc)
∣∣∣ θ ∈ Θt with ∥θ − θ̂t(ω

t)∥ ≤ εt

}
P0 :=

{
Pθ(dx) ∈ Mmax{1,p}

1 (Ωloc)
∣∣∣ θ ∈ Θ0 with ∥θ − θ̂0∥ ≤ ε0

}
satisfy (A1) - (A5).
Remark 4.4.

(i) Note that for each (θn)n∈N ⊂ (0,∞) with limn→∞ θn = 0 we have that Pθn ∼ Exp
(

1
θn

)
converges for any p ∈ N0 in τp to δ{0} =: P0. Indeed, the corresponding characteristic
function satisfies

φPθn
(t) =

1

1− itθn
→ 1 = φδ{0}(t) for all t ∈ R as n → ∞,

which by Lévy’s continuity theorem for characteristic functions implies the result for p = 0.
If p > 0 note that additionally∫ ∞

0
|x|pPθn(dx) =

p!(
1
θn

)p = p!θpn → 0 =

∫ ∞

0
|x|pδ{0}(dx) as n → ∞.

Therefore, the result now follows by [54, Theorem 2.2.1].

(ii) Further, note that θ̂t defined in (4.1) corresponds to the maximum likelihood estimator for
the parametric family of distributions Pθ ∼ Exp

(
1
θ

)
, θ ∈ (0,∞). Indeed, for any θ ∈ (0,∞),

let Ωt ∋ (ω1, . . . , ωt) 7→ L(ω1, . . . , ωt|θ) :=
∏t

i=1
1
θe

− 1
θ
ωi denote the likelihood function and

Ωt ∋ (ω1, . . . , ωt) 7→ ℓ(ω1, . . . , ωt|θ) := log (L(ω1, . . . , ωt|θ)) = t · log
(
1
θ

)
− 1

θ

t∑
i=1

ωi

the log-likelihood function. Then, the partial derivative of the log-likelihood function w.r.t. θ
is given by

∂

∂θ
ℓ(ω1, . . . , ωt|θ) = − t

θ
+

1

θ2

t∑
i=1

ωi

which vanishes, since θ > 0 by assumption, if and only if θ = 1
t

∑t
i=1 ωi.

5. Applications

5.1. Numerics. To solve our optimization problem (2.7) numerically, we apply the dynamic pro-
gramming principle from Theorem 3.1. The numerical routine which is summarized in Algorithm 1
approximates optimal actions (a∗t )t=0,...,T−1 as defined in Theorem 3.1 by means of deep neural
networks.

5.2. Data-driven hedging with asymmetric loss functions. We consider some underlying
financial asset attaining values S0, S1, . . . , ST over the future time horizon 0, 1, . . . , T as well as
some financial derivative with payoff Φ(S0, . . . , ST ) paid at maturity T . We face the problem of
having sold the derivative at initial time 0 and therefore being exposed to possibly unexpected
high payoff obligations Φ(S0, . . . , ST ). To reduce this risk, we are interested in hedging the payoff
obligation Φ(S0, . . . , ST ) by investing in the underlying asset such that our potential exposure is
reduced, compare also, e.g. [36] for further financial background on hedging of financial derivatives.
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Algorithm 1: Training of optimal actions

Input : Hyperparameters for the neural networks; Number of iterations IterΨ for the
improvement of each function Ψt; Number of iterations Itera for the improvement
of the action function; Number of measures NP ; Number of Monte-Carlo
simulations NMC; State space Ωloc; Action spaces (At)t=0,...,T−1; Payoff function Ψ;

Set NNΨ,T ≡ Ψ;
for t = T − 1, . . . , 0 do

Initialize a neural network NNΨ,t : (Rd)t × (Rm0 × · · ·Rmt−1) → R;
Initialize a neural network NN a,t : (Rd)t × (Rm0 × · · ·Rmt−1) → At;
for iteration = 1, . . . , Itera do

Sample (ω1, . . . , ωt) = ωt ∈ Ωt;
Sample (a0, . . . , at−1) = at ∈ At;
for k = 1, . . . , NP do

Sample next states wt+1,(k),(i) ∼ Pk ∈ Pt(ω
t) for i = 1, . . . , NMC

end
Maximize

min
k

1

NMC

NMC∑
i=1

NNΨ,t+1

(
(ωt, wt+1,(k),(i)),

(
at,NN a,t(ω

t, at)
))

w.r.t. the parameters of the neural network NN a,t;
end

for iteration = 1, . . . , IterΨ do
Sample (ω1, . . . , ωt) = ωt ∈ Ωt;
Sample (a0, . . . , at−1) = at ∈ At;
for k = 1, . . . , NP do

Sample next states wt+1,(k),(i) ∼ Pk ∈ Pt(ω
t) for i = 1, . . . , NMC

end
Minimize(

NNΨ,t(ω
t, at)−min

k

1

NMC

NMC∑
i=1

NNΨ,t+1

(
(ωt, wt+1,(k),(i)),

(
at,NN a,t(ω

t, at)
)))2

w.r.t. the parameters of the neural network NNΨ,t;
end

end

Define a0 := NN 0
a; for t = 1, . . . , T − 1 do

Define Ωt ∋ ωt = (ω1, . . . , ωt) 7→ at(ω
t) := NN a,t

(
ωt, (a0, . . . , at−1(ω1, . . . , ωt−1)

)
∈ At;

end
Output: Actions (at)t=0,...,T−1;

We start by modeling an ambiguity set of probability measures and follow to this end the approach
outlined in Section 4.1. The underlying asset returns in the time period between t − 1 and t are
given by

Rt :=
St − St−1

St−1
∈ Ωloc ⊆ R, t ∈ {1, . . . , T},

where Ωloc = [−C,C] ⊂ R for some constant value C > 0. To construct ambiguity sets of probability
measures, we consider a time series of historical realized returns

(5.1) (R1, . . . ,RN ) ∈ Ωloc
N , for some N ∈ N.

Relying on the time series from (5.1), we design ambiguity sets Pt, t = 0, . . . , T − 1. To this end,

we define P̂0 through a sum of Dirac-measures given by

(5.2) P̂0(dx) :=
1

N

N∑
s=1

δRs(dx) ∈ M1(Ωloc),
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and P̂t for t = 1, . . . , T − 1 by

(5.3) Ωt ∋ ωt = (ω1, . . . , ωt) 7→ P̂t

(
ωt
)
(dx) :=

N−1∑
s=t

πt
s(ω

t) · δRs+1(dx) ∈ M1(Ωloc),

where πt
s(ω

t) ∈ [0, 1], s = t, · · · , N − 1 with
∑N−1

s=t πt
s(ω

t) = 1. We want to weight the distance
between the past t returns before Rt+1 and the t returns before Rs+1, while assigning higher proba-

bilities to more similar sequences of t returns. This means, the measure P̂t relies its probabilities for
the realization of the next return on the best fitting sequence of t consecutive returns that precede
the prediction. To this end, we set

Ωt ∋ ωt 7→ πt
s(ω

t) :=

(
exp(−β dists(ω

t)2)∑N−1
ℓ=t exp(−β distℓ(ωt)2)

)
,

for β > 0 and with

dists(ω
t) :=

∥∥(Rs−t+1, · · · ,Rs)− ωt
∥∥ = ∥(Rs−t+1, · · · ,Rs)− (ω1, · · · , ωt)∥ ,

for all s = t, · · · , N −1. Then, for any (εt)t=0,...,t−1 ⊆ (0,∞) we define ambiguity sets of probability
measures via

(5.4)
Ωt ∋ ωt 7→ Pt

(
ωt
)
:= B(1)

εt

(
P̂t(ω

t)
)
for t ∈ {1, . . . , T − 1},

P0 := B(1)
ε0

(
P̂0

)
for t = 0,

where B(1)
ε

(
P̂
)
denotes a Wasserstein-ball of order 1 with radius ε around some probability measure

P̂, as defined in Proposition 4.1.
As our assumptions on the objective function Ψ formulated in Assumption 2.3 do not require

the objective function to be concave, we are able to consider non-concave objective function as
they appear in behavorial economics and, in particular, in prospect theory ([38]). To this end, we
consider a loss function of the form

(5.5) R ∋ x 7→ U(x) := xa1l{x≥0} + b · (−x)a1l{x<0} where a ∈ (0, 1), b > 1,

which assigns the value xa to positive inputes x and bxa to negative inputs x, see also [67] or [74],
and compare the illustration in Figure 1 (a). Considering an asymmetric loss function as in (5.5)
accounts for the empirical fact that agents exhibit distinct behaviors in response to gains and losses,
namely they are much more sensitive with respect to losses. Experimental studies reported in [68]
provide estimates of a = 0.88, b = 2.25.
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20
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x)

a=0.88,b=2.25

10 0 10
x
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10

15

20
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10 0 10
x

0

5

10

15
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(a) U(x)
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(b) V (x)

Figure 1. (a) The three plots show the loss function described in (5.6) for different
choices of the parameters a and b.
(b) The plot shows an approximation of U with a = 0.5, b = 2.25 by the function V
described in (5.6) with δ = 0.075
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Note that U is not Lipschitz-continuous at 0, hence to meet the requirements from Assumption 2.3,
we modify the function U slightly by defining for some fixed small δ > 0

(5.6) R ∋ x 7→ V (x) :=


U(x) if |x| > δ,

−x · U(−δ)
δ if x ∈ [−δ, 0],

x · U(δ)
δ if x ∈ (0, δ],

i.e., we simply interpolate linearly between U(−δ), 0, and U(δ), compare also Figure 1 (b). Note
that, by construction, V is Lipschitz-continuous. To define our optimization problem, we consider
some financial derivative with payoff function Φ(S0, S1, . . . , ST ). The agent’s goal is to find a
hedging strategy, i.e., a combination of an initial cash position d0 and time-dependent positions
(∆i)i=0,...,T−1 invested in the underlying asset minimizing the hedging error between the time-T
value of the self-financing hedging strategy given by

d0 +
T−1∑
j=0

∆j(Sj+1 − Sj) = d0 +
T−1∑
j=0

∆j

{
S0

(
j∏

k=1

(ωk + 1)

)
· ωj+1

}
and the payoff of Φ. To this end, we identify the financial positions of the agent with her actions
and define for some B > 0 and A > 0 the sets of actions (AT )t=0,...,T−1 by

A0 :=
{
(d0,∆0) ∈ [−B,B]× [−A,A]

}
,

At :=
{
∆t ∈ [−A,A]

}
, for t = 1, . . . , T − 1,

and further introduce the objective function

(5.7) Ω×AT ∋ (ω, a) 7→ Ψ(ω, a) := −V

(
d0 +

T−1∑
j=0

∆j(Sj+1 − Sj)− Φ(S1, . . . , ST )

)
,

where we abbreviate a = ((d0,∆0), d1, . . . , dT−1) ∈ AT .
Solving supa∈A infP∈P EP [Ψ(a0, . . . , aT−1)] with Ψ as defined in (5.7) corresponds to minimizing

the distributionally robust expected hedging error induced by V between the outcome of a self-
financing hedging strategy and some financial derivative. Considering the situation of a financial
institution which has sold the derivative Φ, the asymmetry of V accounts for the fact that a hedging-
strategy that leads to higher payoffs than the derivative is considered a better outcome than a
hedging-strategy that leads to smaller payoffs than the derivative payoff and therefore to unexpected
losses. We refer to [15], [18], and [30] for related literature on asymmetric hedging, but without
model uncertainty.

Proposition 5.1. Assume the framework from Section 5.2 and let p = 0. Then, the ambiguity
sets of probability measures, defined in (5.4), satisfy Assumption 2.1. Moreover, if the payoff func-
tion of the derivative Φ : RT+1 → R is Lipschitz-continuous, then Ψ, defined in (5.7), satisfies
Assumption 2.3.

To test our approach empirically, we consider a time-series of daily returns of the stock of Ap-
ple between beginning of January 2010 and beginning of Feburary 2020 to construct data-driven
ambiguity sets of probability measures, as described in (5.3) and (5.4), which we use to train our
agent. To evaluate the trained strategy, we consider two test periods ranging from beginning of
Feburary 2020 until end of May 2020, and between beginning of May 2020 and end of August 2020,
respectively, compare also Figure 2.

We set T = 5 and we train both a non-robust (ε = 0) and a robust hedging strategy with
respect to ε = 0.001 according to4 Algorithm 1 for an at-the-money call option with payoff function
Φ(S0, S1, · · · , S5) = (S5 − S0)

+, where we normalize S0 to 1.
To evaluate the performance of our strategy we evaluate on testing period 1 and testing period

2 and show the results in Figure 3 and Tables 1, 2.

4To apply the numerical method from Section 5.1, we use the following hyperparameters: Number of measures
NP = 5; Monte-Carlo sample size NMC = 212; number of iterations for a: Itera = 5000; number of iterations for v:
Iterv = 5000. The neural networks that approximate a and v constitute of 5 layers with 32 neurons each possessing
ReLu activation functions in each layer, except for the output layers. The learning rate used to optimize the networks
a and v when applying the Adam optimizer ([40]) is 0.001. Further details of the implementation can be found under
https://github.com/juliansester/Robust-Hedging-Finite-Horizon.

https://github.com/juliansester/Robust-Hedging-Finite-Horizon
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Figure 2. The graph depicts the evolution of the price of the stock of Apple and
the separation of the data into a training period (beginning of January 2010 until
beginning of Feburary 2020) and the two test periods: beginning of Feburary 2020
until end of May 2020, and beginning of May 2020 until end of August 2020.

The results show that during test period 1 (the advent of the Covid-19 pandemic), the robust
hedging strategy outperforms both the non-robust strategy and the classical Black–Scholes delta
hedging strategy while in test period 2 the Black–Scholes delta hedging strategy5 is the best per-
forming strategy. This accounts for the fact that in turbulent times, where the underlying empirical
distributions of the asset returns might change dramatically compared to the training period, it turns
out to be favourable to take model uncertainty into account as both the non-robust model and the
Black–Scholes model rely on misspecified probability distributions. However, in good weather pe-
riods (as in test period 2) it is hard to beat a strategy such as the Black–Scholes delta hedging
strategy which, due to the assumption of normal asset returns, works reasonably well if no extreme
events occur.
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Figure 3. The cumulated hedging errors of the different hedging strategies in the
test period 1 (left) and test period 2 (right).

6. Proofs

6.1. Proofs of Section 3. Before reporting the proof of Theorem 3.1, we establish the following
lemma.

5The Black–Scholes delta hedging strategy for a call option with strike K and maturity tn, invests at time ti, the
amount N(d1) in the underlying asset with value Sti , where N denotes the cdf of a standard normal distribution and
where d1 = 1

σ
√
tn−ti

[
ln (Sti/K) + 1

2
σ2(tn − ti)

]
. Note that we set the interest rate to be 0. To apply the strategy, we

estimate the annual volatility σ from historical data. In the case of Apple we use σ ≈ 0.22.
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Non-Robust Robust Black–Scholes
No. of days 57 57 57

mean 0.104865 0.079407 0.091882
std 0.092339 0.076183 0.102653
min 0.000900 0.004800 0.000000
25% 0.031000 0.024500 0.024000
50% 0.079800 0.056700 0.061400
75% 0.154100 0.101000 0.130600
max 0.363800 0.371400 0.600100

Table 1. The summary statistics of the hedging errors in Test Period 1

Non-Robust Robust Black–Scholes
No. of days 59 59 59

mean 0.051024 0.039310 0.020795
std 0.048292 0.025909 0.021392
min 0.001400 0.001700 0.000000
25% 0.018350 0.019050 0.006700
50% 0.036400 0.037400 0.013000
75% 0.069700 0.055700 0.024550
max 0.248600 0.119700 0.100300

Table 2. The summary statistics of the hedging errors in Test Period 2

Lemma 6.1. Let t ∈ {1, . . . , T−1} and let Ωt+1×At+1 ∋ (ωt+1, at+1) 7→ Ψt+1(ω
t+1, at+1) be defined

in (3.2). Assume that there exists some Ct+1 ≥ 1 and Lt+1 > 0 such that for all ωt+1, ω̃t+1 ∈ Ωt+1

and for all at+1, ãt+1 ∈ At+1 we have

(6.1)
∣∣Ψt+1(ω

t+1, at+1)
∣∣ ≤ Ct+1 ·

(
1 +

t+1∑
i=1

∥ωt+1
i ∥p

)
for all (ωt+1, at+1) ∈ Ωt+1 ×At+1,

as well as

(6.2)
∣∣Ψt+1

(
ωt+1, at+1

)
−Ψt+1

(
ω̃t+1, ãt+1

)∣∣ ≤ Lt+1 ·

(
t+1∑
i=1

∥∥ωt+1
i − ω̃t+1

i

∥∥+ ∥at+1
i−1 − ãt+1

i−1∥

)
.

Then, the following holds.

(i) There exists a measurable map Ωt ×At+1 ∋ (ωt, at+1) 7→ P̃∗
t (ω

t, at+1) ∈ M1(Ωloc) satisfying

for all (ωt, at+1) ∈ Ωt ×At+1 that P̃∗
t (ω

t, at+1) ∈ Pt(ω
t) and

EP̃∗
t (ω

t,at+1)

[
Ψt+1

(
ωt ⊗t ·, at+1

)]
= inf

P∈Pt(ωt)
EP
[
Ψt+1

(
ωt ⊗t ·, at+1

)]
.

(ii) There exists a measurable map Ωt × At ∋ (ωt, at) 7→ ã∗t
(
ωt, at

)
∈ At satisfying for all

(ωt, at) ∈ Ωt ×At that

sup
ã∈At

inf
P∈Pt(ωt)

EP
[
Ψt+1

(
ωt ⊗t ·, (at, ã)

)]
= inf

P∈Pt(ωt)
EP

[
Ψt+1

(
ωt ⊗t ·,

(
at, ã∗t

(
ωt, at

)))]
.

(iii) There exists some Ct ≥ 1, and some Lt > 0 such that for all ωt, ω̃t ∈ Ωt, and for all
at, ãt ∈ At the following inequalities hold

∣∣Ψt(ω
t, at)

∣∣ ≤ Ct ·

(
1 +

t∑
i=1

∥ωt
i∥p
)
,(6.3)

∣∣Ψt

(
ωt, at

)
−Ψt

(
ω̃t, ãt

)∣∣ ≤ Lt ·

(
t∑

i=1

∥∥ωt
i − ω̃t

i

∥∥+ ∥ati−1 − ãti−1∥

)
.(6.4)

Proof of Lemma 6.1. Let t ∈ {1, . . . , T − 1}.
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We first show the continuity of Ωt×At ∋ (ωt, at) 7→ Ψt(ω
t, at). To that end, we consider the map

F :
{
(ωt, at, a,P)

∣∣ ωt ∈ Ωt, at ∈ At, a ∈ At,P ∈ Pt(ω
t)
}
→ R

(ωt, at, a,P) 7→ EP
[
Ψt+1

(
ωt ⊗t ·, (at, a)

)]
We aim at applying Berge’s maximum theorem (see, e.g., [8] or [1, Theorem 18.19]) to F , and
therefore first want to show that F is continuous.

We consider a sequence (ωt
n, a

t
n, an,Pn)n∈N ⊆

{
(ωt, at, a,P)

∣∣ ωt ∈ Ωt, at ∈ At, a ∈ At,P ∈ Pt(ω
t)
}

with (ωt
n, a

t
n, an,Pn) → (ωt, at, a,P) as n → ∞ for some ωt ∈ Ωt, at ∈ At, a ∈ At and P ∈ M1(Ω

t).
Moreover, we have∣∣F (ωt

n, a
t
n, an,Pn

)
− F

(
ωt, at, a,P

)∣∣
≤
∣∣F (ωt

n, a
t
n, an,Pn

)
− F

(
ωt, at, a,Pn

)∣∣+ ∣∣F (ωt, at, a,Pn

)
− F

(
ωt, at, a,P

)∣∣ .
Note that with Pn → P in τp we obtain that limn→∞

∣∣F (ωt, at, a,Pn

)
− F

(
ωt, at, a,P

)∣∣ = 0 as
Ψt+1 is by assumption continuous and of polynomial growth of order p. Further, we use (6.2) and
compute

lim
n→∞

∣∣F (ωt
n, a

t
n, an,Pn

)
− F

(
ωt, at, a,Pn

)∣∣
≤ lim

n→∞

∫
Ωloc

∣∣Ψt+1

(
(ωt

n, ω), (a
t
n, an)

)
−Ψt+1

(
(ωt, ω), (at, a)

)∣∣Pn(dω)

≤ lim
n→∞

∫
Ωloc

Lt+1 ·

(
t∑

i=1

[
∥(ωt

n)i − (ωt)i∥+ ∥(atn)i − (at)i∥+ ∥an − a∥
])

Pn(dω)

= Lt+1

∫
Ωloc

1 · P(dω) · lim
n→∞

(
t∑

i=1

[
∥(ωt

n)i − (ωt)i∥+ ∥(atn)i − (at)i∥+ ∥an − a∥
])

= 0.

We have thus shown that F is continuous. Therefore, by using Assumption 2.1 (i), we may now
apply Berge’s maximum theorem which yields that

(6.5) Ωt ×At ×At ∋ (ωt, at, a) 7→ inf
P∈Pt(ωt)

EP
[
Ψt+1

(
ωt ⊗t ·, (at, a)

)]
is continuous. Note that the above application of Berge’s maximum theorem also implies the
existence of a minimizer of (6.5). With the measurable maximum theorem (see, e.g., [1, Theorem

18.19]) we therefore obtain a measurable map Ωt × At+1 ∋ (ωt, at+1) 7→ P̃∗
t (ω

t, at+1) ∈ Pt(ω
t)

satisfying for all (ωt, at+1) ∈ Ωt ×At+1 that

EP̃∗
t (ω

t,at+1)

[
Ψt+1

(
ωt ⊗t ·, at+1

)]
= inf

P∈Pt(ωt)
EP
[
Ψt+1

(
ωt ⊗t ·, at+1

)]
,

showing (i).

Since At is compact, we obtain by a repeated application of Berge’s maximum theorem also that

(6.6) Ωloc ×At ∋ (ωt, at) 7→ sup
a∈At

inf
P∈Pt(ωt)

EP
[
Ψt+1

(
ωt ⊗t ·, (at, a)

)]
= Ψt(ω, a

t)

is continuous and that the maximizer exists. By the measurable maximum theorem we deduce
therefore the existence of a measurable map Ωt × At ∋ (ωt, at) 7→ ã∗t

(
ωt, at

)
∈ At satisfying for all

(ωt, at) ∈ Ωt ×At that

sup
ã∈At

inf
P∈Pt(ωt)

EP
[
Ψt+1

(
ωt ⊗t ·, (at, ã)

)]
= inf

P∈Pt(ωt)
EP

[
Ψt+1

(
ωt ⊗t ·,

(
at, ã∗t

(
ωt, at

)))]
,

which shows (ii).
It remains to prove (iii). We assume that (6.1) holds and show the polynomial growth condition

stated in (6.3). To this end, we consider elements ωt ∈ Ωt, ω̃t ∈ Ωt, at ∈ At, ãt ∈ At, we set
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Ct := 2Ct+1 · CP,t ≥ 1 and obtain by (2.2) and (6.1) that

∣∣Ψt(ω
t, at)

∣∣ ≤ sup
ã∈At

inf
P∈Pt(ωt)

∫
Ωloc

∣∣Ψt+1

(
(ωt, ω), (at, ã)

)∣∣P(dω)
≤ sup

ã∈At

inf
P∈Pt(ωt)

∫
Ωloc

Ct+1

(
1 +

t∑
i=1

∥ωt
i∥p + ∥ω∥p

)
P(dω)

= Ct+1

(
1 +

t∑
i=1

∥ωt
i∥p + inf

P∈Pt(ωt)

∫
Ωloc

∥ω∥pP(dω)

)

≤ Ct+1

(
1 +

t∑
i=1

∥ωt
i∥p + CP,t

(
1 +

t∑
i=1

∥ωt
i∥p
))

≤ 2Ct+1 · CP,t ·

(
1 +

t∑
i=1

∥ωt
i∥p
)

= Ct ·

(
1 +

t∑
i=1

∥ωt
i∥p
)
,

which indeed proves (6.3). Next, we assume that (6.2) holds and aim at showing (6.4). We first
compute

(6.7)

Ψt

(
ωt, at

)
−Ψt

(
ω̃t, ãt

)
= sup

a∈At

inf
P∈Pt(ωt)

EP
[
Ψt+1

(
ωt ⊗t ·, (at, a)

)]
− sup

ã∈At

inf
P̃∈Pt(ω̃t)

EP̃
[
Ψt+1

(
ω̃t ⊗t ·, (ãt, ã)

)]
= inf

P∈Pt(ωt)
EP
[
Ψt+1

(
ωt ⊗t ·, (at, aloc∗)

)]
− sup

ã∈At

inf
P̃∈Pt(ω̃t)

EP̃
[
Ψt+1

(
ω̃t ⊗t ·, (ãt, ã)

)]
≤ inf

P∈Pt(ωt)
EP
[
Ψt+1

(
ωt ⊗t ·, (at, aloc∗)

)]
− inf

P̃∈Pt(ω̃t)
EP̃
[
Ψt+1

(
ω̃t ⊗t ·, (ãt, aloc∗))

)]
= inf

P∈Pt(ωt)

[
Ψt+1

(
ωt ⊗t ·, (at, aloc∗)

)]
− EP1

[
Ψt+1

(
ω̃t ⊗t ·, (ãt, aloc∗)

)]
≤ EP2

[
Ψt+1

(
ωt ⊗t ·, (at, aloc∗)

)]
− EP1

[
Ψt+1

(
ω̃t ⊗t ·, (ãt, aloc∗)

)]
,

where aloc
∗ := ã∗t (ω

t, at) ∈ At with ã∗t denoting the minimizer from (ii), where P1 := P̃∗
t (ω̃

t, aloc
∗) ∈

Pt(ω̃
t) with P̃∗

t being the maximizer from (i), and where P2 ∈ Pt(ω
t) is chosen such that inequality

(2.2) in Assumption 2.1 (iii) is fulfilled w.r.t.P1. Then, we denote by Π(P1,P2) ⊂ P1(Ωloc × Ωloc)
the set of probability measures on Ωloc×Ωloc with respective marginal distributions P1 and P2. We
use the representation from (6.7), apply the assumption from (6.2), and have

Ψt

(
ωt, at

)
−Ψt

(
ω̃t, ãt

)
≤ inf

π∈Π(P1,P2)

∫
Ωloc×Ωloc

(
Ψt+1

(
ωt ⊗t ω1,loc, (a

t, aloc
∗)
)

−Ψt+1

(
ω̃t ⊗t ω2,loc, (ã

t, aloc
∗)
))

π(dω1,loc, dω2,loc)

≤ Lt+1 ·

(
t∑

i=1

∥∥ωt
i − ω̃t

i

∥∥+ ∥ati−1 − ãti−1∥

)

+ Lt+1 inf
π∈Π(P1,P2)

∫
Ωloc×Ωloc

∥ω1,loc − ω2,loc∥π(dω1,loc, dω2,loc)

= Lt+1 ·

(
t∑

i=1

∥∥ωt
i − ω̃t

i

∥∥+ ∥ati−1 − ãti−1∥

)
+ Lt+1 dW1(P1,P2),
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where in the last step we applied the definition of the 1-Wasserstein distance. We now use Assump-
tion 2.1 (iii), set Lt := 2Lt+1max {LP,t, 1} > 0 and obtain

Ψt

(
ωt, at

)
−Ψt

(
ω̃t, ãt

)
≤ Lt+1 ·

(
t∑

i=1

∥∥ωt
i − ω̃t

i

∥∥+ ∥ati−1 − ãti−1∥

)
+ Lt+1LP,t

(
t∑

i=1

∥ωt
i − ω̃t

t∥

)

≤ Lt ·

(
t∑

i=1

∥∥ωt
i − ω̃t

i

∥∥+ ∥ati−1 − ãti−1∥

)
.

By interchanging the roles of Ψt

(
ωt, at

)
and Ψt

(
ω̃t, ãt

)
we obtain

∣∣Ψt

(
ωt, at

)
−Ψt

(
ω̃t, ãt

)∣∣ ≤ Lt ·

(
t∑

i=1

∥∥ωt
i − ω̃t

i

∥∥+ ∥ati−1 − ãti−1∥

)
.

This shows (6.4). □

As a consequence of Lemma 6.1 we obtain the following corollary for the case t = 0.

Corollary 6.2. Let Ωloc × A0 ∋ (ω, a) 7→ Ψ1(ω, a) be defined in (3.2). Assume that there exists
some C1 ≥ 1 and L1 > 0 such that for all ω, ω̃ ∈ Ωloc and for all a, ã ∈ A0 we have

(6.8) |Ψ1(ω, a)| ≤ C1 · (1 + ∥ω∥p) for all (ω, a) ∈ Ωloc ×A0,

as well as

(6.9) |Ψ1 (ω, a)−Ψ1 (ω̃, ã)| ≤ L1 (||ω − ω̃∥+ ∥a− ã∥) .

Then, the following holds.

(i) There exists a measurable map A0 ∋ a 7→ P̃∗
0(a) ∈ M1(Ωloc) satisfying for all a ∈ A0 that

P̃∗
0(a) ∈ P0 and

EP̃∗
0(a)

[Ψ1 (·, a)] = inf
P∈P0

EP [Ψ1 (·, a)] .

(ii) There exists some a∗0 ∈ A0 such that

sup
ã∈A0

inf
P∈P1

EP [Ψ1 (·, ã))] = inf
P∈P1

EP [Ψ1 (·, a∗0))] .

Proof. This follows by the same arguments as the proof of Lemma 6.1. □

Proof of Theorem 3.1.

(i) Since Assumption 2.3 is fulfilled for Ψ = ΨT , we obtain by a recursive application of
Lemma 6.1 (iii) for t = T − 1, . . . , 0 that Ψt+1 satisfies the requirements of Lemma 6.1,
i.e., Ψt+1 fulfils (6.1) and (6.2). Then, the assertion follows by Lemma 6.1 (i) and (ii) for
t = T − 1, . . . , 1 and by Corollary 6.2 (i) and (ii) for t = 0.

(ii) Let t ∈ {0, . . . , T − 1}. In the following, for ωt = (ω1, . . . , ωt) ∈ Ωt we denote for any
0 ≤ s ≤ t by ωs := (ω1, . . . , ωs) ∈ Ωs the first s coordinates of ωt.

Note that by definition of the kernel P∗
t we have for all ωt ∈ Ωt that

(6.10) inf
P∈Pt(ωt)

EP
[
Ψt+1

(
ωt ⊗t ·, (a∗s(ω

s))s=0,...,t

)]
= EP∗

t (ω
t)

[
Ψt+1

(
ωt ⊗t ·, (a∗s(ω

s))s=0,...,t

)]
.

Then, by definition of a∗, P∗
t and of Ψt, we obtain for all ωt ∈ Ωt that

Ψt

(
ωt, (a∗s(ω

s))s=0,...,t−1

)
= sup

ã∈A
Jt
(
ωt, ((a∗s(ω

s))s=0,...,t−1, ã)
)

= Jt
(
ωt, ((a∗s(ω

s))s=0,...,t−1, a
∗
t (ω

t)
)

= inf
P∈Pt(ωt)

EP
[
Ψt+1

(
ωt ⊗t ·, (a∗s(ω

s))s=0,...,t

)]
= EP∗

t (ω
t)

[
Ψt+1

(
ωt ⊗t ·, (a∗s(ω

s))s=0,...,t

)]
.
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Further, by definition of a∗, we have for all P = P0 ⊗ P1 ⊗ · · · ⊗ PT−1 ∈ P that

(6.11)

EP [Ψt+1 (a
∗
0, . . . , a

∗
t )]

=

∫
Ωt+1

Ψt+1

(
(ωt, ω), (a∗s(ω

s))s=0,...,t

)
P0 ⊗ · · · ⊗ Pt(d(ω

t, ω))

=

∫
Ωt

(∫
Ωloc

Ψt+1

(
(ωt, ω), (a∗s(ω

s))s=0,...,t

)
Pt(ω

t; dω)

)
P0 ⊗ · · · ⊗ Pt−1(dω

t)

≥
∫
Ωt

inf
P̃t∈Pt(ωt)

(∫
Ωloc

Ψt+1

(
(ωt, ω), (a∗s(ω

s))s=0,...,t

)
P̃t(ω

t; dω)

)
P0 ⊗ · · · ⊗ Pt−1(dω

t)

=

∫
Ωt

Ψt

(
ωt, (a∗s(ω

s))s=0,...,t−1

)
P0 ⊗ · · · ⊗ Pt−1(dω

t)

= EP
[
Ψt

(
a∗0, . . . , a

∗
t−1

)]
.

Repeatedly applied, the above inequality (6.11) yields

(6.12) EP
[
ΨT

(
a∗0, . . . , a

∗
T−1

)]
≥ Ψ0,

and since P ∈ P was chosen arbitrarily we also get, by using Ψ = ΨT , that

(6.13) inf
P∈P

EP
[
Ψ
(
a∗0, . . . , a

∗
T−1

)]
= inf

P∈P
EP
[
ΨT

(
a∗0, . . . , a

∗
T−1

)]
≥ Ψ0.

By considering the measure

P∗ := P∗
0 ⊗ · · · ⊗ P∗

T−1 ∈ P,

and by using (6.10), we obtain equality in (6.11) and (6.12). This means, together with
(6.13), that we have

(6.14) inf
P∈P

EP
[
Ψ
(
a∗0, . . . , a

∗
T−1

)]
≥ Ψ0 = EP∗

[
Ψ
(
a∗0, . . . , a

∗
T−1

)]
.

Now let (as(·))s=0,...,T−1 ∈ A be an arbitrary control. Then, we have for all ωt ∈ Ωt that

(6.15)

EP̃∗
t (ω

t,(as(ωs))s=0,...,t)

[
Ψt+1

(
ωt ⊗t ·, (as(ωs))s=0,...,t

)]
= inf

Pt∈Pt(ωt)
EPt

[
Ψt+1

(
ωt ⊗t ·, (as(ωs))s=0,...,t

)]
≤ sup

ã∈At

inf
Pt∈Pt(ωt)

EPt

[
Ψt+1

(
ωt ⊗t ·, ((as(ωs))s=0,...,t−1, ã)

)]
= sup

ã∈At

Jt
(
ωt, ((as(ω

s))s=0,...,t−1, ã)
)

= Ψt

(
ωt, ((as(ω

s))s=0,...,t−1)
)
.

Let P = P0 ⊗ · · · ⊗ PT−1 ∈ P be arbitrary and define

Ωt ∋ ωt 7→ P∗,a
t (ωt) := P̃∗

t

(
ωt, (as(ω

s))s=0,...,t

)
∈ M1(Ωloc).

Then (6.15) implies

(6.16)

EP [Ψt(a0, . . . , at−1)] = EP0⊗···⊗Pt−1 [Ψt(a0, . . . , at−1)]

≥ EP0⊗P1⊗···⊗Pt−1⊗P∗,a
t

[Ψt+1(a0, . . . , at)]

≥ inf
P′∈P

EP′ [Ψt+1(a0, . . . , at)] .

Hence, as P ∈ P was arbitrary, we obtain from (6.16) that

(6.17) inf
P∈P

EP [Ψt+1(a0, . . . , at)] ≤ inf
P∈P

EP [Ψt(a0, . . . , at−1)] .

By a repeated application of the latter inequality (6.17) one sees that

(6.18) inf
P∈P

EP [Ψ(a0, . . . , aT−1)] = inf
P∈P

EP [ΨT (a0, . . . , aT−1)] ≤ Ψ0.

Since (a0, . . . , aT−1) ∈ A was also chosen arbitrarily we obtain that

(6.19) sup
a∈A

inf
P∈P

EP [Ψ(a0, . . . , aT−1)] ≤ Ψ0,
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which implies together with (6.14) that

sup
a∈A

inf
P∈P

EP [Ψ(a0, . . . , aT−1)] = inf
P∈P

EP
[
Ψ
(
a∗0, . . . , a

∗
T−1

)]
= Ψ0 = EP∗

[
Ψ
(
a∗0, . . . , a

∗
T−1

)]
.

□

6.2. Proofs of Section 4. Before reporting the proofs of Proposition 4.1 and 4.2, we establish
four auxiliary results. To this end, in the following we use the notation Π(µ, ν) ⊂ M1(X ×X) to
describe the set of all joint distributions of probability measures µ, ν ∈ M1(X) on some space X.

Lemma 6.3. Let p ∈ N0 and let (X, ∥ · ∥X) be a separable Banach space. Let
(
µ
(n)
1 , µ

(n)
2

)
n∈N

⊆

Mp
1(X)×Mp

1(X) converging in τp×τp to some (µ∞
1 , µ∞

2 ) ∈ Mp
1(X)×Mp

1(X). Then
⋃

n∈NΠ(µ
(n)
1 , µ

(n)
2 )

is relatively compact w.r.t. τp × τp.

Proof. For the case p = 0, this result follows from, e.g., the proof of [20, Lemma 5.2]. Hence,

w.l.o.g. we can assume p > 0. By [20, Proof of Lemma 5.2] we further know that
⋃

n∈NΠ(µ
(n)
1 , µ

(n)
2 )

is weakly relatively compact. Let ∥ · ∥X×X be the norm on X ×X defined by

∥(x, y)∥X×X := ∥x∥X + ∥y∥X , (x, y) ∈ X ×X.

Then, we have for all x, y ∈ X that

∥(x, y)∥pX×X = ∥(x, 0) + (0, y)∥pX×X ≤ 2p
(
∥(x, 0)∥pX×X + ∥(0, y)∥pX×X

)
= 2p

(
∥x∥pX + ∥y∥pX

)
,

as well as ∥(x, y)∥X×X ≥ max{∥x∥X , ∥y∥X}. Hence, we have for all R > 0

sup
π∈

⋃
n∈N Π(µ

(n)
1 ,µ

(n)
2 )

∫
{(x,y)∈X×X:∥(x,y)∥X×X>R}

∥(x, y)∥pX×Xπ(dx,dy)(6.20)

≤2p · sup
π∈

⋃
n∈N Π(µ

(n)
1 ,µ

(n)
2 )

∫
{(x,y)∈X×X:∥(x,y)∥X×X>R}

∥x∥pXπ(dx,dy)

+ 2p · sup
π∈

⋃
n∈N Π(µ

(n)
1 ,µ

(n)
2 )

∫
{(x,y)∈X×X:∥(x,y)∥X×X>R}

∥y∥pXπ(dx, dy)

≤2p · sup
n∈N

∫
{x∈X:∥x∥X>R}

∥x∥pXµ
(n)
1 (dx) + 2p · sup

n∈N

∫
{y∈X:∥y∥X>R}

∥y∥pXµ
(n)
2 (dy).

Now, the convergence limn→∞

(
µ
(n)
1 , µ

(n)
2

)
= (µ∞

1 , µ∞
2 ) in τp × τp implies with [54, Theorem 2.2.1

(3)] both that

lim
R→∞

sup
n∈N

∫
{x∈X:∥x∥X>R}

∥x∥pXµ
(n)
1 (dx) = 0,

and that

lim
R→∞

sup
n∈N

∫
{y∈X:∥y∥X>R}

∥y∥pXµ
(n)
2 (dy) = 0.

Therefore, the integral in (6.20) vanishes asR → ∞, and the relative compactness of
⋃

n∈NΠ(µ
(n)
1 , µ

(n)
2 )

in τp × τp follows directly by [54, Proposition 2.2.3]. □

Lemma 6.4. Let X be a separable Banach space, and let p ∈ N0 and q ∈ N with q ≥ p. Moreover,
let f ∈ Cq(X,R) be non-negative. Then

Mq
1(X) → R

µ 7→
∫
X
f(x)µ(dx)

is lower semicontinuous w.r.t. τp.

Proof. If p = q, then the map is continuous by definition of τp = τq. Hence, w.l.o.g. we can assume
q > p. We define for each k ∈ N the function

X ∋ x 7→ fk(x) := f(x) ∧ k · f(x)
1 + ∥x∥q−p

.
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One sees directly that fk ≥ 0 and that fk ∈ Cp(X,R) for all k ∈ N. Moreover, we have fk ↑ f

monotonically as k → ∞. Now, let (µ(n))n∈N ⊆ Mq
1(X) and µ ∈ Mq

1(X) such that µ(n) → µ in τp.
Then, we have by the monotone convergence theorem, since fk ∈ Cp(X,R), and since fk ≤ f that∫

X
f(x)µ(dx) = lim

k→∞

∫
X
fk(x)µ(dx)

= lim
k→∞

lim
n→∞

∫
X
fk(x)µ

(n)(dx)

≤ lim
k→∞

lim
n→∞

∫
X
f(x)µ(n)(dx)

= lim inf
n→∞

∫
X
f(x)µ(n)(dx).

□

Lemma 6.5. Let (X, ∥ · ∥X) be a separable Banach space, and let p ∈ N0 and q ∈ N with q ≥ p.
Then, the map

Mq
1(X)×Mq

1(X) → [0,∞)

(µ1, µ2) 7→ dWq(µ1, µ2)

is lower semicontinuous in τp × τp.

Proof. The case p = 0 follows from [20, Corollary 5.3]. Hence, w.l.o.g. we may assume p ≥ 1. Let

(µ∞
1 , µ∞

2 ) ∈ Mq
1(X) × Mq

1(X), and let (µ
(n)
1 , µ

(n)
2 )n∈N ⊆ Mq

1(X) × Mq
1(X) be a sequence with

limn→∞(µ
(n)
1 , µ

(n)
2 ) = (µ∞

1 , µ∞
2 ) in τp × τp. To prove the lower semicontinuity we need to show that

(6.21) lim inf
n→∞

dWq(µ
(n)
1 , µ

(n)
2 ) ≥ dWq(µ

∞
1 , µ∞

2 ).

Let (µ
(nk)
1 , µ

(nk)
2 )k∈N be a subsequence such that

(6.22) lim
k→∞

dWq(µ
(nk)
1 , µ

(nk)
2 ) = lim inf

n→∞
dWq(µ

(n)
1 , µ

(n)
2 ).

For all k ∈ N let π(nk) ∈ Π
(
µ
(nk)
1 , µ

(nk)
2

)
denote the optimal coupling w.r.t. dWq , i.e.,

(6.23)

(∫
X×X

∥x− y∥qXπ(nk)(dx, dy)

)1/q

= inf
π∈Π

(
µ
(n)
1 ,µ

(n)
2

)
(∫

X×X
∥x− y∥qXπ(dx,dy)

)1/q

.

Since
(
π(nk)

)
k∈N ⊆

⋃
k∈NΠ

(
µ
(nk)
1 , µ

(nk)
2

)
, we have by Lemma 6.3 that

(
π(nk)

)
k∈N is relatively

compact w.r.t. τp × τp.

Let π∞ ∈ Mp
1(X × X) be a limit point of some subsequence (π(nkj))j∈N w.r.t. τp × τp. Let

proji : X × X → X denote the projection on the i-th component for i = 1, 2. Since π(nkj) ∈
Π
(
µ
(nkj)
1 , µ

(nkj)
2

)
for all j ∈ N and since µ

(nkj)

i → µ∞
i in τp for i = 1, 2 as j → ∞, we have by the

continuous mapping theorem that

µ∞
i = lim

j→∞
µ
(nkj)

i = lim
j→∞

π(nkj) ◦ proj−1
i = π∞ ◦ proj−1

i ,

where the limits are w.r.t. weak convergence. This means that π∞ ∈ Π(µ∞
1 , µ∞

2 ) ⊆ Mq
1(X × X).

Hence, it follows

dWq(µ
∞
1 , µ∞

2 ) ≤
(∫

X×X
∥x− y∥qXπ∞(dx,dy)

)1/q

≤ lim inf
j→∞

(∫
X×X

∥x− y∥qXπ(nkj)(dx,dy)

)1/q

(6.24)

= lim inf
j→∞

dWq

(
µ
(nkj)
1 , µ

(nkj)
2

)
(6.25)

= lim inf
n→∞

dWq

(
µ
(n)
1 , µ

(n)
2

)
.(6.26)
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Indeed, (6.24) follows by Lemma 6.4, (6.25) follows with (6.23), and (6.26) follows from (6.22). □

Lemma 6.6. Let p ∈ N0 and q ∈ N such that q > p. Moreover, let (X, ∥ · ∥X) be a separable Banach
space. Then, for any µ̂ ∈ Mq

1(X) and ε > 0, the set

B(q)
ε (µ̂) :=

{
µ ∈ Mq

1(X)
∣∣ dWq (µ, µ̂) ≤ ε

}
is compact w.r.t. τp.

Proof. The case p = 0 follows, e.g., from [78, Theorem 1]. Hence, w.l.o.g. we can assume p > 0.
First, to see that the set is relatively compact w.r.t. τp, note that by [78, Lemma 1] we have

sup
µ∈B(q)

ε (µ̂)

∫
X
∥x∥pX∥x∥q−p

X µ(dx) = sup
µ∈B(q)

ε (µ̂)

∫
X
∥x∥qXµ(dx) < ∞.

Hence, since [0,∞) ∋ x 7→ xq−p is monotonically divergent as q > p, we get relative compactness
w.r.t. τp from, e.g., [54, Proposition 2.2.3].

To see that B(q)
ε (µ̂) is closed, we apply Lemma 6.5, and obtain that

(6.27)
Mq

1(X) → R
µ 7→ dWq(µ̂, µ)

is lower semicontinuous. Hence, B(q)
ε (µ̂) being a superlevel set of (6.27) is closed. □

Proof of Proposition 4.1. Let t ∈ {0, 1, . . . , T} be fixed. We verify that the conditions (i)-(iv) of
Assumption 2.1 are fulfilled.

(i) The ambiguity set Pt(ω
t) contains, by definition, for all ωt ∈ Ωt the reference measure P̂t(ω

t)
and is hence non-empty. Moreover, by, e.g., [78, Lemma 1] we have Pt(ω

t) ⊆ Mq
1(Ωloc) ⊆

Mmax{1,p}
1 (Ωloc) for all ω

t ∈ Ωt as p < q.
The compactness of Pt(ω

t) w.r.t. τp follows from Lemma 6.6 as p < q.
To show the upper hemicontinuity we mainly follow the lines of the proof of [49, Proposition
3.1]. Therefore, the goal is to apply the characterization of upper hemicontinuity provided

in Lemma [1, Theorem 17.20]. Let (ωt(n))n∈N ⊆ Ωt such that ωt(n) → ωt ∈ Ωt for n → ∞.

Further, consider a sequence (P(n))n∈N such that P(n) ∈ B(q)
ε

(
P̂t(ω

t(n))
)
= Pt(ω

t(n)) for all

n ∈ N, i.e., we have
(
ωt(n),P(n)

)
n∈N

⊆ GrPt, where GrPt denotes the graph of Pt.

Let (δn)n∈N ⊆ (0, 1) with limm→∞ δn = 0. Note that, since Ωt ∋ ωt 7→ P̂t(ω
t) is, by

assumption, LB-Lipschitz continuous we have

lim
n→∞

dWq

(
P̂t(ω

t), P̂t(ω
t(n))

)
≤ lim

n→∞
LB · ∥ωt − ωt(n)∥ = 0.

Hence, there exists a subsequence
(
P̂t(ω

t(nk))
)
k∈N

such that

(6.28) dWq

(
P̂t(ω

t), P̂t(ω
t(nk))

)
< δk · ε for all k ∈ N.

This implies for each P(nk), k ∈ N, that

dWq

(
P̂t(ω

t),P(nk)
)
≤ dWq

(
P̂t(ω

t), P̂t(ω
t(nk))

)
+ dWq

(
P̂t(ω

t(nk))),P(nk)
)
≤ δk · ε+ ε ≤ 2ε.

Hence, P(nk) ∈ B(q)
2ε (P̂t(ω

t)) for all k ∈ N. According to Lemma 6.6, B(q)
2ε (P̂t(ω

t)) is compact

in τp, implying the existence of a subsequence (P(nkℓ
))ℓ∈N such that P(nkℓ

) τp−→ P as ℓ → ∞
for some P ∈ B(q)

2ε (P̂t(ω
t)). In particular, since by assumption P̂t(ω

t) possesses finite q-th
moments, P has also finite q-th moments, see [78, Lemma 1]. It remains to prove that

P ∈ B(q)
ε (P̂t(ω

t)). To that end, define for each k ∈ N

(6.29) P̃(nk) := (1− δk) · P(nk) + δk · P̂t(ω
t(nk)).
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Then, for each k ∈ N we have

(6.30)

dWq

(
P̂t(ω

t(nk)), P̃(nk)
)

= dWq

(
(1− δk) · P̂t(ω

t(nk)) + δk · P̂t(ω
t(nk)), (1− δk) · P(nk) + δk · P̂t(ω

t(nk))
)

= (1− δk) · dWq

(
P̂t(ω

t(nk)),P(nk)
)
≤ (1− δk) · ε.

Therefore, by (6.28) and (6.30) we have for each ℓ ∈ N that

(6.31)
dWq

(
P̂t(ω

t), P̃(nkℓ)
)
≤ dWq

(
P̂t(ω

t), P̂t(ω
t(nkℓ))

)
+ dWq

(
P̂t(ω

t(nkℓ)), P̃(nkℓ)
)

≤ δkℓ · ε+ (1− δkℓ) · ε = ε.

Furthermore, we have by (6.29) that

(6.32) lim
ℓ→∞

P̃(nkℓ) = lim
ℓ→∞

P(nkℓ) = P in τp.

Since µ 7→ dWq(P̂t(ω
t), µ) is lower semicontinuous in τp, see Lemma 6.5, we obtain from

(6.31) and (6.32) that

dWq

(
P̂t(ω

t),P
)
≤ lim inf

ℓ→∞
dWq

(
P̂t(ω

t), P̃(nkℓ)
)
≤ ε,

and hence P ∈ B(q)
ε (P̂t(ω

t)). The assertion that P is upper hemicontinuous follows now with
the characterization of upper hemicontinuity provided in [1, Theorem 17.20].

To show the lower hemicontinuity we use the same arguments that were used to prove
[49, Proposition 3.1]. To this end, we first define the set-valued map

◦
Pt : Ω

t ∋ ωt ↠
◦
B(q)
ε (P̂t(ω

t)) :=
{
P ∈ M1(Ω

t)
∣∣∣ dWq(P, P̂t(ω

t)) < ε
}

and conclude the lower hemicontinuity of
◦
Pt with [1, Theorem 17.21]. To this end, we

consider a sequence (ωt(n))n∈N ⊂ Ωt such that ωt(n) → ωt ∈ Ωt for n → ∞, and we consider

some P ∈
◦
Pt

(
ωt
)
=

◦
B(q)
ε (P̂t(ω

t)). Note that since
◦
B(q)
ε (P̂t(ω

t)) is defined as an open ball

with respect to τq, there exists some 0 < δ < ε such that P ∈
◦
B(q)
ε−δ(P̂t(ω

t)). We define for
n ∈ N the measure

P(n) :=

{
P̂t(ω

t(n)), if dWq

(
P̂t(ω

t(n)), P̂t(ω
t)
)
≥ δ

P, else.

Then, we claim that P(n) ∈
◦
Pt

(
(ωt(n))

)
for all n ∈ N. Indeed, if dWq

(
P̂t(ω

t(n)), P̂t(ω
t)
)
≥ δ

this follows by definition of P(n), whereas if dWq

(
P̂t(ω

t(n)), P̂t(ω
t)
)
< δ, then P(n) = P, and

hence by the triangle inequality

dWq

(
P, P̂t(ω

t(n))
)
≤ dWq

(
P, P̂t(ω

t)
)
+ dWq

(
P̂t(ω

t), P̂t(ω
t(n))

)
< (ε− δ) + δ = ε.

By the LB-Lipschitz continuity of Ωt ∋ ωt 7→ P̂t(ω
t), we have that

lim
n→∞

dWq

(
P̂t(ω

t(n)), P̂t(ω
t)
)
≤ lim

n→∞
LB∥ωt − ωt(n)∥ = 0.

Thus, there exists some N ∈ N such that we have P(n) = P for all n ≥ N and thus,
in particular P(n) → P w.r.t. τp for n → ∞, which concludes the lower hemicontinuity of
◦
Pt with [1, Theorem 17.21]. Next, we claim that the τp-closure of

◦
B(q)
ε (P̂t(ω

t)), denoted

by clτp

( ◦
B(q)
ε (P̂t(ω

t))
)
, coincides with Bε

(q)(P̂t(ω
t)). Indeed, the inclusion Bε

(q)(P̂t(ω
t)) ⊆

clτp

( ◦
B(q)
ε (P̂t(ω

t))
)
follows, since clτp

( ◦
B(q)
ε (P̂t(ω

t))
)
is closed in τp and hence also in τq. To

show the reverse inclusion clτp

( ◦
B(q)
ε (P̂t(ω

t))
)

⊆ Bε
(q)(P̂t(ω

t)) let P ∈ clτp

( ◦
B(q)
ε (P̂t(ω

t))
)
.

Then, there exists a sequence (P(n))n∈N ⊆
◦
B(q)
ε (P̂t(ω

t)) with P(n) τp−→ P as n → ∞. Hence,
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by using the lower semicontinuity of µ 7→ Wq(µ, P̂t(ω
t)) with respect to τp (see Lemma 6.5),

we obtain

Wq

(
P, P̂t(ω

t)
)
≤ lim inf

n→∞
Wq

(
P(n), P̂t(ω

t)
)
≤ ε.

Hence, clτp

( ◦
B(q)
ε (P̂t(ω

t))
)
= Bε

(q)(P̂t(ω
t)) and [1, Lemma 17.22] implies that the set-valued

map P : Ωt ∋ ωt ↠ clτp

( ◦
B(q)
ε (P̂t(ω

t))
)
= Bε

(q)(P̂t(ω
t)) is lower hemicontinuous.

(ii) Define the constant

CP,t := max

{
2p−1

(
ε+ inf

ωt
a∈Ωt

{(∫
Ωloc

∥z∥pP̂t(ω
t
a)(dz)

)1/p

+ LB

t∑
i=1

∥ωt
a,i∥
})p

, 2p−1Lp
Bt

p−1, 1

}
< ∞.

For all ωt ∈ Ωt and P ∈ Pt(ω
t) let πp(dx, dy) ∈ Π(P, P̂t(ω

t)) be the optimal coupling of P
and P̂t(ω

t) w.r.t. the p-Wasserstein distance dWp . Then, by Minkowski’s inequality we have

(6.33)

(∫
Ωloc

∥x∥pP(dx)
)1/p

=

(∫
Ωloc×Ωloc

∥x∥pπp(dx,dy)
)1/p

≤
(∫

Ωloc×Ωloc

∥x− y∥pπp(dx,dy)
)1/p

+

(∫
Ωloc

∥y∥pP̂t(ω
t)(dy)

)1/p

= dWp(P, P̂t(ω
t)) +

(∫
Ωloc

∥y∥pP̂t(ω
t)(dy)

)1/p

≤ ε+

(∫
Ωloc

∥y∥pP̂t(ω
t)(dy)

)1/p

.

Now for any arbitrary ωt
a ∈ Ωt let πP̂(ωt

a)
∈ Π

(
P̂t(ω

t), P̂t(ω
t
a)
)

be the optimal coupling

of P̂t(ω
t) and P̂t(ω

t
a) w.r.t. the p-Wasserstein distance dWp . Then, by (6.33), Minkowski’s

inequality, the Lipschitz continuity of Ωt ∋ ωt 7→ P̂t(ω
t) ∈ (Mq

1(Ωloc), τq), and that p < q
we have

(∫
Ωloc

∥x∥pP(dx)
)1/p

≤ ε+

(∫
Ωloc×Ωloc

∥y∥pπP̂t(ωt
a)
(dy,dz)

)1/p

≤ ε+

(∫
Ωloc

∥z∥pP̂t(ω
t
a)(dz)

)1/p

+

(∫
Ωloc×Ωloc

∥y − z∥pπP̂t(ωt
a)
(dx,dy)

)1/p

= ε+

(∫
Ωloc

∥z∥pP̂t(ω
t
a)(dz)

)1/p

+ dWp(P̂t(ω
t), P̂t(ω

t
a))

≤ ε+

(∫
Ωloc

∥z∥pP̂t(ω
t
a)(dz)

)1/p

+ dWq(P̂t(ω
t), P̂t(ω

t
a))

≤ ε+

(∫
Ωloc

∥z∥pP̂t(ω
t
a)(dz)

)1/p

+ LB

t∑
i=1

∥ωt
i − ωt

a,i∥

≤ ε+

(∫
Ωloc

∥z∥pP̂t(ω
t
a)(dz)

)1/p

+ LB

t∑
i=1

∥ωt
a,i∥+ LB

t∑
i=1

∥ωt
i∥.

(6.34)

Since ωt
a ∈ Ωt was arbitrary, we conclude that(∫

Ωloc

∥x∥pP(dx)
)1/p

≤ ε+ inf
ωt
a∈Ωt

{(∫
Ωloc

∥z∥pP̂t(ω
t
a)(dz)

)1/p

+ LB

t∑
i=1

∥ωt
a,i∥
}
+ LB

t∑
i=1

∥ωt
i∥.

This implies that
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∫
Ωloc

∥x∥pP(dx) ≤ 2p−1

(
ε+ inf

ωt
a∈Ωt

{(∫
Ωloc

∥z∥pP̂t(ω
t
a)(dz)

)1/p

+ LB

t∑
i=1

∥ωt
a,i∥
})p

+ 2p−1Lp
B

( t∑
i=1

∥ωt
i∥
)p

≤ 2p−1

(
ε+ inf

ωt
a∈Ωt

{(∫
Ωloc

∥z∥pP̂t(ω
t
a)(dz)

)1/p

+ LB

t∑
i=1

∥ωt
a,i∥
})p

+ 2p−1Lp
Bt

p−1
t∑

i=1

∥ωt
i∥p

≤ CP,t

(
1 +

t∑
i=1

∥ωt
i∥p
)
.

(iii) Let ωt, ω̃t ∈ Ωt and let P1 ∈ Pt(ω
t) = B(q)

ε

(
P̂t(ω

t)
)
. Without loss of generality assume

P1 ̸∈ Pt(ω̃
t).

In the following, we denote P̂1 := P̂t(ω
t), P̂2 := P̂t(ω̃

t) as well as Ω̂loc,1 := Ωloc, Ω̂loc,2 :=
Ωloc, Ωloc,1 := Ωloc , Ωloc,2 := Ωloc, i.e., we simply consider copies of Ωloc. Then, we consider

a probability measure γ := γ(da,db,dc) ∈ M1

(
Ω̂loc,1 × Ω̂loc,2 × Ωloc,1

)
which fulfils the

following marginal constraints.

(1) The marginal of γ on Ω̂loc,1 is P̂1.

(2) The marginal of γ on Ω̂loc,2 is P̂2.
(3) The marginal of γ on Ωloc,1 is P1.

(4) The marginal of γ on Ω̂loc,1 × Ω̂loc,2 minimizes the q-Wasserstein distance between P̂1

and P̂2.
(5) The marginal of γ on Ω̂loc,1 × Ωloc,1 minimizes the q-Wasserstein distance between P̂1

and P1.
The existence of such a probability measure follows by the Gluing Lemma, see, e.g. [71,
Lemma 7.6.]. Then, define the map

(6.35)

v : Ωloc × Ωloc × Ωloc → Rd

(a, b, c) 7→

{
a if a = b = c,

∥c−a∥
∥c−a∥+∥b−a∥ · c+

(
1− ∥c−a∥

∥c−a∥+∥b−a∥

)
· b else .

Note that by the convexity of Ωloc we have that the image of v is contained in Ωloc ⊆ Rd.
We set

γ̃ := γ ◦
(
id

Ωloc,1×Ωloc,2×Ω̂loc,1
, v
)−1

∈ M1

(
Ω̂loc,1 × Ω̂loc,2 × Ωloc,1 × Ωloc,2

)
.

Let P2 ∈ M1(Ωloc,2) = M1(Ωloc) be defined as the marginal of γ̃ on Ωloc,2.
For any (a, b, c) ∈ Ωloc × Ωloc × Ωloc we claim the following inequalities hold

∥v(a, b, c)− c∥ ≤ ∥b− a∥,(6.36)

∥v(a, b, c)− b∥ ≤ ∥c− a∥.(6.37)

In the case a = b = c the inequalities (6.36) and (6.37) are trivial, so without loss of
generality (a = b = c) does not hold. For (6.36) note that, by definition of v, we have

∥v(a, b, c)− c∥ =

∥∥∥∥−(1− ∥c− a∥
∥c− a∥+ ∥b− a∥

)
· c+

(
1− ∥c− a∥

∥c− a∥+ ∥b− a∥

)
· b
∥∥∥∥

=

∥∥∥∥−( ∥b− a∥
∥c− a∥+ ∥b− a∥

)
· c+

(
∥b− a∥

∥c− a∥+ ∥b− a∥

)
· b
∥∥∥∥

≤ ∥b− c∥ · ∥b− a∥
∥c− a∥+ ∥b− a∥

≤ (∥b− a∥+ ∥a− c∥) · ∥b− a∥
∥c− a∥+ ∥b− a∥

= ∥b− a∥.
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Similarly, to see (6.37), note that

∥v(a, b, c)− b∥ =

∥∥∥∥ ∥c− a∥
∥c− a∥+ ∥b− a∥

· c− ∥c− a∥
∥c− a∥+ ∥b− a∥

· b
∥∥∥∥

≤ ∥b− c∥ · ∥c− a∥
∥c− a∥+ ∥b− a∥

≤ ∥c− a∥.

Next, we claim P2 ∈ B(q)
ε

(
P̂2

)
. Note that, by construction, the second and fourth marginals

of γ̃ are P̂2 and P2, respectively. Hence, by (6.37), by the definition of γ, and as P1 ∈
B(q)
ε

(
P̂1

)
we have indeed that

dWq

(
P̂2,P2

)q
= inf

π∈Π(P̂2,P2)

∫
Ωloc×Ωloc

∥d− b∥qπ(dd,db)

≤
∫
Ωloc×Ωloc×Ωloc×Ωloc

∥d− b∥qγ̃(da,db,dc,dd)

=

∫
Ωloc×Ωloc×Ωloc

∥v(a, b, c)− b∥qγ(da,db,dc)

≤
∫
Ωloc×Ωloc×Ωloc

∥c− a∥qγ(da,db,dc)

= dWq

(
P̂1,P1

)q
≤ εq.

Moreover, we claim that

(6.38) dWq (P1,P2) ≤ dWq

(
P̂1, P̂2

)
.

Indeed, by construction, the third and fourth marginals of γ̃ are P1 and P2, respectively.
Hence, by (6.36) and by the definition of γ we have

dWq (P1,P2)
q ≤

∫
Ωloc×Ωloc×Ωloc×Ωloc

∥c− d∥qγ̃(da,db,dc,dd)

=

∫
Ωloc×Ωloc×Ωloc

∥c− v(a, b, c)∥qγ(da,db,dc)

≤
∫
Ωloc×Ωloc×Ωloc

∥b− a∥qγ(da,db,dc) = dWq

(
P̂1, P̂2

)q
.

Finally, since P̂1 := P̂t(ω
t), P̂2 := P̂t(ω̃

t), and by the assumption that dWq(P̂t(ω
t), P̂t(ω̃

t)) ≤
LB ·

(∑t
i=1 ∥ωt

i − ω̃t
i∥
)
, we obtain with (6.38) that

(6.39) dWq(P1,P2) ≤ dWq(P̂1, P̂2) ≤ LB ·

(
t∑

i=1

∥ωt
i − ω̃t

i∥

)
.

This shows with Hölder’s inequality that Assumption 2.1 (iii) holds.

(iv) The ambiguity set P0 contains, by definition, the reference measure P̂0 and is hence non-

empty. Moreover, by, e.g., [78, Lemma 1] we have P0 ⊆ Mq
1(Ωloc) ⊆ Mmax{1,p}

1 (Ωloc) since
q > p.
The compactness of P0 w.r.t. τp follows from Lemma 6.6. Let P ∈ P0 and denote by πp ∈
Π
(
P, P̂0

)
the optimal coupling between P and P̂0 w.r.t. the p-Wasserstein distance dWp .



24 A. NEUFELD, J. SESTER

Then, by Minkowski’s inequality we have

(6.40)

(∫
Ωloc

∥x∥pP(dx)
)1/p

=

∫
Ωloc×Ωloc

∥x∥pπp(dx,dy)

≤
(∫

Ωloc×Ωloc

∥x− y∥pπp(dx, dy)
)1/p

+

(∫
Ωloc

∥y∥pP̂0(dy)

)1/p

= dWp(P, P̂0) +

(∫
Ωloc

∥y∥pP̂0(dy)

)1/p

≤ ε+

(∫
Ωloc

∥y∥pP̂0(dy)

)1/p

< ∞.

□
Proof of Proposition 4.2.
We verify all four properties of Assumption 2.1. To this end, let ε0, . . . , εT−1 > 0 be arbitrary.
To see that Assumption 2.1 (iv) holds, note that we can w.l.o.g. assume that p ≥ 1, as for p = 0,

Assumption 2.1 (iv) holds trivially. For the case p ≥ 1 let P ∈ P(ε0)
0 . Then, by definition of P(ε0)

0

in (A5), there exists some θ ∈ Θ0 with ∥θ − θ̂0∥ ≤ ε0 such that P ≡ Pθ. Next, let Π0 be the
optimal coupling of Pθ and P

θ̂0
w.r.t. the p-Wasserstein distance dWp . Then, by using Minkowski’s

inequality and (A2) we obtain that(∫
Ωloc

∥x∥pP(dx)
)1/p

=

(∫
Ωloc×Ωloc

∥x∥pΠ0(dx,dy)

)1/p

≤
(∫

Ωloc

∥y∥pP
θ̂0
(dy)

)1/p

+ dWp(Pθ,Pθ̂0
)

≤
(∫

Ωloc

∥y∥pP
θ̂0
(dy)

)1/p

+ LPθ,t · ∥θ − θ̂0∥

≤
(∫

Ωloc

∥y∥pP
θ̂0
(dy)

)1/p

+ LPθ,t · ε0 =: C
1/p
P,0 < ∞.

Moreover, Θ
(ε0)
0 :=

{
θ ∈ Θ0

∣∣∣ ∥θ − θ̂0∥ ≤ ε0

}
⊆ RD0 is compact as Θ0 is closed. The map

Ψ : Θ0 → (Mp
1(Ωloc), τp)

θ 7→ Pθ

is continuous by (A2), and P(ε0)
0 = Ψ(Θε0

0 ) is an image of a compact set under a continuous map

and thus compact. The non-emptiness of P(ε0)
0 follows as Θ

(ε0)
0 is non-empty by (A1). Hence, we

have shown that Assumption 2.1 (iv) is satisfied.
Next, we show that Assumption 2.1 (i) is fulfilled. To this end, let t ∈ {1, . . . , T − 1} be fixed. The

non-emptiness of P(ε)
t follows by definition and by (A1). We define the correspondence

Ωt ↠ RDt

(ω1, . . . , ωt) 7→ Θ
(εt)
t (ω1, . . . , ωt) :=

{
θ ∈ Θt

∣∣∣ ∥θ − θ̂t(ω1, . . . , ωt)∥ ≤ εt

}
.

Since by assumption (A3) the map Ωt ∋ (ω1, . . . , ωt) 7→ θ̂t(ω1, . . . , ωt) is continuous, by the same

argument as in the proof of [49, Proposition 4.2] one shows that Θ
(ε)
t (·) is a non-empty, compact-

valued continuous correspondence.

Then, as for any (ω1, . . . , ωt) ∈ Ωt we have P(εt)
t (ω1, . . . , ωt) =

{
Pθ ∈ M1(Ωloc)

∣∣∣ θ ∈ Θ
(εt)
t (ω1, . . . , ωt)

}
,

the result follows directly by [49, Proposition 3.2]. Hence, Assumption 2.1 (i) is satisfied.

To see Assumption 2.1 (ii) we again assume w.l.o.g. p ≥ 1. In this case, let (ω1, . . . , ωt) ∈ Ωt

and P ∈ P(εt)
t (ω1, . . . , ωt). By definition of P(εt)

t in (A4), there exists some θ ∈ Θt such that

∥θ − θ̂t(ω1, . . . , ωt)∥ ≤ εt and such that P = Pθ. Let πt(dx,dy) denote an optimal coupling of P
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and P
θ̂t(ω1,...,ωt)

with respect to the Wasserstein-p distance dWp . Then, by Minkowski’s inequality

we have
(6.41)(∫

Ωloc

∥x∥pP(dx)
)1/p

=

(∫
Ωloc×Ωloc

∥x∥pπt(dx, dy)
)1/p

≤
(∫

Ωloc×Ωloc

∥x− y∥pπt(dx,dy)
)1/p

+

(∫
Ωloc

∥y∥pP
θ̂t(ω1,...,ωt)

(dy)

)1/p

= dWp

(
P,P

θ̂t(ω1,...,ωt)

)
+

(∫
Ωloc

∥y∥pP
θ̂t(ω1,...,ωt)

(dy)

)1/p

.

By Assumption (A2), as p ≥ 1, we have

(6.42) dWp

(
P,P

θ̂t(ω1,...,ωt)

)
= dWp

(
Pθ,Pθ̂t(ω1,...,ωt)

)
≤ LPθ,t · ∥θ − θ̂t(ω1, . . . , ωt)∥ ≤ LPθ,t · εt.

Next, for any arbitrary ω∗
ref = (ω∗

ref,1, . . . , ω
∗
ref,t) ∈ Ωt, let π̃(dy,dx) be an optimal coupling of

P
θ̂t(ω1,...,ωt)

and P
θ̂t(ω∗

ref)
with respect to dWp . Then, due to Minkowski’s inequality, (A2), and

(A3), we have(∫
Ωloc

∥y∥pP
θ̂t(ω1,...,ωt)

(dy)

)1/p

=

(∫
Ωloc×Ωloc

∥y∥pπ̃(dy,dz)
)1/p

≤
(∫

Ωloc

∥z∥pP
θ̂t(ω∗

ref)
(dz)

)1/p

+ dWp

(
P
θ̂t(ω1,...,ωt)

, P
θ̂t(ω∗

ref)

)
≤
(∫

Ωloc

∥z∥pP
θ̂t(ω∗

ref)
(dz)

)1/p

+ LPθ,t ·
∥∥∥θ̂t(ω1, . . . , ωt)− θ̂t(ω

∗
ref)
∥∥∥

≤
(∫

Ωloc

∥z∥pP
θ̂t(ω∗

ref)
(dz)

)1/p

+ LPθ,t · Lθ ·
t∑

i=1

∥ωi − ω∗
ref,i∥

≤
(∫

Ωloc

∥z∥pP
θ̂t(ω∗

ref)
(dz)

)1/p

+ LPθ,t · Lθ ·
t∑

i=1

(
∥ω∗

ref,i∥+ ∥ωi∥
)
.

Since ω∗
ref = (ω∗

ref,1, . . . , ω
∗
ref,t) ∈ Ωt was arbitrarily chosen, we obtain that

(6.43)

(∫
Ωloc

∥y∥pP
θ̂t(ω1,...,ωt)

(dy)

)1/p

≤ inf
ω∗
ref∈Ωt

{(∫
Ωloc

∥z∥pP
θ̂t(ω∗

ref)
(dz)

)1/p

+ LPθ,t · Lθ ·
t∑

i=1

∥ω∗
ref,i∥

}
+ LPθ,t · Lθ ·

t∑
i=1

∥ωi∥.

Therefore, we see that (6.41), (6.42), and (6.43) together imply that∫
Ωloc

∥x∥pP(dx) ≤ 2p−1

(
LPθ,t · εt + inf

ω∗
ref∈Ωt

{(∫
Ωloc

∥z∥pP
θ̂t(ω∗

ref)
(dz)

)1/p

+ LPθ,t · Lθ ·
t∑

i=1

∥ω∗
ref,i∥

})p

+ 2p−1Lp
Pθ,t

· Lp
θ · t

p−1
t∑

i=1

∥ωi∥p

≤ CP,t ·

(
1 +

t∑
i=1

∥ωi∥p
)
,

for

CP,t := max

{
2p−1

(
LPθ,t · εt + inf

ω∗
ref∈Ωt

{(∫
Ωloc

∥z∥pP
θ̂t(ω∗

ref)
(dz)

)1/p

+ LPθ,t · Lθ ·
t∑

i=1

∥ω∗
ref,i∥

})p

,

, 2p−1Lp
Pθ,t

· Lp
θ · t

p−1, 1

}
< ∞,
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which shows Assumption 2.1 (ii).
It remains to show Assumption 2.1 (iii). To that end, let ωt = (ω1, . . . , ωt), ω̃t = (ω̃1, . . . , ω̃t) ∈

Ωt and let P ∈ P(εt)
t (ωt). Then, by definition of P(εt)

t in (A4), there exists some θ ∈ Θt with

∥θ − θ̂(ωt)∥ ≤ εt such that Pθ ≡ P ∈ P(εt)
t (ωt). For the ease of notation we set a := θ̂(ωt) ∈ Θt,

b := θ ∈ Θt, c := θ̂(ω̃t) ∈ Θt. Then, we define

θ̃ :=

{
a, if a = b = c,

∥c−a∥
∥c−a∥+∥b−a∥ · c+ ∥b−a∥

∥c−a∥+∥b−a∥ · b else.

Note that θ̃ ∈ Θt as Θt ∈ RDt is convex. By construction, one can check that ∥θ̃− θ∥ ≤ ∥a− c∥ and

∥θ̃ − θ̂(ω̃t)∥ = ∥θ̃ − c∥ ≤ ∥a− b∥ ≤ εt. Hence, it follows that Pθ̃
∈ P(εt)

t (ω̃t) and by (A2) and (A3)
that

dWmax{1,p}

(
Pθ,Pθ̃

)
≤ LPθ,t · ∥θ̃ − θ∥ ≤ LPθ,t · ∥θ̂(ω

t)− θ̂(ω̃t)∥ ≤ LPθ,t · Lθ ·
t∑

i=1

∥ωt
i − ω̃t

i∥

showing that Assumption 2.1 (iii) is fulfilled. □

Proof of Proposition 4.3. We verify assumptions (A1) – (A5).

(A1) By assumption Θt = Ωloc = [0,∞) is non-empty, convex, and closed.
(A2) Let t ∈ {0, 1, . . . , T − 1} and let θ1, θ2 ∈ Θt with θ1 ̸= θ2. We distinguish two cases.

Case 1: θ1, θ2 ̸= 0
Then, we have the representation

(6.44) dWmax{1,p} (Pθ1 ,Pθ2) =

(∫ 1

0

∣∣∣F−1
Pθ1

(y)− F−1
Pθ2

(y)
∣∣∣max{1,p}

dy

) 1
max{1,p}

,

where [0, 1] ∋ y 7→ F−1
Pθi

(y) := inf{x ∈ R | Pθi ((−∞, x]) ≥ y} denotes the quantile function

of Pθi for i = 1, 2, see, e.g. [61, Equation (3.5)] or [69]. For any i = 1, 2 note that the

cumulative distribution function is given by FPθi
(x) = 1 − e

− 1
θi
x
, x ∈ [0,∞). Hence, the

quantile function computes as

F−1
Pθi

(y) =


∞ if y = 1,

−θi log(1− y), if y ∈ (0, 1),

−∞, if y = 0.

We set

(6.45) LPθ,t := [max{1, p}!]
1

max{1,p} < ∞.

By (6.44), we obtain

dWmax{1,p} (Pθ1 ,Pθ2) =

(∫ 1

0
|θ1 log(1− y)− θ2 log(1− y)|max{1,p} dy

) 1
max{1,p}

≤ |θ1 − θ2|
(∫ 1

0
| log(1− y)|max{1,p}dy

) 1
max{1,p}

= |θ1 − θ2| · LPθ,t.

Case 2: θ1 = 0 or θ2 = 0
Without loss of generality θ1 = 0 and θ2 > 0. Then, we have

F−1
Pθ1

(y) = F−1
δ{0}

(y) =

{
0 if y ∈ (0, 1],

−∞ if y = 0.
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Therefore, by (6.44) and by the definition of LPθ,t in (6.45), we obtain

dWmax{1,p} (Pθ1 ,Pθ2) =

(∫ 1

0
|0− θ2 log(1− y)|max{1,p} dy

) 1
max{1,p}

= θ2

(∫ 1

0
| log(1− y)|max{1,p}dy

) 1
max{1,p}

= |θ1 − θ2| · LPθ,t.

(A3) Let t ∈ {1, . . . , T − 1}, and let ωt, ω̃t ∈ Ωt. Then, we have∥∥∥θ̂t(ωt)− θ̂t(ω̃
t)
∥∥∥ ≤ 1

t

t∑
i=1

∥ωt
i − ω̃t

i∥.

(A4) Follows by definition of Pt.
(A5) Follows by definition of P0.

□

6.3. Proofs of Section 5.

Proof of Proposition 5.1. To verify Assumption 2.1, we aim to apply Proposition 4.1 with p = 0, q =
1. This means we need to show that for all ωt, ω̃t ∈ Ωt there exists some LB > 0 such that we

have dW1(P̂t(ω
t), P̂t(ω̃

t)) ≤ LB ·
(∑t

i=1 ∥ωt
i − ω̃t

i∥
)
. First, for any function f : Ωt → R, we define the

quantity

∥f∥Lip := sup
ωt ̸=ω̃t

|f(ωt)− f(ω̃t)|∑t
i=1 ∥ωt

i − ω̃i
t∥
.

Note that f : Ωt → R is Lipschitz-continuous if and only if ∥f∥Lip < ∞. Next, note that by
construction Ωt ∋ ωt 7→ πs(ω

t) is Lipschitz-continuous for all s = t, · · · , N − 1 with Lipschitz
constant Lπs := ∥πs∥Lip since the partial derivatives of πs exist and are bounded on Ωt. We use this
observation to define Lπ := maxs=t,...,N−1 Lπs . Then, we apply the Kantorovich–Rubinstein duality
(see, e.g. [70, Remark 6.5]) to compute

dW1(P̂t(ω
t), P̂t(ω̃

t)) = sup
f :Ωt→R,
∥f∥Lip≤1

{∫
Ωt

f(x)P̂t(ω
t; dx)−

∫
Ωt

f(x)P̂t(ω̃
t; dx)

}

= sup
f :Ωt→R,
∥f∥Lip≤1

{
N−1∑
s=t

f(Rs+1)πs(ω
t)−

N−1∑
s=t

f(Rs+1)πs(ω̃
t)

}

= sup
f :Ωt→R,
∥f∥Lip≤1

{N−1∑
s=t

(f(Rs+1)− f(0))
(
πs(ω

t)− πs(ω̃
t)
)

+ f(0)
N−1∑
s=t

(
πs(ω

t)− πs(ω̃
t)
)}

= sup
f :Ωt→R,
∥f∥Lip≤1

{N−1∑
s=t

(f(Rs+1)− f(0))
(
πs(ω

t)− πs(ω̃
t)
)}

≤ sup
f :Ωt→R,
∥f∥Lip≤1

{N−1∑
s=t

|Rs+1|Lπ ·

(
t∑

i=1

∥ωt
i − ω̃t

i∥

)}

≤ (N − t) · C · Lπ ·

(
t∑

i=1

∥ωt
i − ω̃t

i∥

)
.

Hence, according to Proposition 4.1, Assumption 2.1 is fulfilled. Next, to verify Assumption 2.3,
note first that Ωloc = [−C,C] is compact and p = 0. Hence, Assumption 2.3 (ii) follows directly as
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(ω, a) 7→ Ψ(ω, a) defined in (5.7) is continuous. Therefore, we only need to verify Assumption 2.3 (i).
To this end, we recall that V , defined in (5.6), is Lipschitz-continuous and that the payoff of the
derivative Φ is Lipschitz-continuous. Moreover,

(6.46) Ω×AT ∋ ((ω1, . . . , ωT ), (d0,∆0, . . . ,∆T−1, )) 7→ d0 +
T−1∑
j=0

∆j

{
S0

(
j∏

k=1

(ωk + 1)

)
· ωj+1

}
is continuously differentiable, and Ω×AT is compact, hence (6.46) is Lipschitz continuous. Therefore
Ω×AT ∋ (ω, a) 7→ Ψ(ω, a) defined in (5.7) being a composition of Lipschitz continuous functions is
Lipschitz continuous. □
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