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ABSTRACT. We introduce a new Langevin dynamics based algorithm, called e-THεO POULA, to solve
optimization problems with discontinuous stochastic gradients which naturally appear in real-world applica-
tions such as quantile estimation, vector quantization, CVaR minimization, and regularized optimization
problems involving ReLU neural networks. We demonstrate both theoretically and numerically the ap-
plicability of the e-THεO POULA algorithm. More precisely, under the conditions that the stochastic
gradient is locally Lipschitz in average and satisfies a certain convexity at infinity condition, we establish
non-asymptotic error bounds for e-THεO POULA in Wasserstein distances and provide a non-asymptotic
estimate for the expected excess risk, which can be controlled to be arbitrarily small. Three key applications
in finance and insurance are provided, namely, multi-period portfolio optimization, transfer learning in
multi-period portfolio optimization, and insurance claim prediction, which involve neural networks with
(Leaky)-ReLU activation functions. Numerical experiments conducted using real-world datasets illus-
trate the superior empirical performance of e-THεO POULA compared to SGLD, TUSLA, ADAM, and
AMSGrad in terms of model accuracy.

1. INTRODUCTION

A wide range of problems in economics, finance, and quantitative risk management can be represented
as stochastic optimization problems. Traditional approaches to solve such problems typically face the
curse of dimensionality in practical settings, which motivates researchers and practitioners to apply
machine learning approaches to obtain approximated solutions. Consequently, deep learning have been
widely adopted to almost all aspects in, e.g., financial applications including option pricing, implied
volatility, prediction, hedging, and portfolio optimization [3, 5, 8, 11, 24, 32, 37, 48, 54, 55, 67, 68], and
applications in insurance [12, 27, 30, 31, 40, 41, 45, 52, 56, 69, 71, 73]. While the aforementioned results
justify the use of deep neural networks through the universal approximation theorem, it is not a trivial
problem to train a deep neural network, which is equivalent to minimizing an associated loss function,
using efficient optimization algorithms. Stochastic gradient descent (SGD) and its variants are popular
methods to solve such non-convex and large scale optimization problems. However, it is well known that
SGD methods are only proven to converge to a stationary point in non-convex settings. Despite the lack
of theoretical guarantees for the SGD methods, the literature on deep learning in finance, insurance, and
their related fields heavily rely on popular optimization methods such as SGD and its variants including,
e.g., ADAM [42] and AMSGrad [58]. In [38], the author explicitly highlights the importance of research
on stochastic optimization methods for problems in finance: ‘The choice of optimisation engine in deep
learning is vitally important in obtaining sensible results, but a topic rarely discussed (at least within
the financial mathematics community)’. The aim of this paper is thus to bridge the theoretical gap
and to extend the empirical understanding of training deep learning models in applications in finance
and insurance. We achieve these by investigating the properties of a newly proposed algorithm, i.e.,
the extended Tamed Hybrid ε-Order POlygonal Unadjusted Langevin Algorithm (e-THεO POULA),
which can be applied to optimization problems with discontinuous stochastic gradients including quantile

Key words and phrases. Langevin dynamics based algorithm, discontinuous stochastic gradient, non-convex stochastic
optimization, non-asymptotic convergence bound, artificial neural networks, ReLU activation function, taming technique,
super-linearly growing coefficients.

Financial supports by The Alan Turing Institute, London under the EPSRC grant EP/N510129/1, the MOE AcRF Tier 2
Grant MOE-T2EP20222-0013, the European Union’s Horizon 2020 research and innovation programme under the Marie
Skłodowska-Curie grant agreement No. 801215, the University of Edinburgh Data-Driven Innovation programme, part of
the Edinburgh and South East Scotland City Region Deal, Institute of Information & communications Technology Planning
& Evaluation (IITP) grant funded by the Korea government (MSIT) (No. 2020-0-01336, Artificial Intelligence Graduate
School Program (UNIST)), National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT)
(No. RS-2023-00253002), and the Guangzhou-HKUST(GZ) Joint Funding Program (No. 2024A03J0630) are gratefully
acknowledged.

1

ar
X

iv
:2

21
0.

13
19

3v
3 

 [
m

at
h.

O
C

] 
 3

0 
Ju

n 
20

24



2 D.-Y. LIM, A. NEUFELD, S. SABANIS, AND Y. ZHANG

estimation, vector quantization, CVaR minimization, and regularized optimization problems involving
ReLU neural networks, see, e.g., [9, 25, 47, 60].

We consider the following optimization problem:

minimize Rd ∋ θ 7→ u(θ) := E[U(θ,X)], (1)

where U : Rd × Rm → R is a measurable function, and X is a given Rm-valued random variable with
probability law L(X). To obtain approximate minimizers of (1), one of the approaches is to apply the
stochastic gradient Langevin dynamics (SGLD) algorithm introduced in [70], which can be viewed as a
variant of the Euler discretization of the Langevin SDE defined on t ∈ [0,∞) given by

dZt = −h (Zt) dt+
√

2β−1dBt, Z0 = θ0, (2)

where θ0 is an Rd-valued random variable, h := ∇u, β > 0 is the inverse temperature parameter, and
(Bt)t≥0 is a d-dimensional Brownian motion. The associated stochastic gradient of the SGLD algorithm
is defined as a measurable function H : Rd × Rm → Rd which satisfies h(θ) = E[H(θ,X)] for all
θ ∈ Rd. One notes that, under mild conditions, the Langevin SDE (2) admits a unique invariant measure
πβ(dθ) � exp(−βu(θ))dθ with β > 0. It has been shown in [36] that πβ concentrates around the
minimizers of u when β takes sufficiently large values. Therefore, minimizing (1) is equivalent to
sampling from πβ with large β. The convergence properties of the SGLD algorithm to πβ in suitable
distances have been well studied in the literature, under the conditions that the (stochastic) gradient of
u is globally Lipschitz continuous and satisfies a (local) dissipativity or convexity at infinity condition,
see, e.g., [10, 13, 57, 72, 75] and references therein. Recent research focuses on the relaxation of the
global Lipschitz condition imposed on the (stochastic) gradient of u so as to accommodate optimization
problems involving neural networks. However, the SGLD algorithm is unstable when applying to objective
functions with highly non-linear (stochastic) gradients, and the absolute moments of the approximations
generated by the SGLD algorithm could diverge to infinity at a finite time point, see [34]. To address this
issue, [49] proposed a tamed unadjusted stochastic Langevin algorithm (TUSLA), which is obtained by
applying the taming technique, developed in, e.g., [7, 35, 62, 63], to the SGLD algorithm. Convergence
results of TUSLA are provided in [49] under the condition that the stochastic gradient of u is polynomially
Lipschitz growing. In [47], the applicability of TUSLA is further extended to the case where the stochastic
gradient of u is discontinuous, and the polynomial Lipschitz condition is replaced by a more relaxed
locally Lipschitz in average condition. The latter condition is similar to [9, Eqn. (6)] and [25, H4],
which well accommodates optimization problems with ReLU neural networks. One may also refer to
[9, 20, 21, 25, 50] for convergence results of the Langevin dynamics based algorithms with discontinuous
(stochastic) gradients.

Despite their established theoretical guarantees, TUSLA and other Langevin dynamics based algorithms
are less popular in practice, especially when training deep learning models, compared to adaptive learning
rate methods including ADAM and AMSGrad. This is due to the superior empirical performance of
the latter group of algorithms in terms of the test accuracy and training speed. In [46], a new class of
Langevin dynamics based algorithms, namely THεO POULA, is proposed based on the advances of
polygonal Euler approximations, see [43, 44]. More precisely, the design of THεO POULA relies on
a combination of a componentwise taming function and a componentwise boosting function, which
simultaneously address the exploding and vanishing gradient problems. Furthermore, such a design
allows THεO POULA to convert from an adaptive learning rate method to a Langevin dynamics based
algorithm when approaching an optimal point, preserving the feature of a fast training speed of the
former and the feature of a good generalization of the latter. In addition, [46] provides a convergence
analysis of THεO POULA for non-convex regularized optimization problems. Under the condition that
the (stochastic) gradient is locally Lipschitz continuous, non-asymptotic error bounds for THεO POULA
in Wasserstein distances are established, and a non-asymptotic estimate for the expected excess risk
is provided. However, the local Lipschitz condition fails to accommodate optimization problems with
discontinuous stochastic gradients.

In this paper, we propose the algorithm e-THεO POULA, which combines the advantages of utilizing
Euler’s polygonal approximations of THεO POULA [46] resulting in its superior empirical performance,
together with a relaxed condition on its stochastic gradient as explained below. We aim to demonstrate
both theoretically and numerically the applicability of e-THεO POULA for optimization problems with
discontinuous stochastic gradients. From a theoretical point of view, our goal is to provide theoretical
guarantees for e-THεO POULA to find approximate minimizers of u with discontinuous stochastic
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gradient. More concretely, we aim to relax the local Lipschitz condition, and replace it with a local
Lipschitz in average condition, see Assumption 2. In addition, [46] considers regularized optimization
problems which assume a certain structure of the stochastic gradients of the corresponding objective
functions. More precisely, [46] assumes that u(θ) := g(θ) + η|θ|2r+1/(2r + 1), θ ∈ Rd, where
g : Rd → R, η > 0, and r > 0. The second term on the RHS of u is the regularization term, and the
stochastic gradient of u, denoted by H : Rd × Rm → Rd, is given by H(θ, x) = G(θ, x) + ηθ|θ|2r
where ∇θg(θ) = E[G(θ,X)]. We aim to generalize the structure of H by replacing ηθ|θ|2r with any
arbitrary function F : Rd × Rm → Rd which satisfies a local Lipschitz condition and a convexity at
infinity condition, see (7) and Assumptions 3 and 4. In our setting, the gradient of the regularization term
is a particular feasible example for the choice of F . In addition to the aforementioned assumptions, by
further imposing conditions on the initial value of e-THεO POULA and on the second argument of H , see
Assumption 1, we establish non-asymptotic error bounds of e-THεO POULA in Wasserstein distances
and a non-asymptotic upper estimate of the expected excess risk given by E[u(θ̂)]− infθ∈Rd u(θ) with
θ̂ denoting an estimator generated by e-THεO POULA, which can be controlled to be arbitrarily small.
From a numerical point of view, we illustrate the powerful empirical performance of e-THεO POULA
by providing key examples in finance and insurance using real-world datasets, i.e., the multi-period
portfolio optimization, transfer learning in the multi-period portfolio optimization, and the insurance
claim prediction via neural network-based non-linear regression. Numerical experiments show that
e-THεO POULA outperforms SGLD, TUSLA, ADAM, and AMSGrad in most cases1 with regard to test
accuracy.

We conclude this section by introducing some notation. For a, b ∈ R, denote by a ∧ b = min{a, b}
and a ∨ b = max{a, b}. Let (Ω,F , P ) be a probability space. We denote by E[Z] the expectation of a
random variable Z. For 1 ≤ p < ∞, Lp is used to denote the usual space of p-integrable real-valued
random variables. Fix integers d,m ≥ 1. For an Rd-valued random variable Z, its law on B(Rd), i.e.
the Borel sigma-algebra of Rd, is denoted by L(Z). For a positive real number a, we denote by ⌊a⌋ its
integer part, and ⌈a⌉ := ⌊a⌋ + 1. The Euclidean scalar product is denoted by ⟨·, ·⟩, with | · | standing
for the corresponding norm (where the dimension of the space may vary depending on the context). For
any integer q ≥ 1, let P(Rq) denote the set of probability measures on B(Rq). For µ ∈ P(Rd) and for a
µ-integrable function f : Rd → R, the notation µ(f) :=

∫
Rd f(θ)µ(dθ) is used. For µ, ν ∈ P(Rd), let

C(µ, ν) denote the set of probability measures ζ on B(R2d) such that its respective marginals are µ, ν.
For two Borel probability measures µ and ν defined on Rd with finite p-th moments, the Wasserstein
distance of order p ≥ 1 is defined as

Wp(µ, ν) :=

(
inf

ζ∈C(µ,ν)

∫
Rd

∫
Rd

|θ − θ̄|pζ(dθ,dθ̄)
)1/p

.

2. E-THεO POULA: SETTING AND DEFINITION

2.1. Setting. Let U : Rd×Rm → R be a Borel measurable function, and let X be an Rm-valued random
variable defined on the probability space (Ω,F , P ) with probability law L(X) satisfying E[|U(θ,X)|] <
∞ for all θ ∈ Rd. We assume that u : Rd → R defined by u(θ) := E[U(θ,X)], θ ∈ Rd, is a continuously
differentiable function, and denote by h := ∇u its gradient. In addition, for any β > 0, we define

πβ(A) :=

∫
A e−βu(θ) dθ∫
Rd e−βu(θ) dθ

, A ∈ B(Rd), (3)

where we assume
∫
Rd e

−βu(θ) dθ <∞.
Denote by (Gn)n∈N0 a given filtration representing the flow of past information, and denote by

G∞ := σ(
⋃

n∈N0
Gn). Moreover, let (Xn)n∈N0 be a (Gn)-adapted process such that (Xn)n∈N0 is a

sequence of i.i.d. Rm-valued random variables with probability law L(X). In addition, let (ξn)n∈N0 be a
sequence of independent standard d-dimensional Gaussian random variables. We assume throughout the
paper that the Rd-valued random variable θ0 (initial condition), G∞, and (ξn)n∈N0 are independent.

Let H : Rd × Rm → Rd be an unbiased estimator of h, i.e., h(θ) = E[H(θ,X0)], for all θ ∈ Rd,
which takes the following form: for all θ ∈ Rd, x ∈ Rm,

H(θ, x) := G(θ, x) + F (θ, x), (4)

1while it performs as good as the best alternative method in the remaining cases.
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where G = (G(1), . . . , G(d)) : Rd × Rm → Rd is Borel measurable and F = (F (1), . . . , F (d)) :
Rd × Rm → Rd is continuous.

Remark 2.1. We consider H taking the form of (4) with G containing discontinuities and F being
locally Lipschitz continuous (see also Assumptions 2 and 3 in Section 4) as it is satisfied by a wide
range of real-world applications including quantile estimation, vector quantization, CVaR minimization,
and regularized optimization problems involving ReLU neural networks, see, e.g., [9, 25, 47, 60]. For
illustrative purposes, we provide concrete examples for each of the applications mentioned above:

(i) For quantile estimation, we aim to identify the q-th quantile of a given distribution L(X). To this
end, we consider the following regularized optimization problem:

minimize R ∋ θ 7→ u(θ) := E [lq(X − θ)] +
η

2(r + 1)
|θ|2(r+1),

where 0 < q < 1, η > 0, r ≥ 0 are regularization and growth constants, respectively, and

lq(z) =

{
qz, z ≥ 0,

(q− 1)z, z < 0.

Then, we have that H(θ, x) := G(θ, x) + F (θ, x) with θ ∈ R, x ∈ R,

F (θ, x) := ηθ|θ|2r, G(θ, x) := −q+ 1{x<θ}.

(ii) For vector quantization, our aim is to optimally quantize a given Rd-valued random vector X by
an Rd-valued random vector taking at most N ∈ N values. For the ease of notation, we consider
the case d = 1. For any θ = (θ(1), . . . , θ(N)) ∈ RN we define the associated Voronoi cells as

V(i)(θ) :=
{
x ∈ R : |x− θ(i)| = min

j∈{1,...,N}
|x− θ(j)|

}
, i = 1, . . . , N.

Then, we quantize the values of X in V(i)(θ) to θ(i) in the following way. We consider minimizing
the mean squared quantization error:

minimize RN ∋ θ 7→ u(θ) :=
N∑
i=1

E
[
|X − θ(i)|21V(i)(θ)(X)

]
+

η

2(r + 1)
|θ|2(r+1),

where η > 0, r ≥ 0. This implies that H(θ, x) := G(θ, x) + F (θ, x) with θ ∈ RN , x ∈ R,

F (θ, x) := ηθ|θ|2r, G(θ, x) := (G(1)(θ, x), . . . , G(N)(θ, x)),

where, for i = 1, . . . , N ,

G(i)(θ, x) = −2(x− θ(i))1V(i)(θ)(x).

We note that, in the case where X ∼ Uniform[0, 1] and N = 2, Voronoi cells take the form
V(1)(θ) = [0, (θ(1) + θ(2))/2] and V(2)(θ) = [(θ(1) + θ(2))/2, 1].

(iii) For CVaR minimization, we consider the problem of obtaining VaR and obtaining optimal weights
which minimize CVaR of a given portfolio consisting of N ∈ N assets, i.e., we consider

minimize RN+1 ∋ θ 7→ u(θ) := E

 1

1− q

(
N∑
i=1

gi(w)X
(i) − θ

)
+

+ θ

+
η

2(r + 1)
|θ|2(r+1),

where θ := (θ, w) = (θ, w(1), . . . , w(N)) ∈ RN+1, for each i = 1, . . . , N , X(i) ∈ R denotes
the loss of the i-th asset, gi : RN → R denotes the (parameterized) weight of the i-th asset with

gi(w) :=
ew

(i)∑N
j=1 e

w(j) ∈ (0, 1), 0 < q < 1, (x)+ := max{0, x} for x ∈ R, η > 0, and r ≥ 0.

Then, we have that H(θ, x) := G(θ, x) + F (θ, x) with θ ∈ RN+1, x ∈ RN ,

F (θ, x) := ηθ|θ|2r, G(θ, x) := (Gθ(θ, x), Gw(1)(θ, x), . . . , Gw(N)(θ, x)),

where for i = 1, . . . , N ,

Gθ(θ, x) := 1− 1

1− q
1{

∑N
i=1 gi(w)x(i)≥θ},
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Gw(j)(θ, x) :=
1

1− q

N∑
i=1

∂w(j)gi(w)x
(i)
1{

∑N
i=1 gi(w)x(i)≥θ}.

(iv) For the regularized optimization problems involving ReLU neural networks, we consider an
example of identifying the best regularized mean-square estimator2. We consider the following
regularized optimization problem:

minimize R2 ∋ θ 7→ u(θ) := E[(Y −N(θ, Z))2] +
η

2(r + 1)
|θ|2(r+1),

2. where N : R2 × R→ R is the neural network given by

N(θ, z) := K1σ1(c0z + b0),

with K1 the weight parameter, σ1(y) = max{0, y}, y ∈ R, the ReLU activation function, c0 the
fixed (pre-trained non-zero) input weight, z the input data, b0 the bias parameter, and where
θ = (K1, b0) ∈ R2 is the parameter of the optimization problem, Y is the R-valued target
random variable, Z is the R-valued input random variable, and η, r > 0. Then, we have that
H(θ, x) := G(θ, x) + F (θ, x) with θ ∈ R2, x = (y, z) ∈ R2,

F (θ, x) := ηθ|θ|2r, G(θ, x) := (GK1(θ, x), Gb0(θ, x))

where

GK1(θ, x) = −2(y −N(θ, z))σ1(c0z + b0),

Gb0(θ, x) = −2(y −N(θ, z))K11{z≥−b0/c0}.

We note that all the examples (i)-(iv) satisfy Assumptions 1-4 in Section 4.1, see, e.g., [9, 25, 47, 64]
for detailed proofs, and hence can be solved using e-THεO POULA with its performance backed by
theoretical results presented in Section 4.2. While examples (i)-(iii) are presented to illustrate the wide
applicability of e-THεO POULA, we focus in this paper on a general case of example (iv) in Section 3.2
and demonstrate the superior empirical performance of e-THεO POULA in Section 3 compared to other
alternatives including SGLD, TUSLA, ADAM, and AMSGrad.

2.2. Algorithm. We define the extended Tamed Hybrid ε-Order POlygonal Unadjusted Langevin Algo-
rithm (e-THεO POULA) by

θλ0 := θ0, θλn+1 := θλn − λHλ(θ
λ
n, Xn+1) +

√
2λβ−1ξn+1, n ∈ N0, (5)

where λ > 0 is the stepsize, β > 0 is the inverse temperature parameter, and where Hλ(θ, x) is defined,
for all θ ∈ Rd, x ∈ Rm, by

Hλ(θ, x) := Gλ(θ, x) + Fλ(θ, x), (6)

with Gλ(θ, x) = (G
(1)
λ (θ, x), . . . , G

(d)
λ (θ, x)) and Fλ(θ, x) = (F

(1)
λ (θ, x), . . . , F

(d)
λ (θ, x)) given by

G
(i)
λ (θ, x) :=

G(i)(θ, x)

1 +
√
λ|G(i)(θ, x)|

(
1 +

√
λ

ε+ |G(i)(θ, x)|

)
, F

(i)
λ (θ, x) :=

F (i)(θ, x)

1 +
√
λ|θ|2r

, (7)

for any i = 1, . . . , d with fixed 0 < ε < 1, r > 0.

Remark 2.2. Recall that the general form of the stochastic gradient Langevin dynamics (SGLD) algorithm
is given by

θSGLD0 := θ0, θSGLDn+1 := θSGLDn − λH(θSGLDn , Xn+1) +
√
2λβ−1ξn+1, n ∈ N0. (8)

Therefore, e-THεO POULA is obtained by replacing H in the SGLD algorithm with Hλ given in (6)-(7).
More precisely, one part of Hλ, i.e., Fλ, is obtained by multiplying F with the taming factor 1 +

√
λ|θ|2r,

while the other part of Hλ, i.e., Gλ, is defined by dividing G componentwise with the taming factor
1 +
√
λ|G(i)(θ, x)| and, importantly, with the boosting function 1 +

√
λ

ε+|G(i)(θ,x)| . One observes that,

when |G(i)(θ, x)| is small, the boosting function takes a large value, which, in turn, contributes to the
step-size and helps prevent the vanishing gradient problem which occurs when the stochastic gradient
is extremely small resulting in insignificant updates of the algorithm before reaching an optimal point,

2For the ease of presentation, we consider the case where the input and target variables are both one dimensional. For the
multi-dimensional version, we refer to Section 3.2 and the corresponding Proposition 3.1.
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while the boosting function is close to one when |G(i)(θ, x)| is large. Moreover, the design of Hλ is
motivated by the regularized optimization problems. In such a setting, F corresponds to the gradient of
the regularization term, and G corresponds to the gradient of the original (non-regularized) objective
function of a given optimization problem. The boosting function, together with the componentwise design
of Gλ, thus significantly improve the training efficiency of e-THεO POULA as demonstrated numerically
in Section 3.

3. NUMERICAL EXPERIMENTS

This section demonstrates the performance of e-THεO POULA by applying it to real-world applications
arising in finance and insurance. In Section 3.1, we apply e-THεO POULA to approximately solve the
problem of portfolio selection studied in [68] using neural networks, where e-THεO POULA is used
for the training of the neural networks. Data sets are generated from popular models in finance such
as Black-Scholes and Autoregressive models. Then, Section 3.2 discusses a transfer learning setting,
based on the dynamic programming principle, in the context of portfolio selection with theoretical
guarantees for the convergence of our proposed algorithm. Next, in Section 3.3, we consider a neural
network-based non-linear regression to predict insurance claims where French auto insurance claim
data is used. Finally, in Section 3.4, we provide a summary of our numerical results as well as a brief
discussion on the optimal choice of optimization algorithms. Source code for all the experiments can be
found at https://github.com/DongyoungLim/eTHEOPOULA.

3.1. Multi-period portfolio optimization. This subsection discusses a deep learning approach proposed
in [68] to solve multi-period portfolio optimization problems. The idea of the approach is to view a given
portfolio optimization problem as a Markov Decision Process (MDP), and then approximate the optimal
policy function of the MDP by means of neural networks. We train the corresponding neural networks
using e-THεO POULA and showcase its performance also in comparison with other popular optimization
algorithms for the training of neural networks.

Fix K > 0. Assume that the financial market is defined on a filtered probability space (Ω, {Fk}Kk=0, P ),
where F0 = {∅,Ω}, with finite time horizon [0,K] where assets can be traded at discrete time points,
k = 0, 1, 2, . . . ,K − 1. For each time point k, denote by Rk ∈ Rp the excess return vector of p risky
assets between the period [k.k + 1), whereas the risk free return is denoted by Rf . Moreover, denote by
Wk ∈ R the wealth of the portfolio at time point k. For positive integers ds and p, denote by S ⊆ Rds the
set of possible states and D ⊆ Rp the set of possible actions representing the proportion of current wealth
invested in each risky asset. Then, for any k = 0, 1, . . . ,K − 1, the evolution of the wealth between the
time points k and k + 1 is given by

Wk+1 = Wk(⟨gk(sk), Rk⟩+Rf ),

where gk(·) : S → D is the investment control policy function on p risky assets at time point k and
sk ∈ S is the state at time point k which is Fk-measurable. Moreover, we denote by U the set of
admissible3 control functions.

In this setting, we are interested in finding the optimal portfolio selection of p risky assets which
maximizes the expected utility function of the terminal wealth WK . The expected utility maximization
problem can be written as an MDP problem as follows:

VK(s0) = max
g0,...,gK−1∈U

E[Ψ(sK)] (9)

s.t. sk+1 = h̄(sk, gk(sk), ηk), k = 0, 1, . . . ,K − 1,

where Ψ(·) : S → R is the objective function, h̄ : S×D×Rm → S with m > 0 is the transition function,
and ηk is an Rm-valued Fk+1-measurable random variable. We assume that each of the Rds-valued state
variable sk contains (in one component) the wealth Wk, see, e.g., the autoregressive (AR) (1) model
below. Furthermore, we set the quadratic utility function as the objective function, which is given by
Ψ(sK) := U(WK) = −(WK − γ

2 )
2 for some fixed γ > 0.

We solve the MDP problem (9) via the deep learning approach proposed in [68]. We briefly introduce
the approach to make our paper self-contained. Denote by Gν the set of standard feedforward neural

3The functions in U may satisfy certain bounding constraints, e.g., D = Πp
i=1[li, ui] for some lower bounds l = (l1, . . . , lp)

and upper bounds u = (u1, . . . , up).

https://github.com/DongyoungLim/eTHEOPOULA
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networks with two hidden layers, which is given explicitly by

Gν = {f : Rds → Rp|f(x) = tanh(K3z + b3), z = σ(K2y + b2),

y = σ(K1x+ b1),K1 ∈ Rν×ds ,K2 ∈ Rν×ν ,K3 ∈ Rp×ν , b1, b2 ∈ Rν , b3 ∈ Rp},
(10)

where ν denotes the number of neurons on each layer of the neural network, tanh(x), for any x ∈ Rp,
is the hyperbolic tangent function at x applied componentwise, and σ(y) = max{0, y}, y ∈ Rν , is the
ReLU activation function at y applied componentwise.

For any matrix M ∈ RaM×bM with aM , bM > 0, denote by [M ] the vector of all elements in
M . Moreover, for any k = 0, 1, . . . ,K − 1, denote by gk(·; θk) : Rds → Rp the approximated
policy function at time k using a neural network with its structure defined in with (10), where θk =
(b1, b2, b3, [K1], [K2], [K3]) ∈ Rν(ds+ν+p+2)+p denotes the parameter of the neural network. Then4, the
MDP problem (9) can be approximated by restricting5 gk(·; θk) ∈ Gν :

−VK(s0) =: VK(s0) ≈ V ∗
K(s0) = min

θ
E[−Ψ(sNN

K (ζ; θ))], (11)

where ζ := (s0, η0, . . . , ηK−1) denotes the vector of the initial state variable and all the random vari-
ables throughout the trading time horizon [0,K], and where sNN

K (ζ; θ) is recursively defined, for
k = 0, 1, . . . ,K − 1, by

sk+1 = h̄(sk, gk(sk; θk), ηk), gk(·; θk) ∈ Gν (12)

with sNN
K (ζ; θ) := sK , θ = (θ0, . . . , θK−1) ∈ Rd being the parameter for the neural networks, d :=

K(ν(ds + ν + p+ 2) + p), and Gν given6 in (10).
We test the performance of e-THεO POULA in comparison with other popular stochastic optimization

algorithms such as SGLD defined in (8), ADAM, and AMSGrad by solving the optimization problem (11)
under two different asset return models: the (discrete-time version of) Black-Scholes model and the
AR(1) model. Moreover, we provide extensive numerical experiments with different market parameters
and different sizes of neurons to demonstrate the efficiency of our algorithm.
Black-Scholes model. For any matrix M ∈ Rp×p, denote by diag(M) := (M11, . . . ,Mpp) the vector of
the diagonal elements of M , and denote by M⊤ its transpose. Denote by Ip the p× p identity matrix.
For any k = 0, . . . ,K − 1, we consider the following (discrete-time) Black-Scholes model analyzed in
[68] for the excess return Rk:

Rk = exp

((
r̃1+Σλ̃− 1

2
diag(ΣΣ⊤)

)
∆+

√
∆Σϵk

)
−Rf1, (13)

where r̃ ∈ R, 1 = (1, . . . , 1) ∈ Rp, Σ ∈ Rp×p, λ̃ ∈ Rp, ∆ > 0 is a constant rebalancing time
period, ϵk, k = 0, . . . ,K − 1, are i.i.d. p-dimensional Gaussian vectors with mean 0 and covariance
Ip, i.e., ϵk ∼ Np(0, Ip), and Rf := exp(r̃∆) denotes the risk free return. In this setting, the excess
returns {Rk}K−1

k=0 are i.i.d.. Then, the equivalent optimization problem to the MDP problem (9) in the
Black-Scholes model can be written as follows:

VK(s0) = min
g0,...,gK−1∈U

E[−U(WK)] = min
g0,...,gK−1∈U

E[(WK − γ/2)2] (14)

s.t. Wk+1 = Wk(⟨gk(sk), Rk⟩+Rf ), k = 0, 1, . . . ,K − 1.

where sk := Wk, ds := 1, ηk := Rk, m := p, and h̄(sk, gk(sk), ηk) := Wk(⟨gk(sk), Rk⟩+Rf ).
We approximate the optimization problem (14) using the deep learning approach (11) where we train

K neural networks involved in (12) with each of the neural networks defined explicitly in (10). In other
words, we have

VK(s0) ≈ V ∗
K(s0) = min

θ
E
[(
sNN
K (ζ; θ)− γ/2

)2]
, (15)

where ζ := (W0, R0, . . . , RK−1) and where sNN
K (ζ; θ) is defined recursively as in (12) with sNN

K (ζ; θ) :=
sK = WK , sk := Wk, k = 0, 1, . . . ,K − 1, and h̄(sk, gk(sk; θk), ηk) := Wk(⟨gk(sk; θk), Rk⟩ + Rf ).
Three different simulation settings of the Black-Scholes model are summarized in Table 1. Similar to

4Note that VK(s0) and VK(s0) only differ by the sign, hence, up to the approximation error, solving (9) is equivalent to
solving (11).

5We refer to [68] for the verification of the approximation.
6In the implementation stage, one might need to perform suitable scalar addition and multiplication for the neural networks

in Gν so that they also satisfy the bounding constraints specified for functions in U .
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p 5 50 100

r̃ 0.03 0.03 0.03
∆ 1/40 1/40 1/30
K 40 40 30
W0 1 1 1
γ 4 5 6
D [0, 1.5]p [0, 1.5]p [0, 0.5]p

λ̃
λ̃i = 0.1 for i = 1, 2 λ̃i = 0.01 for i = 1, . . . , 25 λ̃i = 0.01 for i = 1, . . . , 50

λ̃i = 0.2 for i = 3, 4, 5 λ̃i = 0.05 for i = 26, . . . , 50 λ̃i = 0.05 for i = 51, . . . , 100

Σ
Σii = 0.15 Σii = 0.15 Σii = 0.15

Σij = 0.01 for i ̸= j Σij = 0.005 for i ̸= j Σij = 0.0025 for i ̸= j

TABLE 1. Parameters for optimization problem (14).

test score training speed
p = 5 p = 5

ν 1 5 10 1 5 10
SGLD 0.845 0.836 0.835 NA (1,284) NA (1,284) NA (1,297)

TUSLA 0.852 0.84 0.839 NA (1,445) NA (1,465) NA (1,470)
ADAM 0.832 0.825 0.822 14 (1,375) 69 (1,379) 69 (1,385)

AMSGrad 0.833 0.825 0.822 14 (1,418) 71 (1,417) 71 (1,420)
e-THεO POULA 0.832 0.824 0.822 32 (1,606) 104 (1,598) 88 (1,603)

HJB solution (benchmark) 0.821 0.821 0.821 - - -
p = 50 p = 50

ν 1 5 20 1 5 20
SGLD 2.176 2.079 2.056 NA (1,582) NA (1,587) NA (1,590)

TUSLA 2.401 2.207 2.097 NA (1,776) NA (1,779) NA (1,772)
ADAM 2.048 2.039 2.038 67 (1,666) 135 (1,682) 142 (1,674)

AMSGrad 2.049 2.040 2.039 68 (1,709) 129 (1,718) 173 (1,727)
e-THεO POULA 2.049 2.042 2.041 76 (1,903) 96 (1,915) 154 (1,930)

HJB solution (benchmark) 2.032 2.032 2.032 - - -
p = 100 p = 100

ν 1 5 20 1 5 20
SGLD 3.690 3.581 3.527 NA (1,334) NA (1,339) NA (1,338)

TUSLA 4.693 3.852 3.636 NA (1,523) NA (1,544) NA (1,535)
ADAM 3.541 3.491 3.487 147 (1,403) 170 (1,416) 204 (1,409)

AMSGrad 3.556 3.496 3.489 217 (1,444) 197 (1,459) 167 (1,451)
e-THεO POULA 3.539 3.500 3.496 95 (1,585) 153 (1,611) 183 (1,593)

HJB solution (benchmark) 3.460 3.460 3.460 - - -

TABLE 2. Test score V ∗
K(s0) and two metrics for training speed under the Black-Scholes

model. In the ‘training speed’ column, we report the first time (measured in seconds)
when each optimizer reaches a score within a 1% difference from the lowest best score
over all the optimizers for each experiment. ‘NA’ means that the optimizer does not
achieve a difference of less than 1% from the lowest best score even after 200 epochs.
In addition, the number in each parenthesis indicates the time (measured in seconds)
required to train the model for 200 epochs.

[68], we run our models for 200 steps7 with batch size of 128. For each step, 20,000 training samples
are generated and 157 iterations (= ⌈20,000/128⌉) are performed to train the models. Then, the test
score is computed using 50,000 test samples. In addition, three different numbers of ν are tested for
each experimental setting: for p = 5: ν = {1, 5, 10}; for p = 50: ν = {1, 5, 20}; and for p = 100:
ν = {1, 5, 20}.

7Following [68], we use here the term “step” to indicate “epoch”.
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For e-THεO POULA, we find the best hyperparameters among the following choices: λ = {0.1, 0.05,
0.01}, ϵ = {10−2, 10−4, 10−8, 10−12}, and β = 1012. For SGLD and TUSLA, we use the following
hyperparameters: λ = {0.5, 0.1, 0.05, 0.01} and β = 1012. For ADAM and AMSGrad, the best learning
rate is chosen among λ = {0.1, 0.01, 0.001} with other hyperparameters ϵ = 10−8, β1 = 0.9, and
β2 = 0.999 being fixed. The learning rate is decayed by 10 after 50 steps for all the optimization
algorithms.

In [68], the authors have approximately solved the optimization problem (15) using ADAM. Following
[68], we have also included in Table 2 the values of the solution of the Hamilton-Jacobi-Bellman (HJB)
equation which were calculated in [68]. As highlighted in [68], the solution of the HJB equation can be
interpreted as the continuous-time analog of our discrete-time optimization problem and provides values
which are lower than the ones of the discrete-time optimization problem. However, since there is no
benchmark algorithm for the discrete-time optimization problem we are considering, we follow [68] and
still include the values obtained from the HJB solution.

Figure 1 plots learning curves of all the optimization algorithms for different configurations of
(p, ν). Table 2 shows the best test score V ∗

K(s0), defined in (11), of each optimization algorithm where
V ∗
K(s0) ≈ VK(s0) with VK(s0) defined in (14). As shown in Figure 1 and Table 2, SGLD performs

worst across all the experiments. On the other hand, e-THεO POULA achieves similar test scores as
ADAM and AMSGrad.

We also compare the training speed of the optimization algorithms using two different metrics. First,
we report the first time (measured in seconds) when each optimizer reaches a score within a 1% difference
from the lowest best score over all optimizers, i.e., SGLD, TUSLA, ADAM, AMSGrad, and e-THεO
POULA. For example, in the case of p = 100, ν = 1, the lowest best score is 3.539 attained by e-THεO
POULA. SGLD and TUSLA do not get close to within 1% of the lowest best score for the 200 epochs.
ADAM and AMSGrad achieves values within 1% of the lowest best score after 147 and 217 seconds
have elapsed, respectively. Second, we report the time (measured in seconds) it takes for each optimizer
to train the neural network for 200 epochs. These two metrics for training speed are summarized in
Table 2. Although training the model for 200 epochs with e-THεO POULA takes approximately 15%
longer compared to ADAM, it reaches the best score faster or as fast as the other optimizers.
AR(1) model. We consider the following AR(1) model:

Rk = α+ARk−1 + ϵk, k = 0, 1, . . . ,K − 1, (16)

where α ∈ Rp, A ∈ Rp×p, and ϵk ∼ Np(0,Σ), k = 0, . . . ,K − 1, are i.i.d. with Σ ∈ Rp×p. One
observes that, in this setting, the excess returns {Rk}K−1

k=0 are serially dependent. Thus, under the AR(1)
model (16), the MDP problem (9) is reformulated as follows:

VK(s0) = min
g0,...,gK−1∈U

E[−U(WK)] (17)

s.t. sk+1 = (Wk(⟨gk(sk), Rk⟩+Rf ), Rk), k = 0, 1, . . . ,K − 1.

where sk := (Wk, Rk−1) is the augmented state variable such that the state transition is Markovian,
ds := p+ 1, ηk := ϵk, and m := p.

We aim to approximate the optimization problem (17) using the deep learning approach (11). More
precisely, for numerical experiments, we consider {Rk}K−1

k=0 satisfying the AR(1) model (16) with
p = 30, K = 10, α = (0.015, . . . , 0.015) ∈ Rp, R−1 = α

1.15 , Aii = −0.15, Aij = 0 for i ̸= j,
and Σii = 0.0238, Σij = 0.0027 for i ̸= j. We fix W0 = 1, Rf = 1.03, γ = 15 and D = [0, 1]p.
Moreover, the training scheme is similar to that in the case of the Black-Schole model, but 40,000 training
samples (instead of 20,000) are used for each step. For the AR(1) model (16), numerical or analytical
benchmark values are not available. Therefore, we only report and compare the test scores obtained from
the following four different optimization algorithms: e-THεO POULA, SGLD, ADAM, and AMSGrad.

We use the same hyperparameters as that in the case of the Black-Scholes model for tuning the
optimization algorithms, and then record the best test score among all the combinations of hyperparameters
for each algorithm. Furthermore, we use three different values, i.e., 5, 20, and 50, for the number of
neurons ν in the neural networks. In Figure 2, we show the test scores of the different algorithms for
each value of ν. The best test score is reported in Table 3, which shows that e-THεO POULA attains the
lowest scores compared to SGLD, ADAM, and AMSGrad, as desired.

As in the Black-Scholes model, we provide the training speed of all optimization algorithms. Table 3
shows that while the total training time of e-THεO POULA takes approximately 20% longer compared
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(A) p = 5 and ν = 1 (B) p = 5 and ν = 5 (C) p = 5 and ν = 10

(D) p = 50 and ν = 1 (E) p = 50 and ν = 5 (F) p = 50 and ν = 20

(G) p = 100 and ν = 1 (H) p = 100 and ν = 5 (I) p = 100 and ν = 20

FIGURE 1. Test score V ∗
K(s0) of each optimizer for different number of assets under the

Black-Scholes model. The parameter settings are summarized in Table 1.

(A) ν = 5 (B) ν = 20 (C) ν = 50

FIGURE 2. Test score V ∗
K(s0) of each optimizer for different values of ν under the

AR(1) model.

to ADAM, other optimizers failed to approach values within 1% of the lowest best score achieved by
e-THεO POULA throughout the 200 epochs. This demonstrates in a relevant example that e-THεO
POULA outperforms the other algorithms under consideration in terms of test accuracy.

3.2. Transfer learning in the multi-period portfolio optimization. Transfer learning is a machine
learning technique where knowledge gained from one task is reused to a related task by leveraging
pre-trained models, which allows to save training time and often to achieve better performance [74].
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test score training speed
ν 5 20 50 5 20 50

SGLD 28.255 23.36 24.06 NA (688) NA (686) NA (685)
TUSLA 27.26 26.511 26.189 NA (795) NA (788) NA (787)
ADAM 25.113 19.54 14.76 NA (711) NA (729) NA (736)

AMSGrad 26.329 18.693 17.124 NA (758) NA (754) NA (756)
e-THεO POULA 24.492 18.183 14.522 233 (852) 373 (846) 431 (855)

TABLE 3. Test score V ∗
K(s0) and two metrics for training speed under the AR(1) model.

In the ‘training speed’ column, we report the first time (measured in seconds) when each
optimizer reaches a score within a 1% difference from the lowest best score over all
the optimizers for each experiment. ‘NA’ means that the optimizer does not achieve a
difference of less than 1% from the lowest best score even after 200 epochs. In addition,
the number in each parenthesis indicates the time (measured in seconds) required to train
the model for 200 epochs.

On the other hand, dynamic programming is a typical method to solve MDP problems which involve
optimal decision making over multiple time steps, allowing to decompose the optimal decision problem
over the entire time horizon into several simpler one-time-step optimization problems. This subsection
discusses an interesting connection between the dynamic programming principle (DPP) and transfer
learning, which allows us to present an example relevant in practice that can be solved using e-THεO
POULA (5)-(7) with full theoretical guarantees ensuring its performance. More precisely, by considering
an MDP problem as described in Section 3.1 in a transfer learning setting, we show in Proposition 3.1
that Theorem 4.6 and Corollary 4.7 can be applied to ensure the convergence of e-THεO POULA to the
optimal solution of the aforementioned problem. The setting of the problem is given explicitly as follows.
Transfer learning setting. Consider the single-hidden-layer feedforward network (SLFN) N : Rd̃ ×
Rds → Rp with its i-th element given by

Ni(θ̃, z) = tanh

 ν∑
j=1

K̃ij
1 σ1(⟨cj·, z⟩+ b̃j0)

 , i = 1, . . . , p, (18)

where z ∈ Rds is the input vector, c ∈ Rν×ds is the fixed (i.e. not trained) weight matrix, K̃1 ∈ Rp×ν is
the weight parameter, b̃0 ∈ Rν is the bias parameter, θ̃ = ([K̃1], b̃0) ∈ Rd̃ is the parameter of SLFN (18)
with d̃ = ν(p+ 1), and σ1(y) = max{0, y}, y ∈ R, is the ReLU activation function. In our numerical
experiments, each element in c̄ is generated by a standard normal distribution. We refer to [14], [29],
and [53] for the universal approximation property of neural networks with a randomly generated weight
matrix. In addition, consider the set of two-hidden-layer feedforward network (TLFN) given by

Gν = {f : Rds → Rp|f(x) = tanh(K3z + b3), z = σ2(K2y + b2),

y = σ2(K1x+ b1),K1 ∈ Rν×ds ,K2 ∈ Rν×ν ,K3 ∈ Rp×ν , b1, b2 ∈ Rν , b3 ∈ Rp}.
(19)

We note that TLFN (19) has the same structure as that of TLFN (10), however, we use here the sigmoid
activation function for TLFN (19), i.e., σ2(y) = 1/(1 + e−y), y ∈ Rν , which is applied componentwise,
instead of the ReLU activation function for TLFN (10).

Fix K > 0. We consider the case where the asset excess returns follow the Black-Scholes model in
(13), which implies that {Rk}K−1

k=0 are i.i.d.. Then, consider the time-indexed optimization problem of
(14):

V (t,K,Wt) = min
gt,...,gK−1∈U

E[(WK − γ/2)2|Ft] (20)

s.t. Wk+1 = Wk(⟨gk(Wk), Rk⟩+Rf ), k = t, t+ 1, . . . ,K − 1,

where t = 0, . . . ,K − 1. We note that V (0,K,W0) is the solution of the original problem (14), i.e.,
V (0,K,W0) = VK(W0), where (14) is a special case of the MDP problem (9) with sk := Wk for
k = 0, 1, . . . ,K − 1, ds := 1, ηk := Rk, m := p, and h̄(sk, gk(sk), ηk) := Wk(⟨gk(sk), Rk⟩+Rf ).

Denote by V
∗
K(·) the neural-network-based approximated solution of the MDP problem (14) obtained

using (11), where sNN
K (ζ; θ) recursively defined in (12) is replaced with sNN

K (ζ; θ) which is defined, for
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k = 0, 1, . . . ,K − 1, by

sk+1 = h̄(sk, gk(sk; θk), Rk), gk(·; θk) ∈ Gν (21)

with sNN
K (ζ; θ) := sK , sk := Wk, ζ := (W0, R0, . . . , RK−1), θ = (θ0, . . . , θK−1) ∈ Rd being the

parameter for the neural networks, d := K(ν(ds + ν + p+ 2) + p), and Gν given in (19). This implies
that

VK(W0) = V (0,K,W0) ≈ V
∗
K(W0) = min

θ
E
[(
sNN
K (ζ; θ)− γ/2

)2]
. (22)

We consider the following transfer learning problem: we aim to compute V (0,K + 1,W0) using
V

∗
K(·), where the corresponding K neural networks for V ∗

K(·) have been already trained to approximate
VK(·) as described in (22). More precisely, we use the K neural networks which have been already
trained to obtain V

∗
K(·) ≈ V (0,K, ·) in order to first approximate V (1,K + 1,W g0

1 ) where W g0
1 =

W0(⟨g0(W0), R0⟩+Rf ). This together with the DPP and the time-homogeneity of the MDP (see below
for details) reduces our task to the training of only one SLFN (18), instead of (K + 1) neural networks
involved in V (0,K + 1,W0) as explained in Section 3.1. As a consequence, the training time is reduced
significantly as illustrated in Table 6.

To concretely formulate the aforementioned procedures in transfer learning, we utilize two key ideas,
i.e., DPP and the time-homogeneity property of MDP8, which can be described explicitly as follows:

(Dynamic programming principle) V (0,K,W0) = ming0∈U E[V (1,K,W g0
1 )], (23)

where W g0
1 = W0(⟨g0(W0), R0⟩+Rf ), and

(Time-homogeneity) V (t1, t2, s) = V (0, t2 − t1, s), (24)

where 0 ≤ t1 ≤ t2 and s ∈ S. By using the time-homogeneity property (24), we obtain V (0,K, s) =

V (1,K+1, s), for any s ∈ S , which implies that V ∗
K(·) is also an approximated solution of V (1,K+1, ·).

Then, using the DPP in (23), V (0,K + 1,W0) can be rewritten as follows:

V (0,K + 1,W0) = min
g0∈U

E[V (1,K + 1,W g0
1 )]

≈ min
g0∈U

E[V ∗
K(W g0

1 )]

≈ min
θ̃

E
[
V

∗
K

(
W

N(θ̃,W0)
1

)]
=: V ∗,tl

K+1(W0), (25)

where WN(θ̃,W0)
1 := W0(⟨N(θ̃,W0), R0⟩+Rf ) with N defined in (18), and where V ∗

K(·) is the approxi-
mated solution of VK(·) as described in (22) with sNN

K (ζ; θ) specified in (21). We note that since V
∗
K(·)

is deterministic, our task of approximately solving the MDP problem (25) is equivalent to optimizing the
parameters θ̃ ∈ Rd̃ of SLFN (18) with d̃ = ν(p+ 1).

The next proposition shows that our theoretical convergence results for e-THεO POULA, provided
in Section 4, can be applied to a regularized version of (25). More precisely, we consider the following
regularized optimization problem:

V (0,K + 1,W0) ≈ V ∗,tlreg
K+1 (W0) := min

θ̃

(
E
[
V

∗
K

(
W

N(θ̃,W0)
1

)]
+

η

2(r + 1)
|θ̃|2(r+1)

)
(26)

where r ≥ 1/2 and η > 0.

Proposition 3.1. The optimization problem (26) satisfies Assumptions 1-4 in Section 4.

Proof. See Appendix A.2. □

Thus, by using Proposition 3.1, Theorem 4.6 and Corollary 4.7 can be applied to the optimization
problem (26), which provide theoretical guarantees for e-THεO POULA (5)-(7) to find approximate
minimizers of (26). We refer to Section 4 for the precise non-asymptotic convergence bounds for e-THεO
POULA.

8See [4] and [66] for an overview of stochastic optimal control in discrete-time.
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p = 5, K = 40 p = 50, K = 40 p = 100, K = 30
ν 1 5 10 1 5 20 1 5 20

V ∗
K+1(W0) 0.830 0.820 0.818 2.044 2.037 2.036 3.530 3.483 3.481

V ∗,tlreg
K+1 (W0) 0.830 0.820 0.819 2.047 2.042 2.041 3.530 3.491 3.489

V ∗,tl
K+1(W0) 0.830 0.820 0.819 2.047 2.042 2.041 3.530 3.491 3.489

TABLE 4. Test scores for the full training, the transfer learning, and the transfer learning
with regularization under the Black-Scholes model.

p = 5, K = 40 p = 50, K = 40 p = 100, K = 30
ν 1 5 10 1 5 20 1 5 20

Full Training 574 2,870 7,585 4,264 13,940 61,910 6,324 19,840 79,360
TL with reg 6 30 60 51 255 1,020 101 505 2,020

TL 6 30 60 51 255 1,020 101 505 2,020

TABLE 5. Number of parameters for the transfer learning (with regularization) and full
training. ‘TL with reg.’ and ‘TL’ stand for ’Transfer Learning with regularization’ and
’Transfer Learning,’ respectively.

Remark 3.2. We would like to comment on the regularization term η|θ̃|2(r+1)/(2(r+1)), θ̃ ∈ Rd̃, added
in the optimization problem (26). Theoretically, by adding this term, (part of) the stochastic gradient of
the objective function (26), i.e., F defined in (65), satisfies Assumption 4. This is crucial in obtaining
an upper estimate for the expected excess risk as provided in Theorem 4.6. Numerically, adding the
aforementioned regularization term does not affect essentially the simulation results due to the smallness
of the regularization parameter η (e.g., η is set to be 10−6 in the numerical experiments). This can also
be seen from the numerical results in Table 4, where we obtain similar results compared to those obtained
by solving the original (unregularized) problem (25) with η = 0.

Comparison with full learning setting. We compare the performance between the two training methods,
i.e., full training and transfer learning. More precisely, as discussed in Section 3.1, full training refers
to approximating V (0,K + 1,W0) using (K + 1) neural networks defined in (21) with the structure
of each neural network specified in (19), whereas transfer learning refers to approximately solving
V (0,K + 1,W0) using (25) with V

∗
K(·) obtained using (21). It is worth emphasizing that the dimension

d̃ := ν(p+ 1) of the parameters in transfer learning described in (25) is significantly smaller than that of
the parameters in full learning, i.e., d := (K + 1)(ν(ds + ν + p+ 2) + p).

To generate sample paths under the Black-Scholes model, in both full training and transfer learning
settings, we use identical parameters as in Table 1 except that W0 is uniformly distributed on [0.99, 1.01],
i.e., W0 ∼ Uniform([0.99, 1.01]). Then, we compute V (0,K + 1,W0) ≡ VK+1(W0) defined in (14)
with K = 40 for p = {5, 50} and K = 30 for p = 100. The hidden size ν for the SLFN and TLFN is
specified as follows: ν = {1, 5, 10} for p = 5 and ν = {1, 5, 20} for p = {50, 100}. Moreover, we set
r = 1 and η = 10−6. All the models are trained by e-THεO POULA with the same hyperparameters as
in Section 3.1 and batch size of 128. Then, the test score is computed using 50,000 test samples. Table 4
summarizes the test scores, i.e., the approximated values V ∗

K+1(W0), V
∗,tl
K+1(W0), and V ∗,tlreg

K+1 (W0) of
V (0,K + 1,W0), computed from the full training, the transfer learning, and the transfer learning with
regularization, respectively, while Table 5 shows the number of parameters to be determined for each
experiment. The results show that transfer learning yields a similar test score in comparison with that
of full training while the dimension of parameters of the transfer learning is significantly lower than
that of full training. In addition, we measure the training time for transfer learning and full training to
demonstrate the computational efficiency of the former approach. Table 6 shows that the training time of
transfer learning is at least three times faster than that of full learning.

3.3. Non-linear Gamma regression. In this subsection, we consider optimization problems involving
Gamma regression models. We are interested in non-linear Gamma regression problems which extends
the linear Gamma regression model by replacing its linear regressor function with a neural network in
order to incorporate non-linear relations of the input variables. This approach is widely used in insurance
business to predict insurance claim sizes, see, e.g., [26, 28, 59, 73].
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p = 5, K = 40 p = 50, K = 40 p = 100, K = 30
ν 1 5 10 1 5 20 1 5 20

V ∗
K+1(W0) 593.6 596.7 594.6 599.4 594.1 606.5 440.5 465.1 424.5

V ∗,tlreg
K+1 (W0) 173.0 173.2 173.4 171.3 170.4 176.8 143.1 156.0 158.2

V ∗,tl
K+1(W0) 178.7 178.9 182.0 180.2 184.8 186.3 123.3 131.4 160.5

TABLE 6. Training time (measured in seconds) for the full training, the transfer learning,
and the transfer learning with regularization.

Here, we provide an example of a non-linear Gamma regression model based on neural networks
which can be used to predict a target variable Y ∈ (0,∞) given an input variable Z ∈ Rm. Under the
assumption that Y follows a certain Gamma distribution, its logarithmic mean function can be estimated
by minimizing the negative log-likelihood (NLL) function associated with its density function [28]. We
then train a neural network to approximately solve this minimization problem. More precisely, in this
setting, we assume that Y follows the Gamma distribution with mean µ ∈ (0,∞) and log-dispersion
ϕ ∈ R. Denote by fY : (0,∞)→ (0,∞) the probability density function of Y given explicitly by

fY (y;µ, ϕ) ≡ fY (y) :=
1

yΓ(exp(−ϕ))

(
y

µ exp(ϕ)

)exp(−ϕ)

e
− y exp(−ϕ)

µ , y ∈ (0,∞),

where Γ(exp(−ϕ)) denotes the gamma function evaluated at exp(−ϕ). Moreover, we consider the
following TLFN N̂ : Rd × Rm → R:

N̂(θ, z) := K̂3σ3

(
K̂2σ3

(
K̂1z + b̂1

)
+ b̂2

)
+ b̂3, (27)

where z ∈ Rm is the input vector, θ = (K̂1, K̂2, K̂3, b̂1, b̂2, b̂3) ∈ Rd is the parameter with d =

d1(m + d2 + 1) + 2d2 + 1, K̂1 ∈ Rd1×m, K̂2 ∈ Rd2×d1 , K̂3 ∈ R1×d2 , b̂1 ∈ Rd1 , b̂2 ∈ Rd2 , b̂3 ∈ R,
and σ3(x) := max{0, x} + 0.01min{0, x}, x ∈ R, is the Leaky-ReLU activation function applied
componentwise. Then, we model the logarithmic mean function µ̂ : Rd × Rm → (0,∞) of Y by

log µ̂(θ, z) = logE[Y |Z = z, θ] := N̂(θ, z), (28)

or, equivalently, µ̂(θ, z) := exp(N̂(θ, z)) where N̂ is a TLFN defined in (27). Denote by Θ := (θ, ϕ) ∈
Rd+1. The mean function µ̂ defined in (28) can be estimated by minimizing the NLL function ℓ :
(0,∞)× Rm × Rd+1 → R given by

ℓ(y, z,Θ) := − log fY (y; µ̂(θ, z), ϕ)

= log y + log Γ

(
1

exp(ϕ)

)
− 1

exp(ϕ)

(
log

(
y

exp(ϕ)

)
− N̂(θ, z)

)
+

y

exp(ϕ)
exp (−N̂(θ, z)),

(29)

see, e.g., [28], and the associated regularized optimization problem (for some r, η > 0) is given as
follows:

minimize Rd+1 ∋ Θ 7→ u(Θ) := E[ℓ(Y,Z,Θ)] +
η

2(r + 1)
|θ|2(r+1). (30)

For the numerical experiments, we consider the auto-insurance claim data from “freMTPL2sev” in
the R package “CASdatasets” [22], which contains Ñ = 24,944 observations. Its i-th observation,
i = 1, . . . , Ñ , consists of a target variable, denoted by yi ∈ (0,∞), indicating the average claim size
for one year and an input vector, denoted by zi ∈ Rm, containing relevant quantities including, e.g.,
driver’s age, vehicle’s age, and region. More precisely, in this case, for each i, the input vector zi ∈ Rm

with m = 65 contains 4 continuous variables and 7 categorical variables. We refer to ‘freqMTPL’ in
http://cas.uqam.ca/pub/web/CASdatasets-manual.pdf for the precise description of
the attributes in each input feature. We note that the dimension for each input vector zi is 65. This is due
to the fact that each categorical variable contains certain number of classes, for example, the variable
“VehPower” contains 6 classes, and each element in zi represents one class. Hence, each zi ∈ R65

contains 61 classes and 4 continuous variables as its elements.
For the training and testing purposes, we split the dataset such that the training set contains 70% of the

observations and the test set contains 30% of the observations.

http://cas.uqam.ca/pub/web/CASdatasets-manual.pdf
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FIGURE 3. Negative likelihood curve on training and test set. The colored area corre-
sponds to the mean ± standard deviation for each algorithm.

SGLD TUSLA ADAM AMSGrad e-THεO POULA
test NLL 9.93 (0.439) 8.78 (0.167) 8.66 (0.002) 8.66 (0.003) 8.59 (0.002)

training time 129 129 129 128 130

TABLE 7. The best NLL evaluated on the test set and training time (measured in seconds)
for the non-linear Gamma regression task. We report the mean and standard deviation of
the test NLL computed from three experiments with different random seeds where the
numbers in parenthesises indicate the standard deviations.

We employ e-THεO POULA, SGLD defined in (8), ADAM, and AMSGrad to solve the optimization
problem (29)-(30) using the aforementioned dataset. Set r = 0, η = 0.0005. We note that the opti-
mization problem (29)-(30) is then equivalent to an ℓ2 regularized optimization problem. We search the
hyperparameters for e-THεO POULA: λ = {0.1, 0.01, 0.001}, ϵ = {10−2, 10−4, 10−8}, and β = 1012.
For SGLD, we use the following hyperparameters: λ = {0.1, 0.01, 0.001, 0.0001} and β = 1012. For
ADAM and AMSGrad, the hyperparameters are chosen among λ = {0.1, 0.01, 0.001} where ϵ = 10−8,
β1 = 0.9, β2 = 0.999 are fixed. Moreover, we decay the learning rate by 10 after 25 epochs to all the
optimization algorithms. In addition, TLFN (27) with 100 neruons on each layer is trained for 50 epochs
with 128 batch size. Each experiment is run three times to compute the mean and standard deviation of
NLL on the test set.

Figure 3 shows the learning curves for the NLL on both the training and test set for each optimizer.
Table 7 displays the mean and standard deviation of the NLL on the test set. As shown in Table 7, the
performance of SGLD is significantly inferior to that of ADAM, AMSGrad, and e-THεO POULA, and its
learning curves are highly unstable. On the contrary, ADAM, AMSGrad, and e-THεO POULA produce
very stable learning processes. Moreover, e-THεO POULA achieves the lowest test NLL, implying
the model trained by e-THεO POULA generalizes better than the models found by other optimization
algorithms.

3.4. Conclusion of numerical experiments. For the experiments under the Black-Scholes model as
described in Section 3.1, ADAM and AMSGrad demonstrate comparable test scores to e-THεO POULA
and offer advantages in training speed, whereas in the AR(1) model discussed in Section 3.1, e-THεO
POULA outperforms ADAM and AMSGrad in terms of test scores. Furthermore, in terms of training
speed in the AR(1) model, ADAM and AMSGrad do not achieve a difference of less than 1% from the
lowest best score obtained by e-THεO POULA even after 200 epochs. In addition, in the non-linear
gamma regression discussed in Section 3.3, e-THεO POULA outperforms ADAM and AMSGrad in
terms of test scores.

Based on our experiments, we observe that e-THεO POULA outperforms ADAM-type optimizers when
training neural networks with a larger number of neurons and hidden layers, and when approximating
more complex target functions. Therefore, we suggest that ADAM-type optimizers are viable options
when a reasonably accurate solution is required quickly. However, when theoretical guarantees on
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convergence are critical and complex deep learning architectures are involved, we recommend e-THεO
POULA over ADAM-type optimizers.

4. NON-ASYMPTOTIC CONVERGENCE BOUNDS FOR E-THεO POULA

In this section, we provide non-asymptotic error estimates for e-THεO POULA (5)-(7), which are
established based on the assumptions provided below.

4.1. Assumptions. Let the conditions imposed in Section 2.1 be fulfilled, and let q ∈ [1,∞), r ∈
[q/2,∞) ∩ N, ρ ∈ [1,∞) be fixed.

In the first assumption, we impose moment requirements for the initial value θ0 of e-THεO POULA
(5)-(7) and for the data process (Xn)n∈N0 .

Assumption 1. The initial condition θ0 has a finite (8r + 4)-th moment, i.e., E[|θ0|8r+4] < ∞. The
process (Xn)n∈N0 is a sequence of i.i.d. random variables with L(Xn) = L(X) for each n ∈ N0 and
has a finite (8r + 4)ρ-th moment, i.e., E[|X0|(8r+4)ρ] <∞.

Recall the definition of H given in (4), which is the sum of G and F . In the following assumption, we
assume that G satisfies a “continuity in average” condition and a growth condition.

Assumption 2. There exists a constant LG > 0 such that, for all θ, θ̄ ∈ Rd,

E[|G(θ,X0)−G(θ̄, X0)|] ≤ LG(1 + |θ|+ |θ̄|)q−1|θ − θ̄|.
In addition, there exists a constant KG > 1, such that for all θ ∈ Rd, x ∈ Rm,

|G(θ, x)| ≤ KG(1 + |x|)ρ(1 + |θ|)q.

Then, we assume that F is locally Lipschitz continuous. Furthermore, we impose a growth condition
on each component of F , which enables us to obtain more relaxed step-size restrictions.

Assumption 3. There exists a constant LF > 0 such that, for all θ, θ̄ ∈ Rd, x, x̄ ∈ Rm,

|F (θ, x)− F (θ̄, x̄)| ≤ LF (1 + |x|+ |x̄|)ρ−1(1 + |θ|+ |θ̄|)2r(|θ − θ̄|+ |x− x̄|).
Furthermore, there exists a constant KF > 0 such that for all θ ∈ Rd, x ∈ Rm, i = 1, . . . , d,

|F (i)(θ, x)| ≤ KF (1 + |x|)ρ(1 + |θ(i)|)(1 + |θ|2r).

Under Assumptions 1-3, one obtains a growth condition for H , and a local Lipschitz condition for h.
We refer to Appendix A.1 for the proofs of the statements in the following remark.

Remark 4.1. By Assumptions 1, 2, and 3, for any θ ∈ Rd, x ∈ Rm, one obtains that

|H(θ, x)| ≤ KH(1 + |x|)ρ(1 + |θ|2r+1),

where KH := 22rKG + 3
√
2dKF . Moreover, by Assumptions 1, 2, and 3, we have, for any θ, θ̄ ∈ Rd,

|h(θ)− h(θ̄)| ≤ Lh(1 + |θ|+ |θ̄|)2r|θ − θ̄|,
where Lh := max{LG + LFE[(1 + 2|X0|)ρ−1], 1}.

Next, we impose a (local) convexity at infinity condition on F .

Assumption 4. There exist Borel measurable functions A : Rm → Rd×d, B : Rm → Rd×d, and
0 ≤ r̄ < 2r such that the following holds:

(i) For any x ∈ Rm, y ∈ Rd, ⟨y,A(x)y⟩ ≥ 0, ⟨y,B(x)y⟩ ≥ 0.
(ii) For all θ, θ′ ∈ Rd and x ∈ Rm,

⟨θ − θ′, F (θ, x)− F (θ′, x)⟩ ≥ ⟨θ − θ′, A(x)(θ − θ′)⟩(|θ|2r + |θ′|2r)
− ⟨θ − θ′, B(x)(θ − θ′)⟩(|θ|r̄ + |θ′|r̄).

(31)

(iii) The smallest eigenvalue of E[A(X0)] is a positive real number a, and the largest eigenvalue of
E[B(X0)] is a nonnegative real number b.

Under Assumptions 1-4, one can show that F and h satisfy certain dissipativity conditions. Moreover,
h further satisfies a one-sided Lipschitz condition. The explicit statements are provided below, and
the proofs follow the same ideas as in the proofs of [47, Remark 2.5, 2.6], which can be found in [47,
Appendix 1].
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Remark 4.2. By Assumptions 1, 2, 3, and 4, one obtains, for any θ ∈ Rd, that

⟨θ,E[F (θ,X0)]⟩ ≥ aF |θ|2r+2 − bF , (32)

where aF := a/2 and bF := (a/2 + b)Rr̄+2
F + dK2

FE[(1 + |X0|)2ρ]/(2a) with

RF := max{(4b/a)1/(2r−r̄), 21/(2r)}.

Furthermore, for any θ ∈ Rd, we have

⟨θ, h(θ)⟩ ≥ ah|θ|2 − bh, (33)

where ah := 2qKGE[(1 + |X0|)ρ], bh := 3(2q+1KGE[(1 + |X0|)ρ]/min {1, aF })q+2 + bF . One notes
that due to [39, Eqn. (25), (26)] and [2, Theorem 2.32], (33) implies that u has a minimum θ∗ ∈ Rd.

In addition, for any θ, θ̄ ∈ Rd, one obtains

⟨θ − θ̄, h(θ)− h(θ̄)⟩ ≥ −LR|θ − θ̄|2, (34)

where LR := Lh(1 + 2R)2r > 0 with R := max{1, (3q−1LG/a)
1/(2r−q+1), (2b/a)1/(2r−r̄)}.

Remark 4.3. We provide further justifications of our Assumptions 1-4:
(i) In Assumption 1, we impose moment requirements for the initial value θ0 of e-THεO POULA

and for the data process (Xn)n∈N0 as they are essential to obtain moment estimates of e-THεO

POULA. For example, in (133) in our convergence analysis, we have the term E
[
|θ̄λ⌊s⌋|

8r+4
]

which can be upper bounded by using Lemma 6.1 as

E
[
|θ̄λ⌊s⌋|

8r+4
]
≤ E

[
|θ0|8r+4

]
+ c̊4r+2

for some constant c̊4r+2. Hence, we require (8r + 4)-th moment of θ0 to be finite to make sense
of E

[
|θ0|8r+4

]
. Similarly, by the definition of λp,max and λmax in (36), we require (8r + 4)ρ-th

moment of (Xn)n∈N0 to be finite to make sense of E[(1 + |X0|)(8r+4)ρ].
(ii) In Assumption 2, we impose a local Lipschitz in average condition and a growth condition on

G, while in Assumption 3, we impose a local (or polynomial) Lipschitz continuous condition
on F . Assumptions 2 and 3 can be viewed as extensions of a global Lipschitz condition, which
are part of the assumptions required for the existence and uniqueness of the solution to the SDE
defined in (2), see, e.g., (33) and (34) in Remark 4.2, and [44, Theorem 1]. Moreover, these
conditions also play a crucial role in establishing convergence results for e-THεO POULA (see,
e.g., [7, 46, 47, 49] for machine learning algorithms and [35, 62, 63] for numerical schemes
for SDEs with super-linearly growing coefficients which also impose certain local Lipschitz
condition) similar to that of a Lipschitz continuity condition for the SGLD algorithm (see, e.g.,
[15, 16, 17, 19] and references therein).

(iii) In Assumption 4, we impose a local convexity at infinity condition on F . To understand this
condition, we first consider the following inequality:

⟨θ − θ′, F (θ, x)− F (θ′, x)⟩ ≥ ⟨θ − θ′, A(x)(θ − θ′)⟩(|θ|2r + |θ′|2r). (35)

In the case r = 0, F is globally Lipschitz continuous in θ by Assumption 3 and thus growing
linearly, and (35) above becomes a (local) convexity condition, see also [1, Assumption 3.9]. Then,
in the case r > 0, (35) can be viewed as a local convexity condition for a super-linearly growing
F , where (35) (and (31)) are referred to as “local” conditions as the RHS of these inequalities
depends on the data stream x. Now, we observe that (35) implies (31) in Assumption 4, which
indicates that our assumption is weaker. We refer to (31) as a convexity “at infinity” condition as,
while it cannot be seen as a (local) convexity condition due to the subtraction of the non-negative
definite term involving B(x), the first term on the RHS of (31) dominates when |θ| is sufficiently
large, which results in a strong convexity condition (for |θ| sufficiently large). For illustrative
purposes, we consider the case F (θ, x) = θ3 − θ for all θ ∈ R, x ∈ R. We see that F does not
satisfy (35), but it satisfies (31) in Assumption 4 with A(x) = 1/2, B(x) = 1, r = 1, r̄ = 0, i.e.,

(θ − θ′)(F (θ, x)− F (θ′, x)) ≥ (|θ|2 + |θ′|2)|θ − θ′|2/2− |θ − θ′|2,

which implies that the following strong convexity condition holds for |θ|, |θ′| ≥
√
2:

(θ − θ′)(F (θ, x)− F (θ′, x)) ≥ |θ − θ′|2.
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We note that Assumption 4 can be satisfied by a wide class of functions including, e.g., the
regularization term in the regularized optimization problem, the double-well potential model, and
the Ginzburg-Landau model.

Moreover, Assumption 4 is crucial as it can be used to deduce a dissipativity condition of h, i.e.,
(33) in Remark 4.2, which is then used to deduce a Lyapunov drift condition in Lemma 6.3. This is
a key assumption to obtain the convergence results in, e.g., Wasserstein distances, in non-convex
optimization, see [23, Assumption 2.2]. In addition, we note that the SDE associated with the
optimization problem (1) is the Langevin SDE (37) with a super-linearly growing drift coefficient,
and e-THεO POULA can be viewed as its numerical approximation. Then, Assumption 4 allows
us to deduce a one-sided Lipschitz condition on h, i.e., (34) in Remark 4.2, which is one of the
standard assumptions required to ensure a unique solution of the Langevin SDE, see [44, Theorem
1], and to establish the convergence results for numerical schemes of SDEs with super-linearly
growing coefficients, see [33, Assumption 3.1].

4.2. Main results. Define, for any p ∈ N,

λp,max := min

{
1,

1

aF
,
1

a2F
,
min{(aF /KF )

2, (aF /KF )
2/(2p−1)}

16K2
F p

2(2p− 1)2(E[(1 + |X0|)2pρ])2

}
, λmax := λ4r+2,max, (36)

where aF := a/2.
Our first result provides a non-asymptotic error bound in Wasserstein-1 distance between the law of

e-THεO POULA (5)-(7) and πβ .

Theorem 4.4. Let Assumptions 1, 2, 3, and 4 hold. Then, for any β > 0 there exist constants C0, C1, C2 >
0 such that, for any 0 < λ ≤ λmax with λmax given in (36), and n ∈ N0,

W1(L(θλn), πβ) ≤ C1e
−C0λn(E[|θ0|4(2r+1)] + 1) + C2

√
λ,

where C0, C1, C2 are given explicitly in (54).

Then, we provide a non-asymptotic convergence result in Wasserstein-2 distance between the law of
e-THεO POULA (5)-(7) and πβ .

Corollary 4.5. Let Assumptions 1, 2, 3, and 4 hold. Then, for any β > 0 there exist constants
C3, C4, C5 > 0 such that, for any 0 < λ ≤ λmax with λmax given in (36), and n ∈ N0,

W2(L(θλn), πβ) ≤ C4e
−C3λn(E[|θ0|4(2r+1)] + 1)1/2 + C5λ

1/4,

where C3, C4, C5 are given explicitly in (60).

By applying Corollary 4.5, one can obtain a non-asymptotic upper bound for the expected excess risk
following the splitting approach adopted in [57].

Theorem 4.6. Let Assumptions 1, 2, 3, and 4 hold. Then, for any β > 0 there exist constants
C6, C7, C8, C9 > 0 such that, for any 0 < λ ≤ λmax with λmax given in (36), and n ∈ N0,

E[u(θλn)]− u∗ ≤ C7e
−C6λn + C8λ

1/4 + C9/β,

where u∗ := infθ∈Rd u(θ), C6, C7, C8 are given explicitly in (62) while C9 is given in (63).

Corollary 4.7. Let Assumptions 1, 2, 3, and 4 hold, and let C6, C7, C8, and C9 be defined in Theorem
4.6. For any δ > 0, if we first choose

β ≥ max

{
1,

9d2

δ2
,

(
3d

δ
log

(
Lh(1 + 4(

√
bh/ah +

√
2d/Lh))

2re

ahd
(bh + 1) (d+ 1)

)
+

log 64

δ

)}
,

then choose λ ≤ min{λmax, δ
4/(81C4

8 )}, and finally choose n ≥ max{(1/C6λmax) log(3C7/δ),
(81C4

8/C6δ
4) log(3C7/δ)}, then, we have

E[u(θλn)]− inf
θ∈Rd

u(θ) ≤ δ.
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5. COMPARISON TO EXISTING LITERATURE AND OUR CONTRIBUTIONS

5.1. Related work and discussions. Langevin dynamics based algorithms are widely used methods
for solving sampling and optimization problems. Convergence results provide theoretical justifications
for the effectiveness and efficiency of the algorithms. Under the conditions that u defined in (1) is
(strongly) convex and the gradient of u is Lipschitz continuous, convergence results in total variation and
in Wasserstein-2 distance are established in [15, 16, 17, 18, 19] for the unadjusted Langevin algorithm
(which is also referred to as the Langevin Monte Carlo algorithm and which can be viewed as an Euler
discretization of (2)). As the exact gradient of u is often unavailable in practice, [70] proposed the SGLD
algorithm given in (8), which is a natural extension of the unadjusted Langevin algorithm with the exact
gradient of u replaced by its unbiased estimator. Under the same set of the aforementioned conditions
together with i.i.d. data stream, [6, 17] provide non-asymptotic convergence estimates for the SGLD
algorithm in Wasserstein-2 distance. These results are then extended in [1] to the case of dependent data
stream under a relaxed local convexity condition.

However, the gradient Lipschitzness and the strong convexity condition of u are usually not satisfied
by many practical applications, which motivates the relaxation of the assumptions in two directions.
The first direction considers the generalization of the strong convexity condition of u. In [57], the
authors proposed a dissipativity condition which is weaker than the strong convexity condition, and
obtained a convergence result in Wasserstein distance for the SGLD algorithm. This result is improved
in [10, 72] where the latter result is applicable also to the case of dependent data stream. A further
extension of the dissipativity condition to the so-called local dissipativity condition is considered in
[75] which accommodates examples from variational inference and index tracking optimization. The
other direction considers the generalization of the gradient Lipschitzness of u. One line of research in
this direction focuses on the convergence analysis under a local Lipschitz (in average) condition of the
(stochastic) gradient of u, which corresponds to the case where the (stochastic) gradient of u is super-
linearly growing. In [7], the authors proposed the tamed unadjusted Langevin algorithm, and obtained
convergence results in total variation and in Wasserstein-2 distance which can be applied to sampling
problems involving the double-well model and the Ginzburg-Landau model. In [46, 47, 49], the authors
developed variants of the SGLD algorithm, i.e., TUSLA and THεO POULA , by applying the taming
technique introduced in [35, 62], and obtained convergence results in Wasserstein distances in the context
of non-convex optimization. More precisely, [49] proposed the TUSLA algorithm, which can be viewed as
a tamed SGLD algorithm. The authors suggest a specific form for H with H(θ, x) := G(θ, x) + ηθ|θ|2r,
η > 0, r > 3/2, which is a natural representation of the stochastic gradient of a given optimization
problem with a high-order regularization term. Under the condition that G is locally Lipschitz continuous
together with certain moment requirements on the initial condition of the algorithm θ0 and X (see (1)),
non-asymptotic error bounds in Wasserstein distances are established for TUSLA, which is used to further
deduce a non-asymptotic estimate for the expected excess risk. Then, [47] extended the results obtained
in [49] which provides guarantees for TUSLA to solve a larger variety of applications. To improve the
empirical performance of the SGLD type of algorithms including SGLD and TUSLA, [46] proposed
a new algorithm THεO POULA which is developed based on the taming technique and the Euler’s
polygonal approximations for SDEs:

(i) In [47], the authors considered a general form of H in the sense that H = G+F . It is assumed in
[47, Assumption 2] that G satisfies a continuity in average condition, which is a relaxation of the
local Lipschitz condition imposed in [49] allowing G to be discontinuous. However, unlike the
local Lipschitz condition, the continuity in average condition does not necessarily imply a growth
condition of G, hence, in [47, Assumption 2], the authors imposed separately a growth condition
of G. Moreover, in [47, Assumption 3], it is assumed that F satisfies a local Lipschitz condition,
which covers the case that F (θ, x) = ηθ|θ|2r considered in [49]. Then, in [47, Assumption 4], the
authors imposed a local convexity at infinity condition of F . This condition for TUSLA (applied
to optimization problems with super-linearly growing stochastic gradient) plays the same role as
the strong convexity condition for SGLD (applied to optimization problems with linearly growing
stochastic gradient) in the sense that it is the key condition to establish the convergence results in
Wasserstein distances. Moreover, [47, Assumption 4] can be satisfied by a wide range of functions
including, e.g., the regularization function, the double well model, and the Ginzburg-Landau
model. Under [47, Assumption 2-4] together with moment requirements on θ0 and (Xn)n∈N0 ,
i.e., [47, Assumption 1], the authors established convergence results in Wasserstein distances and
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obtained non-asymptotic convergence bound for the expected excess risk. These results can be
applied to optimization problems with discontinuous stochastic gradient which cannot be covered
by the results in [49]. We highlight that the assumptions considered in [47] are the most relaxed
conditions under which non-asymptotic convergence results in Wasserstein distances can be
obtained for non-convex stochastic optimization problems, allowing for super-linearly growing
and discontinuous stochastic gradient. However, despite its wide applicability and theoretical
guarantees, TUSLA is outperformed by ADAM-type optimizers empirically in terms of test
accuracy in many examples of the fine tuning of artificial neural networks.

(ii) In [46], the authors proposed the THεO POULA algorithm which has superior empirical per-
formance compared to TUSLA in terms of test accuracy, and which performs at least as good
as ADAM-type optimizers. This is due to the design of THεO POULA, which combines the
component-wise taming technique with a suitable boosting function to address the vanishing
gradient problem. Numerical experiments for several examples are presented to confirm the
superior performance of THεO POULA. Besides, by using the same structure of H and under
the same set of assumptions as in [49], the authors provided full theoretical guarantees for the
convergence of THεO POULA. However, as the convergence results are obtained under a local
Lipschitz condition of the stochastic gradient of u, it cannot accommodate applications with
discontinuous stochastic gradient including, e.g., optimization problems involving ReLU neural
networks.

Another line of research in this direction focuses on the convergence analysis in the case where the
(stochastic) gradient of u is discontinuous and is linearly growing. In this setting, [9, 25] provided
convergence results for the SGD algorithm in the almost sure sense and in L1, respectively, while [64]
provided a non-asymptotic convergence estimate in Wasserstein distances for the SGLD algorithm.
Moreover, in [20], the authors proposed the Moreau-Yosida Unadjusted Langevin Algorithm (MYULA)
and obtained a non-asymptotic convergence bound in total variation distance, while in [21], the authors
developed the Stochastic Proximal Gradient Langevin Dynamics (SPGLD) algorithm and obtained
a convergence result between the Kullback-Leibler divergence from the target distribution π(dθ) �
exp(−u(θ))dθ to the averaged distribution associated with the SPGLD algorithm. In addition, [61]
considered constrained optimization problems with a non-smooth and non-convex objective function,
and obtained an almost sure convergence result for the proposed algorithm developed using a stochastic
sub-gradient method with sub-gradient averaging. However, this result does not specify key constants on
the convergence upper bound including, e.g., the rate of convergence.

In this paper, we introduce a new algorithm e-THεO POULA which combines the advantages of
utilizing Euler’s polygonal approximations resulting in its superior empirical performance, together
with a relaxed condition on its stochastic gradient, namely a local continuity in average condition,
allowing for discontinuous stochastic gradient, resulting in its wide applicability. Furthermore, we derive
non-asymptotic convergence bounds for e-THεO POULA with explicit constants.

Let us provide a detailed comparison of e-THεO POULA with the most related works in the literature
[46, 47, 61]:

(i) We first compare our results with those in [47]. Under the same set of assumptions on the
corresponding stochastic gradient as on the one in [47], we establish non-asymptotic convergence
bounds in Wasserstein distance for e-THεO POULA (Theorem 4.4, Corollary 4.5), and then
provide an optimization convergence bound for the expected excess risk (Theorem 4.6). The
convergence results in our paper are comparable to those in [47] in the sense that the rates of
convergence in Wasserstein distances for e-THεO POULA and for TUSLA are the same and the
constants on the convergence upper bound are of the same magnitude. However, we highlight
that the structure of e-THεO POULA significantly differs from TUSLA in [47] leading to the
superior empirical performance of e-THεO POULA compared to TUSLA. We illustrate this point
by presenting examples from multi-period portfolio optimization and from non-linear Gamma
regression. Table 2, 3, and 7 clearly show that e-THεO POULA outperforms TUSLA in almost
all experiments in terms of test accuracy and training speed. In particular, we consider a transfer
learning setting in the multi-period portfolio optimization with numerical results presented in
Table 4-6 and provide a proof to show that the example satisfies Assumptions 1-4. Hence, we
provide a concrete example illustrating the powerful empirical performance of e-THεO POULA
backed by our convergence results.
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(ii) Now let us compare with [46]. While e-THεO POULA keeps the advantages of utilizing Euler’s
polygonal approximations as in THεO POULA [46], it allows for a stochastic gradient with a
more general structure of the form H := G+ F , where G might be discontinuous, compared to
the local Lipschitz continuity requirement on G in THεO POULA [46], and where the continuous
part F can, but is not restricted to, be of the form F = ηθ|θ|2r. We establish convergence
results for e-THεO POULA which can be applied to a large class of applications including, e.g.,
optimization problems with ReLU neural networks that cannot be covered by the results in [46].

(iii) Finally, we compare our work with [61]. [61] considers constrained optimization problems with a
non-convex and non-smooth objective function satisfying a so-called generalized differentiability
property, while our work focuses on an unconstrained optimization problem (1) whose objective
function is continuously differentiable with a discontinuous stochastic gradient. [61, (A1)]
assumes that all iterates of the stochastic approximation algorithm {xk} belong to a compact
set, while the iterates of e-THεO POULA (θλn)n∈N0 explore the whole Rd. [61, (A2)] assumes
a decreasing sequence of stepsizes {τk} satisfying τk ∈ (0,min(1, 1/a)] with a > 0 being a
constant parameter, for all k, and

∑
k τk =∞, while we assume a constant stepsize λ ∈ (0, λmax]

where for p ∈ N,

λp,max := min

{
1,

1

aF
,
1

a2F
,
min{(aF /KF )

2, (aF /KF )
2/(2p−1)}

16K2
F p

2(2p− 1)2(E[(1 + |X0|)2pρ])2

}
, λmax := λ4r+2,max.

[61, (A3)] imposes conditions on the error term {rk} of the stochastic subgradient {gk}, while
we assume that the stochastic gradient H is an unbiased estimator of the exact gradient h of
the objective function. [61, (A4)] imposes a condition on the objective function f such that
the set of Clarke stationary point of f does not contain an interval of nonzero length, while we
assume that the objective function u is continuously differentiable satisfying certain convexity
at infinity condition which ensures the existence of a minimizer. Besides, we further impose:
1) moment requirements for θ0 and (Xn)n∈N0 ; 2) H = F +G with F being locally Lipschitz
continuous and G satisfying a local Lipschitz in average condition and a growth condition. Under
[61, (A1)-(A4)], [61, Theorem 4.2] shows that the algorithm under consideration is convergent
in the almost sure sense to a broader class of functions satisfying the property of generalized
differentiability, which is achieved by proving a chain rule on a path for the aforementioned
functions. However, such convergence result is provided without specifying the key constants
including, e.g., the rate of convergence of the algorithm, while our results (Theorem 4.4 and
Corollary 4.5) provide non-asymptotic convergence bounds in Wasserstein distances with explicit
constants, e.g., the rate of convergence of e-THεO POULA in Wasserstein-1 and Wasserstein-2
distances are 1/2 and 1/4, respectively. These results are then used to deduce a non-asymptotic
error bound for the expected excess risk associated to (1) where explicit constants on the upper
bound are provided. We note that our Assumptions 1-4 are minimal assumptions required
to obtain non-asymptotic convergence results with explicit constants, which provide crucial
information on the choice of key parameters including β, λ, n (see Corollary 4.7) for numerical
experiments. Regarding numerical results, [61] considers one concrete optimization problem
with its objective function given by E[|W2max{0,W1X} − Y |2]/2 where W1 ∈ Rn×n and
W2 ∈ R1×n are parameters with n = 11, and where X and Y are Rn-valued input random
variable and R-valued target random variable, respectively. Experiments are conducted on a
relatively small-scale dataset with 6,497 samples consisting of 71,467 data points and they
show that the averaged stochastic subgradient method considered in [61] outperforms stochastic
subgradient method in terms of training accuracy as the former achieves lower loss. In our case,
we present several examples relevant in practice in Remark 2.1 and in Section 3.2 which satisfy
our Assumptions 1-4. In particular, for the example considered in Section 3.2, we further show
that e-THεO POULA outperforms other popular machine learning algorithms including, e.g.,
ADAM and AMSGrad, in terms of test accuracy indicating its great generalization ability. The
superior empirical performance of e-THεO POULA are illustrated by applying it also to other
real-world applications in as presented in Section 3. We note that our experiments are conducted
on large-scale datasets, for example, for the Black-Scholes model considered in Section 3.1, we
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use the dataset of 4,000,000 samples which consists of 4,000,000×Kp9 data points to train the
model.

We highlight that the proof of convergence for e-THεO POULA follows the line of all convergence
results for the Langevin dynamics based algorithms. More precisely, for the convergence results in
Wasserstein distances, the usual first step is to obtain moment estimates for all the processes involved in
the convergence analysis (including the proposed algorithm) so as to make sense of the convergence in Lp,
p ≥ 1. Then, in the second step, we proceed to obtain upper estimates for Wasserstein distances between
the proposed algorithm and the target distribution associated with u, which is achieved by adopting a
splitting using appropriate auxiliary processes (see, e.g., the splitting in (50)) aiming to obtain optimal
convergence results. We note that these two steps are taken in all the aforementioned papers considering
the convergence in Wasserstein distances. In particular, in the context of non-convex optimization, to
the best of the authors’ knowledge, the state-of-the-art convergence bounds for the SGLD algorithm in
Wasserstein distances are achieved using the framework established in [10]. For our newly proposed
algorithm e-THεO POULA, we follow the steps developed in [10] but carefully adapt the proofs to obtain
optimal convergence results. Therefore, from a technical point of view, even though our conditions on
the stochastic gradient are the same as in [47], the structure of e-THεO POULA is significantly different
from TUSLA and hence the proof of convergence cannot be derived from previous results (neither from
[47] nor from [46]).

5.2. Our contributions. We summarize the main contributions of our paper as follows:
(i) We propose a new algorithm called e-THεO POULA which combines the advantages of utilizing

Euler’s polygonal approximations resulting in its superior empirical performance, together with
a relaxed condition on its stochastic gradient, namely a local continuity in average condition,
allowing for discontinuous stochastic gradient, resulting in its wide applicability.

(ii) We propose a transfer learning setting involving neural networks in the multi-period portfolio
optimization (in Section 3.2) by applying the dynamic programming principle and the time-
homogeneity property of the associated Markov decision process. We provide a proof to show that
this example satisfies Assumptions 1-4 under which theoretical guarantees for the performance
of e-THεO POULA are obtained. To the best of the authors’ knowledge, this is the first time
theoretical convergence results with explicit constants are obtained for an optimization algorithm
in the context of deep learning based multi-period portfolio optimization. Furthermore, we
provide additional examples from multi-period portfolio optimization and from non-linear Gamma
regression to illustrate its powerful empirical performance in terms of test accuracy and training
speed.

(iii) We provide a theoretical framework that accommodates optimization problems with discontinuous
stochastic gradient, where the example from multi-period portfolio optimization with transfer
learning is a special case. Under Assumptions 1-4, we provide non-asymptotic convergence
bounds with explicit constants for the newly proposed e-THεO POULA algorithm. In particular,
we show that under Assumptions 1-4, e-THεO POULA minimizes the expected excess risk
associated to (1).

6. PROOFS OF MAIN THEORETICAL RESULTS

6.1. Moment estimates. Consider the SDE (Zt)t≥0 given by

dZt = −h(Zt)dt+
√
2β−1dBt, (37)

with the initial condition Z0 := θ0, where (Bt)t≥0 is standard d-dimensional Brownian motion with its
completed natural filtration denoted by (Ft)t≥0. We assume that (Ft)t≥0 is independent of G∞ ∨ σ(θ0).
Under Assumptions 1, 2, 3, and 4, one notes that (37) has a unique solution adapted to Ft ∨ σ(θ0), t ≥ 0,
due to Remark 4.2, see, e.g., [44, Theorem 1]. For any p ∈ N, the 2p-th moment of SDE (37) is finite,
i.e., supt≥0 E[|Zt|2p] <∞, and its explicit upper bound can be obtained by using similar arguments as in
the proof of [47, Lemma A.1]. Moreover, following the proof of [19, Proposition 1-(ii)], one can show
that πβ has a finite 2p-th moment, for any p ∈ N.

We introduce a time-changed version of SDE (37), which is denoted by (Zλ
t )t≥0 with Zλ

t = Zλt, t ≥ 0.
For each λ > 0, define Bλ

t := Bλt/
√
λ, for any t ≥ 0, and denote by (Fλ

t )t≥0 := (Fλt)t≥0 the

9We refer to Table 1 for the values of K and p.
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completed natural filtration of (Bλ
t )t≥0. One notes that (Fλ

t )t≥0 is independent of G∞ ∨ σ(θ0). Then,
(Zλ

t )t≥0 is defined explicitly by

dZλ
t = −λh(Zλ

t )dt+
√

2λβ−1dBλ
t , (38)

with the initial condition Zλ
0 := θ0. We will use (Zλ

t )t≥0 in the proofs of main theorems.
Next, we consider the continuous-time interpolation of e-THεO POULA (5)-(7), denoted by (θ̄λt )t≥0,

which is given by
dθ̄λt = −λHλ(θ̄

λ
⌊t⌋, X⌈t⌉) dt+

√
2λβ−1dBλ

t (39)

with the initial condition θ̄λ0 := θ0. One notes that the law of the process (39) coincides with the law of
e-THεO POULA (5)-(7) at grid-points, i.e., L(θ̄λn) = L(θλn), for each n ∈ N0.

For any p ∈ N, we establish 2p-th moment estimates of e-THεO POULA (5)-(7) in the lemma below.
In particular, we show that, in the special case where F depends only on θ ∈ Rd, finite 2p-th moments of
e-THεO POULA (5)-(7) can be obtained under a more relaxed step-size restriction λ̂max given in (41)
(instead of λp,max given in (36)).

Lemma 6.1. Let Assumptions 1, 2, 3, and 4 hold. Then, one obtains the following:
(i) For any 0 < λ ≤ λ1,max with λ1,max given in (36), n ∈ N0, and t ∈ (n, n+ 1],

E
[
|θ̄λt |2

]
≤ (1− λ(t− n)aFκ)(1− aFκλ)

nE
[
|θ0|2

]
+ c̊0,

where c̊0 := c0(1 + 1/(aFκ)), aF := a/2, and the constants κ, c0 are given in (85). In particular,
the above inequality implies supt≥0 E

[
|θ̄λt |2

]
≤ E

[
|θ0|2

]
+ c̊0 <∞.

(ii) For any p ∈ [2,∞) ∩ N, 0 < λ ≤ λp,max with λp,max given in (36), n ∈ N0, and t ∈ (n, n+ 1],

E
[
|θ̄λt |2p

]
≤ (1− λ(t− n)aFκ

♯
2)(1− λaFκ

♯
2)

nE
[
|θ0|2p

]
+ c̊p, (40)

where c̊p := c♯0(p)(1+1/(aFκ
♯
2)), aF := a/2, κ♯2 := min{κ̄(2), κ̃(2)}, c♯0(p) := max{c̄0(p), c̃0(p)}

with κ̄(2), c̄0(p) and κ̃(2), c̃0(p) given in (110) and (129), respectively. In particular, the above
result implies supt≥0 E

[
|θ̄λt |2p

]
≤ E

[
|θ0|2p

]
+ c̊p <∞.

(iii) If there exists F̂ : Rd → Rd, such that F (θ, x) = F̂ (θ), for any θ ∈ Rd, x ∈ Rm, then (40) holds
for any p ∈ [2,∞) ∩ N, 0 < λ ≤ λ̂max with λ̂max given by

λ̂max := min

{
1,

1

aF
,
1

a2F
,

a2F
16K4

F (E[(1 + |X0|)2ρ])2

}
. (41)

Proof. See Appendix A.3. □

Remark 6.2. One observes that, for every p ∈ [2,∞) ∩ N, λp,max ≤ λ̂max with λp,max, λ̂max given
in (36), (41), respectively. Hence, λ̂max is indeed a relaxation of the stepsize compared to λp,max,
p ∈ [2,∞) ∩ N. More importantly, in the case where F depends only on θ, Theorem 4.4, 4.5, and 4.6
hold for 0 < λ ≤ λ̂max, which can be verified by using the same arguments as provided in Section 6.2.

For each p̄ ∈ [2,∞)∩N, we denote by Vp̄ the Lyapunov function given by Vp̄(θ) := (1+ |θ|2)p̄/2, for
all θ ∈ Rd. Moreover, define vp̄(ν) = (1 + ν2)p̄/2 for all ν ≥ 0. One notes that Vp̄ is twice continuously
differentiable, and possess the following properties:

sup
θ∈Rd

(|∇Vp̄(θ)|/Vp̄(θ)) <∞, lim
|θ|→∞

(∇Vp̄(θ)/Vp̄(θ)) = 0. (42)

Furthermore, we denote by PVp̄(Rd) the set of probability measures µ ∈ P(Rd) that satisfy the condition∫
Rd Vp̄(θ)µ(dθ) <∞.

In the following lemma, we show that the Lyapunov function Vp̄, p̄ ∈ [2,∞) ∩N, satisfies a geometric
drift condition.

Lemma 6.3. Let Assumptions 1, 2, 3, and 4 hold. Then, for any θ ∈ Rd, p̄ ∈ [2,∞)∩N, one obtains that

−⟨∇Vp̄(θ), h(θ)⟩+∆Vp̄(θ)/β ≤ −cV,1(p̄)Vp̄(θ) + cV,2(p̄),

where cV,1(p̄) := ahp̄/4, cV,2(p̄) := (3/4)ahp̄vp̄(MV (p̄)) with MV (p̄) := (1/3 + 4bh/(3ah) +

4d/(3ahβ) + 4(p̄− 2)/(3ahβ))
1/2.

Proof. See [10, Lemma 3.5]. □
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For every s ≥ 0, we introduce an auxiliary process, denoted by (ζs,v,λt )t≥s, which is crucial in
establishing the convergence results. More precisely, the process (ζs,v,λt )t≥s is given by

dζs,v,λt = −λh(ζs,v,λt ) dt+
√
2λβ−1 dBλ

t , (43)

with the initial condition ζs,v,λs := v ∈ Rd. Denote by T ≡ T (λ) := ⌊1/λ⌋. For compact notation,

for each fixed λ > 0, n ∈ N0, define ζ̄λ,nt := ζ
nT,θ̄λnT ,λ
t , t ≥ nT . The process ζ̄λ,nt , t ≥ nT can be

interpreted as a continuous-time process starting from the value of e-THεO POULA (5)-(7) at time nT ,
i.e., θ̄λnT , which evolves according to the Langevin SDE (43) up to time t ≥ nT .

We provide the second and the fourth moment estimate of the process (ζ̄λ,nt )t≥nT in the following
lemma.

Lemma 6.4. Let Assumptions 1, 2, 3, and 4 hold. Then, one obtains the following:
(i) For any 0 < λ ≤ λ1,max with λ1,max given in (36), n ∈ N0, and t ≥ nT , we have

E[V2(ζ̄
λ,n
t )] ≤ e−min{ah/2,aF κ}λtE[V2(θ0)] + c̊0 + 1 + 3v2(MV (2)),

where c̊0 := c0(1 + 1/(aFκ)), the constants c0, κ are given in (85), and MV (2) := (1/3 +

4bh/(3ah) + 4d/(3ahβ))
1/2.

(ii) For any 0 < λ ≤ λ2,max with λ2,max given in (36), n ∈ N0, and t ≥ nT , we have

E[V4(ζ̄
λ,n
t )] ≤ 2e−min{ah,aF κ♯

2}λtE[V4(θ0)] + 2̊c2 + 2 + 3v4(MV (4)),

where c̊2 := c♯0(2)(1 + 1/(aFκ
♯
2)), κ

♯
2 := min{κ̄(2), κ̃(2)}, c♯0(2) := max{c̄0(2), c̃0(2)} with

κ̄(2), c̄0(2) and κ̃(2), c̃0(2) given in (110) and (129), respectively, and where MV (4) := (1/3 +

4bh/(3ah) + 4d/(3ahβ) + 8/(3ahβ))
1/2.

Proof. We follow the proof of [47, Lemma 4.4] where [47, Lemma 4.2, Lemma 4.3] are replaced by
Lemma 6.1, 6.3, respectively, to obtain the explicit constants. □

6.2. Proofs of main theorems. In this section, we provide a proof overview of the main theoretical
results in the setting of super-linearly growing H in both variables. We first introduce a semimetric w1,p̂,
which is defined as follows: for any p̂ ≥ 1, µ, ν ∈ PVp̂

(Rd), let

w1,p̂(µ, ν) := inf
ζ∈C(µ,ν)

∫
Rd

∫
Rd

[1 ∧ |θ − θ′|](1 + Vp̂(θ) + Vp̂(θ
′))ζ(dθ,dθ′). (44)

The analysis of the convergence results, i.e., Theorem 4.4 and 4.5, relies on the contractivity of the
Langevin SDE (37) in w1,2, which can be deduced by using [23, Theorem 2.2]. The explicit statement of
the contraction property in w1,2, as well as the explicit contraction constants, is presented in the following
lemma.

Proposition 6.5. Let Assumptions 1, 2, 3, and 4 hold. Moreover, let θ′0 ∈ L2, and let (Z ′
t)t≥0 be the

solution of SDE (37) with Z ′
0 := θ′0, which is independent of F∞ := σ(

⋃
t≥0Ft). Then, one obtains

w1,2(L(Zt),L(Z ′
t)) ≤ ĉe−ċtw1,2(L(θ0),L(θ′0)), (45)

where the explicit expressions for ċ, ĉ are given below.
The contraction constant ċ is given by:

ċ := min{ϕ̄, cV,1(2), 4cV,2(2)ϵcV,1(2)}/2, (46)

where cV,1(2) := ah/2, cV,2(2) := 3ahv2(MV (2))/2 with MV (2) := (1/3+4bh/(3ah)+4d/(3ahβ))
1/2,

the constant ϕ̄ is given by

ϕ̄ :=

(√
8π/(βLR)ċ0 exp

((
ċ0
√
βLR/8 +

√
8/(βLR)

)2))−1

, (47)

and ϵ > 0 is chosen such that

ϵ ≤ 1 ∧
(
4cV,2(2)

√
2βπ/LR

∫ ċ1

0
exp

((
s
√
βLR/8 +

√
8/(βLR)

)2)
ds

)−1

(48)

with ċ0 := 2(4cV,2(2)(1 + cV,1(2))/cV,1(2)− 1)1/2 and ċ1 := 2(2cV,2(2)/cV,1(2)− 1)1/2.



25

Moreover, the constant ĉ is given by:

ĉ := 2(1 + ċ0) exp(βLRċ
2
0/8 + 2ċ0)/ϵ. (49)

Proof. One can check that [23, Theorem 2.2, Corollary 2.3] hold under Assumptions 1, 2, 3, and 4. Indeed,
due to Remark 4.2, [23, Assumption 2.1] holds with κ = LR. Then, by Lemma 6.3, [23, Assumption 2.2]
holds with V = V2. Finally, [23, Assumptions 2.4 and 2.5] hold due to (42). Thus, by using [23, Theorem
2.2, Corollary 2.3] and by applying the arguments in the proof of [10, Proposition 3.14], one obtains (45).
To obtain the explicit constants ċ, ĉ in (46)-(49), one may refer to the proof of [47, Proposition 4.6]. □

We proceed with the proof of Theorem 4.4. To establish a non-asymptotic upper bound in Wasserstein-
1 distance between the law of e-THεO POULA (5)-(7) and πβ defined in (3), we apply the following
splitting method: for any n ∈ N0, and t ∈ (nT, (n+ 1)T ],

W1(L(θ̄λt ), πβ) ≤W1(L(θ̄λt ),L(ζ̄
λ,n
t )) +W1(L(ζ̄λ,nt ),L(Zλ

t )) +W1(L(Zλ
t ), πβ), (50)

where ζ̄λ,nt := ζ
nT,θ̄λnT ,λ
t with ζ

nT,θ̄λnT ,λ
t defined in (43), and Zλ

t is defined in (38). We provide an upper
bound for the first term on the RHS of (50) in the following lemma.

Lemma 6.6. Let Assumptions 1, 2, 3, and 4 hold. Then, for any 0 < λ ≤ λmax with λmax given in (36),
n ∈ N0, and t ∈ (nT, (n+ 1)T ], one obtains

W2(L(θ̄λt ),L(ζ̄
λ,n
t )) ≤

√
λ
(
e−naF κ♯

2/2C̄0E
[
V4(2r+1)(θ0)

]
+ C̄1

)1/2
,

where the explicit expressions of κ♯2, C̄0, C̄1 are provided in (136).

Proof. See Appendix A.3. □

By the fact that W1 ≤ w1,2 (see [47, Lemma A.3] for a detailed proof), and by applying Proposition 6.5,
an upper estimate for the second term on the RHS of (50) can be established.

Lemma 6.7. Let Assumptions 1, 2, 3, and 4 hold. Then, for any 0 < λ ≤ λmax with λmax given in (36),
n ∈ N0, and t ∈ (nT, (n+ 1)T ], one obtains

W1(L(ζ̄λ,nt ),L(Zλ
t )) ≤

√
λ
(
e−min{ċ,aF κ♯

2,ah}n/4C̄2E
[
V4(2r+1)(θ0)

]
+ C̄3

)
,

where

C̄2 := ĉemin{ċ,aF κ♯
2,ah}/4

(
1 +

4

min{ċ, aFκ♯2, ah}

)
(C̄0 + 12),

C̄3 := 2(ĉ/ċ)eċ/2(C̄1 + 15 + 12̊c2 + 9v4(MV (4)))

(51)

with ċ, ĉ given in Proposition 6.5, C̄0, C̄1 given in (136), and aF , κ♯2, c̊2 given in Lemma 6.1.

Proof. We follow exactly the proof of [47, Lemma 4.7]. More precisely, to obtain the explicit constants,
we apply Proposition 6.5, Lemma 6.6, 6.1, 6.4 instead of [47, Proposition 4.6, Lemma 4.5, 4.2, 4.4]. □

One notes that πβ defined in (3) is the invariant measure of (38). Then, by using Proposition 6.5, and
by the fact that W1(µ, ν) ≤ w1,2(µ, ν), one can obtain an upper estimate for the third term on the RHS
of (50), i.e., for any 0 < λ ≤ λmax with λmax given in (36), n ∈ N0, and t ∈ (nT, (n+ 1)T ],

W1(L(Zλ
t ), πβ) ≤ w1,2(L(Zλ

t ), πβ) ≤ ĉe−ċλtw1,2(L(θ0), πβ). (52)

Proof of Theorem 4.4. Recall the definition of w1,2 in (44). By applying Lemma 6.6, 6.7 and (52) to
(50), one obtains, for t ∈ (nT, (n+ 1)T ],

W1(L(θ̄λt ), πβ) ≤
√
λ
(
e−naF κ♯

2/2C̄0E
[
V4(2r+1)(θ0)

]
+ C̄1

)1/2
+
√
λ
(
e−min{ċ,aF κ♯

2,ah}n/4C̄2E
[
V4(2r+1)(θ0)

]
+ C̄3

)
+ ĉe−ċλt

(
1 + E[V2(θ0)] +

∫
Rd

V2(θ)πβ(dθ)

)
≤ C1e

−C0(n+1)(E[|θ0|4(2r+1)] + 1) + C2

√
λ, (53)
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where

C0 := min{ċ, aFκ♯2, ah}/4,

C1 := 24r+1emin{ċ,aF κ♯
2,ah}/4

(
C̄

1/2
0 + C̄2 + ĉ

(
2 +

∫
Rd

V2(θ)πβ(dθ)

))
,

C2 := C̄
1/2
1 + C̄3

(54)

with ċ, ĉ given in Proposition 6.5, aF , κ♯2 given in Lemma 6.1, C̄0, C̄1 given in (136), C̄2, C̄3 given in
(51). One notes that (53) implies

W1(L(θ̄λnT ), πβ) ≤ C1e
−C0n(E[|θ0|4(2r+1)] + 1) + C2

√
λ,

which yields the desired result by replacing nT with n on the LHS and by replacing n with n/T ≥ λn
on the RHS. □

Proof of Corollary 4.5. For any n ∈ N0, and t ≥ nT , recall that ζ̄λ,nt := ζ
nT,θ̄λnT ,λ
t with ζ

nT,θ̄λnT ,λ
t

defined in (43), and that Zλ
t is defined in (38). To obtain a non-asymptotic estimate between the law

of e-THεO POULA (5)-(7) and πβ (given in (3)) in Wasserstein-2 distance, we consider the following
splitting approach: for any n ∈ N0, and t ∈ (nT, (n+ 1)T ],

W2(L(θ̄λt ), πβ) ≤W2(L(θ̄λt ),L(ζ̄
λ,n
t )) +W2(L(ζ̄λ,nt ),L(Zλ

t )) +W2(L(Zλ
t ), πβ). (55)

An explicit upper estimate for the first term on the RHS of (55) is provided in Lemma 6.6. To obtain
an upper bound for the second term on the RHS of (55), one follows the same lines as in the proof of
[47, Lemma 4.7] while applying W2 ≤

√
2w1,2 (see [47, Lemma A.3] for a detailed proof) instead of

W1 ≤ w1,2, and applying Lemma 6.1, 6.4 for the moment estimates of ζ̄λ,nt and θ̄λt instead of [47, Lemma
4.2, 4.4]. Then, one obtains,

W2(L(ζ̄λ,nt ),L(Zλ
t )) ≤ λ1/4

(
e−min{ċ,aF κ♯

2,ah}n/8C̄4

(
E
[
V4(2r+1)(θ0)

])1/2
+ C̄5

)
, (56)

where

C̄4 :=
√
ĉemin{ċ,aF κ♯

2,ah}/8

(
1 +

8

min{ċ, aFκ♯2, ah}

)
(C̄

1/2
0 + 2

√
2),

C̄5 := 4(
√
ĉ/ċ)eċ/4(C̄

1/2
1 + 1 + 2

√
2 + 2

√
2̊c2 +

√
3v4(MV (4)))

(57)

with ċ, ĉ given in Proposition 6.5, C̄0, C̄1 given in (136), aF , κ♯2, c̊2 given in Lemma 6.1, and MV (4)
given in Lemma 6.3. For the last term on the RHS of (55), an upper bound can be obtained by using
W2 ≤

√
2w1,2 and Proposition 6.5 as follows:

W2(L(Zλ
t ), πβ) ≤

√
2w

1/2
1,2 (L(Z

λ
t ), πβ) ≤

√
2ĉe−ċλt/2w

1/2
1,2 (L(θ0), πβ). (58)

Applying Lemma 6.6, (56), and (58) to (55), one obtains, for any n ∈ N0, and t ∈ (nT, (n+ 1)T ],

W2(L(θ̄λt ), πβ) ≤
√
λ
(
e−naF κ♯

2/2C̄0E
[
V4(2r+1)(θ0)

]
+ C̄1

)1/2
+ λ1/4

(
e−min{ċ,aF κ♯

2,ah}n/8C̄4

(
E
[
V4(2r+1)(θ0)

])1/2
+ C̄5

)
+
√
2ĉe−ċλt/2

(
1 + E[V2(θ0)] +

∫
Rd

V2(θ)πβ(dθ)

)1/2

≤ C4e
−C3(n+1)(E[|θ0|4(2r+1)] + 1)1/2 + C5λ

1/4, (59)

where

C3 := min{ċ, aFκ♯2, ah}/8,

C4 := 22r+1/2emin{ċ,aF κ♯
2,ah}/8

(
C̄

1/2
0 + C̄4 +

√
2ĉ

(
2 +

∫
Rd

V2(θ)πβ(dθ)

)1/2
)
,

C5 := C̄
1/2
1 + C̄5

(60)

with ċ, ĉ given in Proposition 6.5, aF , κ♯2 given in Lemma 6.1, C̄0, C̄1 given in (136), and C̄4, C̄5 given
in (57). □
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By using the non-asymptotic estimate provided in Corollary 4.5, one can obtain an upper estimate for
the expected excess risk, i.e., E[u(θλn)]− u∗, where u∗ := infθ∈Rd u(θ) with u given in (1). We proceed
with the following splitting:

E[u(θλn)]− u∗ = E[u(θλn)]− E[u(Z∞)] + E[u(Z∞)]− u∗, (61)

where Z∞ is an Rd-valued random variable with L(Z∞) = πβ .
In the following lemma, we provide an estimate for the first term on the RHS of (61).

Lemma 6.8. Let Assumptions 1, 2, 3, and 4 hold. Then, for any 0 < λ ≤ λmax with λmax given in (36),
n ∈ N0, one obtains

E[u(θλn)]− E[u(Z∞)] ≤ C7e
−C6λn + C8λ

1/4,

where
C6 := C3,

C7 := 22rKHE[(1 + |X0|)ρ]
(
C4(2 + c̊

1/2
2r+1 + c

1/2
Z∞,4r+2) + C5

)
(E[|θ0|4(2r+1)] + 1),

C8 := 22rKHE[(1 + |X0|)ρ]C5(1 + c̊
1/2
2r+1 + c

1/2
Z∞,4r+2)

(62)

with C3, C4, C5 given in (60), c̊2r+1 given in Lemma 6.1, cZ∞,4r+2 denoting the 4r + 2-th moment of πβ .

Proof. The proof follows the same arguments as in the proof of [47, Lemma 4.8]. However, to obtain
explicit constants, we apply Remark 4.1 for the growth condition of h rather than [47, Remark 2.2],
Lemma 6.1 for the moment estimate of θλn rather than [47, Lemma 4.2], and apply Corollary 4.5 for the
upper estimate of W2(L(θ̄λn), πβ) rather than [47, Corollary 2.9]. □

Lemma 6.9. Let Assumptions 1, 2, 3, and 4 hold. Then, for any 0 < λ ≤ λmax with λmax given in (36),
n ∈ N0, and any β > 0, one obtains

E[u(Z∞)]− u∗ ≤ C9/β,

where

C9 ≡ C9(β) :=
d

2
log

(
Lh(1 + 4max{

√
bh/ah,

√
2d/(βLh)})2re

ah

(
βbh
d

+ 1

))
+ log 2. (63)

In particular, we have that limβ→∞C9(β)/β = 0.

Proof. We follow the ideas in the proof of [47, Lemma 4.9] while applying Remark 4.2 for the dissipativity
condition on h rather than [47, Remark 2.5], and applying Remark 4.1 for the local Lipschitz condition of
h rather than [47, Remark 2.2]. □

Proof of Theorem 4.6. Substituting the results in Lemma 6.8, 6.9 into (61) yields the desired non-
asymptotic error bound of the expected excess risk. □

Proof of Corollary 4.7. For any δ > 0, if we first choose β such that C9/β ≤ δ/3, then choose λ

such that λ ≤ λmax with λmax given in (36) and C8λ
1/4 ≤ δ/3, and finally choose C7e

−C6λn ≤ δ/3,
consequently, we have E[u(θλn)]− u∗ ≤ δ.

We note that C9/β ≤ δ/3 is achieved if we choose

β ≥ max

{
1,

9d2

δ2
,

(
3d

δ
log

(
Lh(1 + 4(

√
bh/ah +

√
2d/Lh))

2re

ahd
(bh + 1) (d+ 1)

)
+

log 64

δ

)}
.

Indeed, for any β ≥ 1, we have that

C9

β
≤ d

2β
log

(
Lh(1 + 4(

√
bh/ah +

√
2d/Lh))

2re

ahd
(bh + 1) (d+ 1) (β + 1)

)
+

log 2

β

≤ 1

β

(
d

2
log

(
Lh(1 + 4(

√
bh/ah +

√
2d/Lh))

2re

ahd
(bh + 1) (d+ 1)

)
+ log 2

)
+

d

2
√
β

≤ δ

6
+

δ

6
=

δ

3
.
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where we use that log(1 + β)/β ≤ 1/
√
1 + β ≤ 1/

√
β holds for all β > 0 in the second inequality.

Furthermore, we have that λ ≤ min{λmax, δ
4/(81C4

8 )}, and λn ≥ (1/C6) log(3C7/δ) which further
implies that n ≥ max{(1/C6λmax) log(3C7/δ), (81C

4
8/C6δ

4) log(3C7/δ)}. □
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APPENDIX A. PROOF OF AUXILIARY RESULTS

A.1. Proof of auxiliary results in Section 4.1.

Proof of statement in Remark 4.1. By using Assumption 3, for any θ ∈ Rd, x ∈ Rm, one obtains

|F (θ, x)| =

(
d∑

i=1

|F (i)(θ, x)|2
)1/2

≤

(
d∑

i=1

K2
F (1 + |x|)2ρ(1 + |θ(i)|)2(1 + |θ|2r)2

)1/2

≤ 3
√
2dKF (1 + |x|)ρ(1 + |θ|2r+1),

where we use (a + b)2 ≤ 2a2 + 2b2 and av ≤ 1 + a2r+1, for v ∈ {1, 2r}, a, b ≥ 0, r ≥ 1. Then, by
using Assumption 2, 2r ≥ q ≥ 1, and (1 + a)2r+1 ≤ 22r(1 + a2r+1), a ≥ 0, one obtains

|G(θ, x)| ≤ KG(1 + |x|)ρ(1 + |θ|)2r+1 ≤ 22rKG(1 + |x|)ρ(1 + |θ|2r+1).

Recall the expressin of H given in (4). Combining the results above yields the first inequality in Remark
4.1. Furthermore, one notes that the second inequality follows from the local Lipschitz continuity (in
average) imposed on F,G, see Assumptions 1, 2, and 3. □

A.2. Proof of auxiliary results in Section 3.

Proof of Proposition 3.1. For illustrative purposes, we consider the case where K = 1. Moreover, to

ease the notation, we use WN
1 instead of WN(θ̃,W0)

1 throughout the proof. By using (23), (20), (24), and
the fact that {Rk}K−1

k=0 are independent, (26) can be written explicitly as

V (0, 2,W0) = min
g0∈U

E
[
min
g1∈U

E
[(

W g0
1 (⟨g1(W g0

1 ), R1⟩+Rf )−
γ

2

)2∣∣∣∣F1

]]

≈ min
g0∈U

(
E

(W g0
1 )2

 p∑
i=1

(g̃i1(W
g0
1 ))2r

ii
1 +

p∑
i ̸=j,i,j=1

g̃i1(W
g0
1 )g̃j1(W

g0
1 )r

ij
1

+2

p∑
i=1

g̃i1(W
g0
1 )ri1Rf +R2

f

)
−W g0

1

(
p∑

i=1

g̃i1(W
g0
1 )ri1 +Rf

)
γ

]
+

γ2

4

)
≈ min

θ̃∈Rd̃

v(θ̃),

where v is given by

v(θ̃) := E

(WN
1 )2

 p∑
i=1

(g̃i1(W
N
1 ))2r

ii
1 +

p∑
i ̸=j,i,j=1

g̃i1(W
N
1 )g̃j1(W

N
1 )r

ij
1 + 2

p∑
i=1

g̃i1(W
N
1 )ri1Rf

+R2
f

)
−WN

1

(
p∑

i=1

g̃i1(W
N
1 )ri1 +Rf

)
γ

]
+

γ2

4
+

η|θ̃|2(r+1)

2(r + 1)
,

(64)

and where we recall that WN
1 = W0(⟨N(θ̃,W0), R0⟩+ Rf ) ∈ R with N given in (18), g̃1 denotes the

approximation of the optimal g1 by the neural network defined in (19) with trained parameters θ∗ =

(θ∗0, . . . , θ
∗
K−1), r1 ∈ Rp×p with r

ii
1 := E[(Ri

1)
2] and r

ij
1 := E[Ri

1R
j
1] for i ̸= j, r1 ∈ Rp with ri1 :=

E[Ri
1], γ > 0, r ≥ 1/2, and η > 0. In particular, ḡ1(y) := tanh(K∗

3σ2(K
∗
2σ2(K

∗
1y + b∗1) + b∗2) + b∗3),

y ∈ R, where σ2(z) = 1/(1 + e−z), z ∈ Rν , is the sigmoid activation function applied componentwise,
and θ∗ = ([K∗

1 ], [K
∗
2 ], [K

∗
3 ], b

∗
1, b

∗
2, b

∗
3) are the trained parameters. For any θ̃ ∈ Rd̃, z ∈ R, r0 ∈ Rp,

denote by wN
1 := z(⟨N(θ̃, z), r0⟩+Rf ). Then, the stochastic gradient H : Rd̃ × Rm → Rp of v defined

in (64) is of the form H(θ̃, x) := G(θ̃, x) + F (θ̃, x) for all θ̃ ∈ Rd̃ and all x ∈ Rm, m = p + 1, with
x = (r0, z), r0 = (r10, . . . , r

p
0) ∈ Rp, z ∈ R, where the functions F and G are given by

F (θ̃, x) := ηθ̃|θ̃|2r, G(θ̃, x) :=
(
G

K̃11
1
(θ̃, x), . . . , G

K̃pν
1
(θ̃, x), G

b̃1
(θ̃, x), . . . , G

b̃ν
(θ̃, x)

)
, (65)
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where for I = 1, . . . , p, J = 1, . . . , ν,

G
K̃IJ

1
(θ̃, x) := 2wN

1 ∂K̃IJ
1
wN
1

 p∑
i=1

(g̃i1(w
N
1 ))

2r
ii
1 +

p∑
i ̸=j
i,j=1

g̃i1(w
N
1 )g̃

j
1(w

N
1 )r

ii
1 + 2

p∑
i=1

g̃i1(w
N
1 )r

i
1Rf +R2

f



+ (wN
1 )

2

2

p∑
i=1

g̃i1(w
N
1 )∂K̃IJ

1
g̃i1(w

N
1 )r

ii
1 +

p∑
i ̸=j
i,j=1

∂
K̃IJ

1
g̃i1(w

N
1 )g̃

j
1(w

N
1 )r

ii
1

+

p∑
i ̸=j
i,j=1

g̃i1(w
N
1 )∂K̃IJ

1
g̃j1(w

N
1 )r

ii
1 + 2

p∑
i=1

∂
K̃IJ

1
g̃i1(w

N
1 )r

i
1Rf


−

(
∂
K̃IJ

1
wN
1 γ

(
p∑

i=1

g̃i1(w
N
1 )r

i
1 +Rf

)
+ wN

1 γ

p∑
i=1

∂
K̃IJ

1
g̃i1(w

N
1 )r

i
1

)
,

G
b̃J0
(θ̃, x) := 2wN

1 ∂b̃J0
wN
1

 p∑
i=1

(g̃i1(w
N
1 ))

2r
ii
1 +

p∑
i ̸=j
i,j=1

g̃i1(w
N
1 )g̃

j
1(w

N
1 )r

ii
1 + 2

p∑
i=1

g̃i1(w
N
1 )r

i
1Rf +R2

f



+ (wN
1 )

2

2

p∑
i=1

g̃i1(w
N
1 )∂b̃J0

g̃i1(w
N
1 )r

ii
1 +

p∑
i ̸=j
i,j=1

∂
b̃J0
g̃i1(w

N
1 )g̃

j
1(w

N
1 )r

ii
1

+

p∑
i ̸=j
i,j=1

g̃i1(w
N
1 )∂b̃J0

g̃j1(w
N
1 )r

ii
1 + 2

p∑
i=1

∂
b̃J0
g̃i1(w

N
1 )r

i
1Rf


−

(
∂
b̃J0
wN
1 γ

(
p∑

i=1

g̃i1(w
N
1 )r

i
1 +Rf

)
+ wN

1 γ

p∑
i=1

∂
b̃J0
g̃i1(w

N
1 )r

i
1

)
,

(66)

and where

∂
K̃IJ

1
wN
1 := zrI0 sech

2

 ν∑
j=1

K̃Ij
1 σ(cjz + b̃j0)

 (cJz + b̃J0 )1AJ
(z), ∂

K̃IJ
1
g̃1(w

N
1 ) := g̃′1(w

N
1 )∂K̃IJ

1
wN
1

∂
b̃J0
wN
1 := z

p∑
i=1

sech2

 ν∑
j=1

K̃ij
1 σ(cjz + b̃j0)

 ri0K̃
iJ
1 1AJ

(z), ∂
b̃J0
g̃1(w

N
1 ) := g̃′1(w

N
1 )∂b̃J0

wN
1

(67)

with
AJ := {z ∈ R|cJz + b̃J0 ≥ 0}, (68)

and g̃′1(w
N
1 ) denoting the derivative of g̃1(y) w.r.t. y composed with wN

1 . Then, by using [47, Proposition
3.1], one can show that (26) satisfies Assumptions 1-4, and thus Theorem 4.4, Corollary 4.5, and Theorem
4.6 can be applied to the optimization problem (26). Indeed, we first note that the conditions imposed
on x := (r0, z) ∈ Rm in [47, Proposition 3.1] can be satisfied for a wide range of distributions. For
example, X := (R0, Z) with R0 and Z being independent, R0 following a (three-parameter) log-normal
distribution (see [65]), and Z following a uniform distribution is one of the valid choices which is used in
our numerical experiments. Furthermore, the stochastic gradient of v defined in (64) are given explicitly
in (65)-(68), which has a similar form as that specified in [47, Proposition 3.1 (20)-(21)]. By setting
q = 2, r = 1, ρ = 7, following the same arguments as in the proof of [47, Proposition 3.1] yields the
desired result.
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□

A.3. Proof of auxiliary results in Section 6.

Lemma A.1. Let Assumption 3 hold. Then, for any θ ∈ Rd, x ∈ Rm, 0 < λ ≤ 1, i = 1, . . . , d, one
obtains the following estimates for G(i)

λ and F
(i)
λ given in (7):

|G(i)
λ (θ, x)| ≤ 2λ−1/2, |F (i)

λ (θ, x)| ≤ λ−1/2(1 + |x|)ρ
(
KF +KF |θ(i)|

)
. (69)

Proof. For any θ ∈ Rd, x ∈ Rm, 0 < λ ≤ 1, i = 1, . . . , d, by using the expression of G(i)
λ (θ, x) given in

(7), one obtains∣∣∣G(i)
λ (θ, x)

∣∣∣ = ∣∣∣∣∣ G(i)(θ, x)

1 +
√
λ|G(i)(θ, x)|

(
1 +

√
λ

ε+ |G(i)(θ, x)|

)∣∣∣∣∣ ≤ 2λ−1/2.

Furthermore, by using the expression of F (i)
λ given in (7), Assumption 3, and 0 < λ ≤ 1, one obtains∣∣∣F (i)

λ (θ, x)
∣∣∣ = ∣∣∣∣∣ F (i)(θ, x)

1 +
√
λ|θ|2r

∣∣∣∣∣ ≤ λ−1/2(1 + |x|)ρ
(
KF +KF |θ(i)|

)
.

□

Proof of Lemma 6.1-(i). The following inequality will be applied throughout the proof: for any z ≥ 1,
l ∈ N, ai ≥ 0, i = 1, . . . , l, (

l∑
i=1

ai

)z

≤ lz−1
l∑

i=1

azi . (70)

Recall the continuous-time interpolation of e-THεO POULA given in (39). Throughout the proof, let
0 < λ ≤ λ1,max with λ1,max defined in (36), n ∈ N0, and t ∈ (n, n+ 1]. We denote by

∆λ
n,t := θ̄λn − λHλ(θ̄

λ
n, Xn+1)(t− n), Ξλ

n,t :=
√
2λβ−1(Bλ

t −Bλ
n). (71)

Then, one observes that

E
[
|θ̄λt |2

∣∣∣ θ̄λn] = E
[
|∆λ

n,t|2
∣∣∣ θ̄λn]+ 2λ(t− n)d/β. (72)

To obtain an upper bound for the first term on the RHS of (72), note first that by (71),

|∆λ
n,t|2 = |θ̄λn|2 − 2λ(t− n)

〈
θ̄λn, Hλ(θ̄

λ
n, Xn+1)

〉
+ λ2(t− n)2|Hλ(θ̄

λ
n, Xn+1)|2. (73)

One further calculates, by using (6), (7), 0 < λ ≤ λ1,max ≤ 1, that

−
〈
θ̄λn, Hλ(θ̄

λ
n, Xn+1)

〉
= −

d∑
i=1

θ̄λ,(i)n

(
F

(i)
λ (θ̄λn, Xn+1) +G

(i)
λ (θ̄λn, Xn+1)

)
≤ −⟨θ̄

λ
n, F (θ̄λn, Xn+1)⟩
1 +
√
λ|θ̄λn|2r

+

d∑
i=1

|θ̄λ,(i)n ||G(i)(θ̄λn, Xn+1)|(1 +
√
λ|θ̄λn|2r)

(1 +
√
λ|G(i)(θ̄λn, Xn+1)|)(1 +

√
λ|θ̄λn|2r)

+ d|θ̄λn|.

Then, by using Assumption 2, one obtains

−
〈
θ̄λn, Hλ(θ̄

λ
n, Xn+1)

〉
≤ −⟨θ̄

λ
n, F (θ̄λn, Xn+1)⟩
1 +
√
λ|θ̄λn|2r

+ d|θ̄λn|+
dKG(1 + |Xn+1|)ρ(1 + |θ̄λn|)q+1

1 +
√
λ|θ̄λn|2r

+
d|θ̄λn|2r+1

1 +
√
λ|θ̄λn|2r

,

which, by using 1 ≤ q ≤ 2r, and (70) (with l← 2, z ← 2r + 1), yields

−
〈
θ̄λn, Hλ(θ̄

λ
n, Xn+1)

〉
≤ −⟨θ̄

λ
n, F (θ̄λn, Xn+1)⟩
1 +
√
λ|θ̄λn|2r

+ d|θ̄λn|

+ 22rdKG(1 + |Xn+1|)ρ +
d(22rKG(1 + |Xn+1|)ρ + 1)|θ̄λn|2r+1

1 +
√
λ|θ̄λn|2r

.

(74)
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Furthermore, by using (6), Lemma A.1, and (70), one notes that

|Hλ(θ̄
λ
n, Xn+1)|2 ≤ dλ−1(4 + 4(1 + |Xn+1|)ρKF ) + 4dλ−1(1 + |Xn+1|)ρKF |θ̄λn|

+ 3dλ−1(1 + |Xn+1|)2ρK2
F +

3λ−1(1 + |Xn+1|)2ρK2
F |θ̄λn|2

(1 +
√
λ|θ̄λn|2r)2

+
3(1 + |Xn+1|)2ρK2

F |θ̄λn|4r+2

(1 +
√
λ|θ̄λn|2r)2

.

(75)

Substituting (74), (75) into (73) yields

|∆λ
n,t|2 ≤ |θ̄λn|2 −

2λ(t− n)⟨θ̄λn, F (θ̄λn, Xn+1)⟩
1 +
√
λ|θ̄λn|2r

+ λ(t− n)d(1 + |Xn+1|)2ρ(22r+1KG + 4 + 4KF + 3K2
F )

+ 4λ(t− n)d(1 + |Xn+1|)ρ(1 +KF )|θ̄λn|

+
2λ(t− n)d(22rKG(1 + |Xn+1|)ρ + 1)|θ̄λn|2r+1

1 +
√
λ|θ̄λn|2r

+
3λ(t− n)(1 + |Xn+1|)2ρK2

F (1 + |θ̄λn|2r+1)

1 +
√
λ|θ̄λn|2r

+
3λ2(t− n)2(1 + |Xn+1|)2ρK2

F |θ̄λn|4r+2

(1 +
√
λ|θ̄λn|2r)2

,

(76)

where the inequality holds due to 0 < t− n ≤ 1 and a2 ≤ 1 + a2r+1, for a ≥ 0. Moreover, one observes
that, for any θ ∈ Rd,

|θ| = |θ|(1 +
√
λ|θ|2r)

1 +
√
λ|θ|2r

≤ |θ|+ |θ|
2r+1

1 +
√
λ|θ|2r

≤ 1 + 2|θ|2r+1

1 +
√
λ|θ|2r

≤ 1 +
2|θ|2r+1

1 +
√
λ|θ|2r

. (77)

Applying (77) to (76) and using 0 < t− n ≤ 1 yield,

|∆λ
n,t|2 ≤ |θ̄λn|2 −

2λ(t− n)⟨θ̄λn, F (θ̄λn, Xn+1)⟩
1 +
√
λ|θ̄λn|2r

+ λ(t− n)d(1 + |Xn+1|)2ρ(22r+1KG + 8 + 8KF + 6K2
F )

+
λ(t− n)d(1 + |Xn+1|)2ρ(22r+1KG + 10 + 8KF + 3K2

F )|θ̄λn|2r+1

1 +
√
λ|θ̄λn|2r

+
3λ2(t− n)(1 + |Xn+1|)2ρK2

F |θ̄λn|4r+2

(1 +
√
λ|θ̄λn|2r)2

.

(78)

By taking conditional expectation on both sides, by using Remark 4.2, and by the fact that Xn+1 is
independent of θ̄λn, the above result yields,

E
[
|∆λ

n,t|2
∣∣∣ θ̄λn] ≤ |θ̄λn|2 − 2λ(t− n)aF |θ̄λn|2r+2

1 +
√
λ|θ̄λn|2r

+ λ(t− n)dE[(1 + |X0|)2ρ](2bF + 22r+1KG + 8 + 8KF + 6K2
F )

+
λ(t− n)dE[(1 + |X0|)2ρ](22r+1KG + 10 + 8KF + 3K2

F )|θ̄λn|2r+1

1 +
√
λ|θ̄λn|2r

+
3λ2(t− n)E[(1 + |X0|)2ρ]K2

F |θ̄λn|4r+2

(1 +
√
λ|θ̄λn|2r)2

= |θ̄λn|2 − λ(t− n)T1(θ̄
λ
n)|θ̄λn|2 − λ(t− n)T2(θ̄

λ
n)

+ λ(t− n)dE[(1 + |X0|)2ρ](2bF + 22r+1KG + 8 + 8KF + 6K2
F ),

(79)

where for any θ ∈ Rd \ {(0, . . . , 0)d}, T1(θ) :=
aF |θ|2r+2−dE[(1+|X0|)2ρ](22r+1KG+10+8KF+3K2

F )|θ|2r+1

|θ|2(1+
√
λ|θ|2r) ,

and for any θ ∈ Rd, T2(θ) := aF |θ|2r+2

1+
√
λ|θ|2r −

3λE[(1+|X0|)2ρ]K2
F |θ|4r+2

(1+
√
λ|θ|2r)2 . One observes that T1(θ) >



33

aF |θ|2r

2(1+
√
λ|θ|2r) implies |θ| > 2dE[(1+|X0|)2ρ](22r+1KG+10+8KF+3K2

F )
aF

. Then, denote by M0 := 2dE[(1 +

|X0|)2ρ](22r+1KG + 10 + 8KF + 3K2
F )/min {1, aF }. The above calculation and the fact that f(s) :=

s/(1 +
√
λs) is non-decreasing for all s ≥ 0 imply that, for any |θ| > M0,

T1(θ) >
aF |θ|2r

2(1 +
√
λ|θ|2r)

>
aFM

2r
0

2(1 +
√
λM2r

0 )
≥ aFκ, (80)

where κ := M2r
0 /(2(1 +M2r

0 )). In addition, for any θ ∈ Rd, one notes that T2(θ) ≥ (
√
λaF |θ|4r+2 −

3λE[(1+|X0|)2ρ]K2
F |θ|4r+2)/(1+

√
λ|θ|2r)2 ≥ 0 since 0 < λ ≤ λ1,max ≤ a2F /(9(E[(1+|X0|)2ρ])2K4

F )
by the definition of λ1,max in (36). Therefore, we obtain that

T2(θ) ≥ 0. (81)

Denote by Sn,M0 := {ω ∈ Ω : |θ̄λn(ω)| > M0}. Then, by using (79), (80), (81), we have that

E
[
|∆λ

n,t|21Sn,M0

∣∣∣ θ̄λn] ≤ (1− λ(t− n)aFκ)|θ̄λn|21Sn,M0
+ λ(t− n)c11Sn,M0

, (82)

where c1 := dE[(1 + |X0|)2ρ](2bF + 22r+1KG + 8 + 8KF + 6K2
F ). Moreover, by using (79), the

expression of T1(θ) for θ ∈ Rd \ {(0, . . . , 0)d}, and (81), one notes that

E
[
|∆λ

n,t|21Scn,M0

∣∣∣ θ̄λn] ≤ (1− λ(t− n)aFκ)|θ̄λn|21Scn,M0
+ λ(t− n)

(
c1 + aFκM

2
0

+dE[(1 + |X0|)2ρ](22r+1KG + 10 + 8KF + 3K2
F )M

2r+1
0

)
1Scn,M0

.
(83)

By using (82), (83), one obtains that

E
[
|∆λ

n,t|2
∣∣∣ θ̄λn] = E

[
|∆λ

n,t|2(1Sn,M0
+ 1Scn,M0

)
∣∣∣ θ̄λn] ≤ (1− λ(t− n)aFκ)|θ̄λn|2 + λ(t− n)c2, (84)

where c2 := c1 + aFκM
2
0 + dE[(1 + |X0|)2ρ](22r+1KG +10+ 8KF +3K2

F )M
2r+1
0 . Substituting (84)

into (72) yields E
[
|θ̄λt |2

∣∣ θ̄λn] = (1− λ(t− n)aFκ)|θ̄λn|2 + λ(t− n)c0, where

κ := M2r
0 /(2(1 +M2r

0 )),

M0 := 2dE[(1 + |X0|)2ρ](22r+1KG + 10 + 8KF + 3K2
F )/min {1, aF },

c0 := 2d/β + dE[(1 + |X0|)2ρ](2bF + 22r+1KG + 8 + 8KF + 6K2
F )

+ aFκM
2
0 + dE[(1 + |X0|)2ρ](22r+1KG + 10 + 8KF + 3K2

F )M
2r+1
0 .

(85)

By induction, one concludes that

E
[
|θ̄λt |2

]
≤ (1− λ(t− n)aFκ)(1− λaFκ)

nE
[
|θ0|2

]
+ c̊0, (86)

where c̊0 := c0(1 + 1/(aFκ)). □

Proof of Lemma 6.1-(ii). Let p ∈ [2,∞) ∩ N, 0 < λ ≤ λp,max with λp,max given in (36), n ∈ N0, and
t ∈ (n, n+ 1]. Recall the explicit expression of e-THεO POULA given in (39), and the definitions of
∆λ

n,t, Ξ
λ
n,t given in (71). By using [10, Lemma A.3], straightforward calculations yield

E
[
|θ̄λt |2p

∣∣∣ θ̄λn] ≤ E
[
|∆λ

n,t|2p
∣∣∣ θ̄λn]+ 2pE

[
|∆λ

n,t|2p−2⟨∆λ
n,t,Ξ

λ
n,t⟩
∣∣∣ θ̄λn]

+

2p∑
k=2

(
2p

k

)
E
[
|∆λ

n,t|2p−k|Ξλ
n,t|k

∣∣∣ θ̄λn] (87)

= E
[
|∆λ

n,t|2p
∣∣∣ θ̄λn]+ 2p∑

k=2

(
2p

k

)
E
[
|∆λ

n,t|2p−k|Ξλ
n,t|k

∣∣∣ θ̄λn] , (88)

where the last equality holds due to the fact that the second term in (87) is zero. The second term on the
RHS of (88) can be further estimated as

2p∑
k=2

(
2p

k

)
E
[
|∆λ

n,t|2p−k|Ξλ
n,t|k

∣∣∣ θ̄λn]
≤ 22p−2p(2p− 1)λ(t− n)dβ−1E

[
|∆λ

n,t|2p−2
∣∣∣ θ̄λn]+ 22p−4(2p(2p− 1))p+1(dβ−1λ(t− n))p, (89)
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where the inequality holds due to (70), the fact that ∆λ
n,t is independent of Ξλ

n,t, and [51, Theorem 7.1].
Substituting (89) into (88) yields

E
[
|θ̄λt |2p

∣∣∣ θ̄λn] ≤ E
[
|∆λ

n,t|2p
∣∣∣ θ̄λn]+ 22p−2p(2p− 1)λ(t− n)dβ−1E

[
|∆λ

n,t|2p−2
∣∣∣ θ̄λn]

+ 22p−4(2p(2p− 1))p+1(dβ−1λ(t− n))p.
(90)

Then, we proceed with establishing an upper estimate for the first term on the RHS of (90). By using
(71), [10, Lemma A.3], and by using the same arguments as in (87), one obtains

E
[
|∆λ

n,t|2p
∣∣∣ θ̄λn] ≤ |θ̄λn|2p − 2pλ(t− n)|θ̄λn|2p−2E

[
⟨θ̄λn, Hλ(θ̄

λ
n, Xn+1)⟩

∣∣∣ θ̄λn]
+

2p∑
k=2

(
2p

k

)
λk(t− n)k|θ̄λn|2p−kE

[
|Hλ(θ̄

λ
n, Xn+1)|k

∣∣∣ θ̄λn] . (91)

By Lemma A.1, and by applying (70) (with l← 2, z ← 2), one observes that

|Gλ(θ̄
λ
n, Xn+1)|2 ≤ 4dλ−1, |Fλ(θ̄

λ
n, Xn+1)|2 ≤ 2λ−1(1 + |Xn+1|)2ρK2

F (d+ |θ̄λn|2). (92)

For any k = 2, . . . , 2p, by using (6), (70), and (92), one obtains that

|Hλ(θ̄
λ
n, Xn+1)|k ≤ 22k−1dk/2λ−k/2 + 22k−2dk/2λ−k/2(1 + |Xn+1|)ρkKk

F

+ 22k−2λ−k/2(1 + |Xn+1|)ρkKk
F |θ̄λn|k.

(93)

Substituting (74), (93) into (91) yields

E
[
|∆λ

n,t|2p
∣∣∣ θ̄λn] ≤ |θ̄λn|2p − 2pλ(t− n)aF |θ̄λn|2r+2p

1 +
√
λ|θ̄λn|2r

+ 2pdλ(t− n)|θ̄λn|2p−1

+ pdλ(t− n)(2bF + 22r+1KGE [(1 + |X0|)ρ])|θ̄λn|2p−2

+
2pdλ(t− n)(22rKGE [(1 + |X0|)ρ] + 1)|θ̄λn|2r+2p−1

1 +
√
λ|θ̄λn|2r

+

2p∑
k=2

(
2p

k

)
λk(t− n)k|θ̄λn|2p−k22k−2dk/2λ−k/2E[(1 + |X0|)ρk](2 +Kk

F )

+

2p∑
k=2

(
2p

k

)
λk(t− n)k|θ̄λn|2p22k−2λ−k/2E[(1 + |X0|)ρk]Kk

F ,

(94)

where we use the independence of θ̄λn and Xn+1. For any θ ∈ Rd and for ν = −2,−1, 2r − 2, one
observes that |θ|2p+ν ≤ 1 + |θ|2p+2r−1, then, by using the same arguments as in (77), one obtains

|θ|2p−1 ≤ 1 +
2|θ|2p+2r−1

1 +
√
λ|θ|2r

, |θ|2p−2 ≤ 2 +
2|θ|2p+2r−1

1 +
√
λ|θ|2r

. (95)

By applying (95) to (94), and by using |θ|2p−k ≤ 1 + |θ|2p−1, for any θ ∈ Rd, 2 ≤ k ≤ 2p, we have

E
[
|∆λ

n,t|2p
∣∣∣ θ̄λn] ≤ |θ̄λn|2p − 2pλ(t− n)aF |θ̄λn|2r+2p

1 +
√
λ|θ̄λn|2r

+ pdλ(t− n)(2 + 4bF + 22r+2KGE [(1 + |X0|)ρ])

+
pdλ(t− n)(22r+3KGE [(1 + |X0|)ρ] + 4bF + 6)|θ̄λn|2r+2p−1

1 +
√
λ|θ̄λn|2r

+

(
2p

p

)
(2p− 1)24p−2λ(t− n)dp(2 +KF )

2pE[(1 + |X0|)2pρ](1 + |θ̄λn|2p−1)

+

2p∑
k=2

(
2p

k

)
λk/2(t− n)22k−2Kk

FE[(1 + |X0|)ρk]|θ̄λn|2p.

(96)
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By using the first inequality in (95), and by using |θ|2p = |θ|2p+
√
λ|θ|2p+2r

1+
√
λ|θ|2r ≤ 1 + |θ|2p+2r−1

1+
√
λ|θ|2r +

√
λ|θ|2p+2r

1+
√
λ|θ|2r ,

for any θ ∈ Rd, (96) can be upper bounded as follows:

E
[
|∆λ

n,t|2p
∣∣∣ θ̄λn] ≤ |θ̄λn|2p − λ(t− n)T3(θ̄

λ
n)|θ̄λn|2p − λ(t− n)T4(θ̄

λ
n)

+ λ(t− n)pd(2 + 4bF + 22r+2KGE [(1 + |X0|)ρ])

+ λ(t− n)dp
(
2p

p

)
(2p− 1)24p(2 +KF )

2pE[(1 + |X0|)2pρ],

(97)

where for any θ ∈ Rd, T3(θ) := (aF |θ|2r−pd(22r+3KGE [(1 + |X0|)ρ]+4bF +6)|θ|2r−1−dp
(
2p
p

)
(2p−

1)24p(2 +KF )
2pE[(1 + |X0|)2pρ]|θ|2r−1)/(1 +

√
λ|θ|2r), and

T4(θ) :=

2p∑
k=2

(
aF |θ|2r+2p

1 +
√
λ|θ|2r

−
(
2p

k

)
λ(k−1)/222k−2Kk

FE[(1 + |X0|)ρk]
|θ|2p+2r

1 +
√
λ|θ|2r

)
. (98)

One obtains that T3(θ) > aF |θ|2r

2(1+
√
λ|θ|2r) implies |θ| > (2pd(22r+3KGE [(1 + |X0|)ρ] + 4bF + 6) +

dp
(
2p
p

)
(2p−1)24p+1(2+KF )

2pE[(1+|X0|)2pρ])/aF . Denote by M1(p) := (2pd(22r+3KGE
[
(1 + |X0|)2ρ

]
+

4bF + 6) + dp
(
2p
p

)
(2p− 1)24p+1(2 +KF )

2pE[(1 + |X0|)2pρ])/min {1, aF }. The above inequality and

the fact that f(s) := s/(1 +
√
λs) is non-decreasing for any s ≥ 0 imply that, for any |θ| > M1(p),

T3(θ) >
aF |θ|2r

2(1 +
√
λ|θ|2r)

≥ aF (M1(p))
2r

2(1 +
√
λ(M1(p))2r)

≥ 2aF κ̄(p), (99)

where κ̄(p) := (M1(p))
2r/(4(1 + (M1(p))

2r)). Furthermore, one notes that, for any θ ∈ Rd, k =
2, . . . , 2p,

aF |θ|2r+2p

1 +
√
λ|θ|2r

−
(
2p

k

)
λ(k−1)/222k−2Kk

FE[(1 + |X0|)ρk]
|θ|2p+2r

1 +
√
λ|θ|2r

≥ 0

⇔ λ ≤ λp,k :=
(aF /KF )

2/(k−1)

16K2
F (
(
2p
k

)
E[(1 + |X0|)ρk])2/(k−1)

.

(100)

To see that λ ≤ λp,max ≤ λp,k is indeed satisfied, observes that, for any 2 ≤ k ≤ 2p, (
(
2p
k

)
E[(1 +

|X0|)ρk])
2

k−1 ≤ p2(2p− 1)2(E[(1 + |X0|)2pρ])2. By using this inequality and the definition of λp,max in
(36), it indeed holds that,

λ ≤ λp,max ≤
min{(aF /KF )

2, (aF /KF )
2/(2p−1)}

16K2
F p

2(2p− 1)2(E[(1 + |X0|)2pρ])2
≤ λp,k, k = 2, . . . , 2p. (101)

Thus, by using (100), (101), and the expression of T4 in (98), one obtains, for any θ ∈ Rd, that

T4(θ) ≥ 0. (102)

Denote by Sn,M1(p) := {ω ∈ Ω : |θ̄λn(ω)| > M1(p)}. Substituting (99), (102) into (97) yields

E
[
|∆λ

n,t|2p1Sn,M1(p)

∣∣∣ θ̄λn] ≤ (1− 2λ(t− n)aF κ̄(p))|θ̄λn|2p1Sn,M1(p)
+ λ(t− n)c3(p)1Sn,M1(p)

, (103)

where c3(p) = pdE
[
(1 + |X0|)2ρ

]
(2+4bF+22r+2KG)+dp

(
2p
p

)
(2p−1)24p(2+KF )

2pE[(1+|X0|)2pρ].
Similarly, by using (97), (102), one obtains

E
[
|∆λ

n,t|2p1Scn,M1(p)

∣∣∣ θ̄λn]
≤ (1− 2λ(t− n)aF κ̄(p))|θ̄λn|2p1Scn,M1(p)

+ λ(t− n)(c3(p) + 2aF κ̄(p)(M1(p))
2p)1Sc

n,M1(p)

+ λ(t− n)pd(22r+3KGE [(1 + |X0|)ρ] + 4bF + 6)(M1(p))
2r+2p−1

1Sc
n,M1(p)

+ λ(t− n)dp
(
2p

p

)
(2p− 1)24p(2 +KF )

2pE[(1 + |X0|)2pρ](M1(p))
2r+2p−1

1Sc
n,M1(p)

.

(104)

Combining the results in (103) and (104) yields

E
[
|∆λ

n,t|2p
∣∣∣ θ̄λn] ≤ (1− 2λ(t− n)aF κ̄(p))|θ̄λn|2p + λ(t− n)c4(p), (105)
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where c4(p) := c3(p)+2aF κ̄(p)(M1(p))
2p+pdE

[
(1 + |X0|)2ρ

]
(22r+3KG+4bF+6)(M1(p))

2r+2p−1+

dp
(
2p
p

)
(2p− 1)24p(2 +KF )

2pE[(1 + |X0|)2pρ](M1(p))
2r+2p−1.Define

M1(1) := 2d(22r+3KGE
[
(1 + |X0|)2ρ

]
+ 4bF + 6)/min {1, aF }

+ 64d(2 +KF )
2E[(1 + |X0|)2ρ]/min {1, aF },

c4(1) := dE
[
(1 + |X0|)2ρ

]
(2 + 4bF + 22r+2KG) + 32d(2 +KF )

2E[(1 + |X0|)2ρ]
+ 2aF (M1(1))

2r+2/(4(1 + (M1(1))
2r))

+ dE
[
(1 + |X0|)2ρ

]
(22r+3KG + 4bF + 6)(M1(1))

2r+1

+ 32d(2 +KF )
2E[(1 + |X0|)2ρ](M1(1))

2r+1.

By using (84) and the fact that 0 < λ ≤ λ1,max ≤ a2F /(9(E[(1 + |X0|)2ρ])2K4
F ), one obtains

E
[
|∆λ

n,t|2
∣∣ θ̄λn] ≤ |θ̄λn|2 + λ(t− n)c2 ≤ |θ̄λn|2 + λ(t− n)c4(1), which, together with (105) implies

E
[
|∆λ

n,t|2(p−1)
∣∣∣ θ̄λn] ≤ |θ̄λn|2(p−1) + λ(t− n)c4(p− 1). (106)

By substituting (105), (106) into (90), one obtains

E
[
|θ̄λt |2p

∣∣∣ θ̄λn] ≤ (1− 2λ(t− n)aF κ̄(p))|θ̄λn|2p + λ(t− n)c4(p)

+ 22p−2p(2p− 1)λ(t− n)dβ−1
(
|θ̄λn|2(p−1) + λ(t− n)c4(p− 1)

)
+ 22p−4(2p(2p− 1))p+1(dβ−1λ(t− n))p.

One observes that for any θ ∈ Rd, −λ(t− n)aF κ̄(p)|θ|2p + 22p−2p(2p− 1)λ(t− n)dβ−1|θ|2(p−1) < 0

implies |θ| >
(
22p−2p(2p− 1)dβ−1/(aF κ̄(p))

)1/2
=: M2(p). Let Sn,M2(p) := {ω ∈ Ω : |θ̄λn(ω)| >

M2(p)}. By using the above inequality, and by using 0 < λ ≤ λp,max ≤ 1, 0 < t− n ≤ 1, one obtains

E
[
|θ̄λt |2p1Sn,M2(p)

∣∣∣ θ̄λn] ≤ (1− λ(t− n)aF κ̄(p))|θ̄λn|2p1Sn,M2(p)
+ λ(t− n)c4(p)1Sn,M2(p)

+ λ(t− n)22p−2p(2p− 1)dβ−1c4(p− 1)1Sn,M2(p)

+ λ(t− n)22p−4(2p(2p− 1))p+1(dβ−1)p1Sn,M2(p)
.

(107)

In addition, straightforward calculations yield

E
[
|θ̄λt |2p1Scn,M2(p)

∣∣∣ θ̄λn] ≤ (1− λ(t− n)aF κ̄(p))|θ̄λn|2p1Scn,M2(p)
+ λ(t− n)c4(p)1Sc

n,M2(p)

+ λ(t− n)22p−2p(2p− 1)dβ−1((M2(p))
2(p−1) + c4(p− 1))1Sc

n,M2(p)

+ λ(t− n)22p−4(2p(2p− 1))p+1(dβ−1)p1Sc
n,M2(p)

.

(108)

Combining (107) and (108) yields

E
[
|θ̄λt |2p

∣∣∣ θ̄λn] ≤ (1− λ(t− n)aF κ̄(p))|θ̄λn|2p + λ(t− n)c̄0(p), (109)

where
κ̄(p) := (M1(p))

2r/(4(1 + (M1(p))
2r)),

M1(p) :=
(
2pd(22r+3KGE

[
(1 + |X0|)2ρ

]
+ 4bF + 6)

+ dp
(
2p

p

)
(2p− 1)24p+1(2 +KF )

2pE[(1 + |X0|)2pρ]
)
/min {1, aF },

c̄0(p) := c4(p) + 22p−2p(2p− 1)dβ−1((M2(p))
2(p−1) + c4(p− 1)) + 22p−4(2p(2p− 1))p+1(dβ−1)p,

c4(p) := pdE
[
(1 + |X0|)2ρ

]
(2 + 4bF + 22r+2KG) + 2aF κ̄(p)(M1(p))

2p

+ pdE
[
(1 + |X0|)2ρ

]
(22r+3KG + 4bF + 6)(M1(p))

2r+2p−1

+ dp
(
2p

p

)
(2p− 1)24p(2 +KF )

2pE[(1 + |X0|)2pρ](1 + (M1(p))
2r+2p−1),

M2(p) :=
(
22p−2p(2p− 1)dβ−1/(aF κ̄(p))

)1/2
.

(110)
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Finally, by using the same arguments as in (86), and by using κ̄(p) ≥ κ̄(2), one obtains that

E
[
|θ̄λt |2p

]
≤ (1− λ(t− n)aFκ

♯
2)(1− λaFκ

♯
2)

nE
[
|θ0|2p

]
+ c♯0(p)(1 + 1/(aFκ

♯
2)),

where κ♯2 := min{κ̄(2), κ̃(2)}, c♯0(p) := max{c̄0(p), c̃0(p)} with κ̄(2), c̄0(p) and κ̃(2), c̃0(p) given in
(110) and (129), respectively. □

Proof of Lemma 6.1-(iii). Let p ∈ [2,∞) ∩ N, 0 < λ ≤ λ̂max with λ̂max given in (41), n ∈ N0, and
t ∈ (n, n+ 1]. Since F (θ, x) = F̂ (θ), for any θ ∈ Rd, x ∈ Rm, by Remark 4.2, one obtains,

⟨θ, F̂ (θ)⟩ = ⟨θ,E[F (θ,X0)]⟩ ≥ aF |θ|2r+2 − bF , (111)

for any θ ∈ Rd, where aF := a/2 and bF := (a/2 + b)Rr̄+2
F + dK2

FE[(1 + |X0|)2ρ]/2a with RF :=

max{(4b/a)1/(2r−r̄), 21/(2r)}. Moreover, by using the same arguments as in the proof of Lemma A.1,
one obtains, for any θ ∈ Rd,

|F (i)
λ (θ, x)| =

∣∣∣∣∣ F̂ (i)(θ)

1 +
√
λ|θ|2r

∣∣∣∣∣ =
∣∣∣∣∣E[F (i)(θ,X0)]

1 +
√
λ|θ|2r

∣∣∣∣∣ ≤ λ−1/2E[(1 + |X0|)ρ]
(
KF +KF |θ(i)|

)
. (112)

In order to obtain the 2p-th moment estimate of e-THεO POULA (39) under a relaxed stepsize restriction,
we follow the proof of Lemma 6.1-(ii) up to (90), and establish upper bounds for E

[
|∆λ

n,t|2p
∣∣ θ̄λn] and

E
[
|∆λ

n,t|2p−2
∣∣ θ̄λn] using the following method. By using the arguments in the proof of Lemma 6.1-(i) up

to (78) but with Remark 4.2 replaced by (111) and (69) in Lemma A.1 replaced by (112), one obtains

|∆λ
n,t|2 ≤

(
1− λ(t− n)aF |θ̄λn|2r

1 +
√
λ|θ̄λn|2r

)
|θ̄λn|2 − λ(t− n)(T5(θ̄

λ
n) + d(1 + |Xn+1|)2ρ22r+1KG)

+
λ(t− n)d(1 + |Xn+1|)2ρ(22r+1KG + 2)|θ̄λn|2r+1

1 +
√
λ|θ̄λn|2r

+ λ(t− n)dE[(1 + |X0|)2ρ](2bF + 8 + 8KF + 6K2
F )

+
λ(t− n)dE[(1 + |X0|)2ρ](8 + 8KF + 3K2

F )|θ̄λn|2r+1

1 +
√
λ|θ̄λn|2r

,

(113)

where, for any θ ∈ Rd, T5(θ) :=
aF |θ|2r+2

1+
√
λ|θ|2r −

3λK2
FE[(1+|X0|)2ρ]|θ|4r+2

(1+
√
λ|θ|2r)2 . One observes that, for any θ ∈ Rd,

T5(θ) ≥
√
λaF |θ|4r+2 − 3λK2

FE[(1 + |X0|)2ρ]|θ|4r+2

(1 +
√
λ|θ|2r)2

≥ 0, (114)

since 0 < λ ≤ λ̂max ≤ a2F /(9K
4
F (E[(1 + |X0|)2ρ])2). By using (114), (113) becomes

|∆λ
n,t|2 ≤ T6(θ̄

λ
n) + T7(θ̄

λ
n, Xn+1), (115)

where for any θ ∈ Rd, T6(θ) :=
(
1− λ(t−n)aF |θ|2r

1+
√
λ|θ|2r

)
|θ|2, and for any θ ∈ Rd, x ∈ Rm,

T7(θ, x) := λ(t− n)d(1 + |x|)2ρ22r+1KG

+
λ(t− n)d(1 + |x|)2ρ(22r+1KG + 2)|θ|2r+1

1 +
√
λ|θ|2r

+ λ(t− n)dE[(1 + |X0|)2ρ](2bF + 8 + 8KF + 6K2
F )

+
λ(t− n)dE[(1 + |X0|)2ρ](8 + 8KF + 3K2

F )|θ|2r+1

1 +
√
λ|θ|2r

.

One notes that, since 0 < λ ≤ λ̂max ≤ 1/(a2F ), one has for any θ ∈ Rd \ {(0, . . . , 0)d} that (1− λ(t−
n)aF |θ|2r/(1 +

√
λ|θ|2r)) ∈ (0, 1). Therefore, by using (115), further calculations yield

E
[
|∆λ

n,t|2p
∣∣∣ θ̄λn] = p∑

k=0

(
p

k

)
E
[
(T6(θ̄

λ
n))

p−k(T7(θ̄
λ
n, Xn+1))

k
∣∣∣ θ̄λn]

≤
(
1− λ(t− n)aF |θ̄λn|2r

1 +
√
λ|θ̄λn|2r

)
|θ̄λn|2p
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+

p∑
k=1

(
p

k

)
|θ̄λn|2(p−k)4kλk(t− n)kdkE[(1 + |X0|)2kρ](22r+1KG + 2bF + 8 + 8KF + 6K2

F )
k

+

p∑
k=1

(
p

k

)
4k

λk(t− n)kdkE[(1 + |X0|)2kρ](22r+1KG + 10 + 8KF + 3K2
F )

k|θ̄λn|2p+2rk−k

(1 +
√
λ|θ̄λn|2r)k

.

where the inequality is obtained by using Jensen’s inequality and (70). For any θ ∈ Rd, 1 ≤ k ≤ p,
it holds that |θ|2p−2k ≤ 1 + |θ|2p−1 and |θ|2p+2rk−k ≤ 1 + |θ|2p+2rk−1. By using the aforementioned
inequalities together with (95), one obtains

E
[
|∆λ

n,t|2p
∣∣∣ θ̄λn] ≤ (1− λ(t− n)aF |θ̄λn|2r

2(1 +
√
λ|θ̄λn|2r)

)
|θ̄λn|2p − λ(t− n)T8(θ̄

λ
n) + λ(t− n)c5(p), (116)

where c5(p) := dp
( p
⌈p/2⌉

)
p4p+1E[(1+|X0|)2pρ](22r+1KG+2bF+8+8KF+6K2

F )
p+dp

( p
⌈p/2⌉

)
p4pE[(1+

|X0|)2pρ](22r+1KG + 10 + 8KF + 3K2
F )

p, and where for any θ ∈ Rd, T8(θ) := aF |θ|2r+2p

2(1+
√
λ|θ|2r) −

dp( p
⌈p/2⌉)p4

p+1E[(1+|X0|)2pρ](22r+1KG+2bF+8+8KF+6K2
F )p|θ|2p+2r−1

1+
√
λ|θ|2r −dp

( p
⌈p/2⌉

)
4pE[(1+|X0|)2pρ](22r+1KG+

10 + 8KF + 3K2
F )

p
∑p

k=1
λk−1|θ|2p+2rk−1

(1+
√
λ|θ|2r)k . One notes that,

aF |θ|2r+2p

4(1 +
√
λ|θ|2r)

−
dp
( p
⌈p/2⌉

)
p4p+1E[(1 + |X0|)2pρ](22r+1KG + 2bF + 8 + 8KF + 6K2

F )
p|θ|2p+2r−1

1 +
√
λ|θ|2r

> 0

(117)

⇔ |θ| > dp
(

p

⌈p/2⌉

)
p4p+2E[(1 + |X0|)2pρ](22r+1KG + 2bF + 8 + 8KF + 6K2

F )
p/aF ,

and moreover, for any 1 ≤ k ≤ p,

aFλ
(k−1)/2|θ|2rk+2p

4p(1 +
√
λ|θ|2r)k

−
λ(k−1)/2dp

( p
⌈p/2⌉

)
4pE[(1 + |X0|)2pρ](22r+1KG + 10 + 8KF + 3K2

F )
p|θ|2p+2rk−1

(1 +
√
λ|θ|2r)k

> 0

(118)

⇔ |θ| > dp
(

p

⌈p/2⌉

)
p4p+1E[(1 + |X0|)2pρ](22r+1KG + 10 + 8KF + 3K2

F )
p/aF .

Denote by M3(p) := dp
( p
⌈p/2⌉

)
p4p+2E[(1+|X0|)2pρ](22r+1KG+2bF+10+8KF+6K2

F )
p/min{1, aF }.

Then, by using (117) and (118), one obtains, for any |θ| > M3(p), that

T8(θ) > 0, (119)

In addition, by using the fact that f(s) := s/(1 +
√
λs) is non-decreasing for any s ≥ 0, we have, for

any |θ| > M3(p), that

aF |θ|2r

2(1 +
√
λ|θ|2r)

≥ aF (M3(p))
2r

2(1 +
√
λ(M3(p))2r)

≥ 2aF κ̃(p), (120)

where κ̃(p) := (M3(p))
2r/(4(1 + (M3(p))

2r)). Denote by Sn,M3(p) := {ω ∈ Ω : |θ̄λn(ω)| > M3(p)}.
By using (119) and (120), the RHS of (116) can be upper bounded by

E
[
|∆λ

n,t|2p1Sn,M3(p)

∣∣∣ θ̄λn] ≤ (1− 2λ(t− n)aF κ̃(p)) |θ̄λn|2p1Sn,M3(p)
+ λ(t− n)c5(p)1Sn,M3(p)

. (121)

Similarly, one obtains that

E
[
|∆λ

n,t|2p1Scn,M3(p)

∣∣∣ θ̄λn] ≤ (1− 2λ(t− n)aF κ̃(p)) |θ̄λn|2p1Scn,M3(p)
+ λ(t− n)1Sc

n,M3(p)

(
c5(p)

+ 2aF κ̃(p)(M3(p))
2p + dp

(
p

⌈p/2⌉

)
p4p+2E[(1 + |X0|)2pρ]

× (22r+1KG + 2bF + 10 + 8KF + 6K2
F )

p(M3(p))
2p+2rp−1

)
.

(122)
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Combining (121) and (122) yields, for any p ∈ [2,∞) ∩ N,

E
[
|∆λ

n,t|2p
∣∣∣ θ̄λn] ≤ (1− 2λ(t− n)aF κ̃(p)) |θ̄λn|2p + λ(t− n)c6(p), (123)

where c6(p) := c5(p) + 2aF κ̃(p)(M3(p))
2p + dp

( p
⌈p/2⌉

)
p4p+2E[(1 + |X0|)2pρ](22r+1KG + 2bF + 10+

8KF +6K2
F )

p(M3(p))
2p+2rp−1. Define M3(1) := 64dE[(1+ |X0|)2ρ](22r+1KG +2bF +10+8KF +

6K2
F )/min{1, aF }, κ̃(1) := (M3(1))

2r/(4(1+ (M3(1))
2r)), c5(1) := 16dE[(1+ |X0|)2ρ](22r+1KG+

2bF + 8 + 8KF + 6K2
F ) + 4dE[(1 + |X0|)2ρ](22r+1KG + 10 + 8KF + 3K2

F ), and c6(1) := c5(1) +
2aF κ̃(1)(M3(1))

2 +64dE[(1 + |X0|)2ρ](22r+1KG +2bF +10+ 8KF +6K2
F )(M3(1))

2r+1. By using
(84), one observes that

E
[
|∆λ

n,t|2
∣∣∣ θ̄λn] ≤ |θ̄λn|2 + λ(t− n)c2 ≤ |θ̄λn|2 + λ(t− n)c6(1). (124)

Then, by using (123), (124), one obtains the following result:

E
[
|∆λ

n,t|2p−2
∣∣∣ θ̄λn] ≤ |θ̄λn|2p−2 + λ(t− n)c6(p− 1). (125)

Substituting (123), (125) into (90) yields

E
[
|θ̄λt |2p

∣∣∣ θ̄λn] ≤ (1− 2λ(t− n)aF κ̃(p)) |θ̄λn|2p + λ(t− n)c6(p)

+ 22p−2p(2p− 1)λ(t− n)dβ−1(|θ̄λn|2p−2 + λ(t− n)c6(p− 1))

+ 22p−4(2p(2p− 1))p+1(dβ−1λ(t− n))p.

(126)

One notes that −λ(t − n)aF κ̃(p)|θ̄λn|2p + 22p−2p(2p − 1)λ(t − n)dβ−1|θ̄λn|2p−2 < 0 implies |θ| >
(22p−2p(2p − 1)dβ−1/(aF κ̃(p)))

1/2. Denote by M4(p) := (22p−2p(2p − 1)dβ−1/(aF κ̃(p)))
1/2 and

Sn,M4(p) := {ω ∈ Ω : |θ̄λn(ω)| > M4(p)}. By using (126) and the above inequalities, one obtains

E
[
|θ̄λt |2p1Sn,M4(p)

∣∣∣ θ̄λn] ≤ (1− λ(t− n)aF κ̃(p)) |θ̄λn|2p1Sn,M4(p)
+ λ(t− n)c6(p)1Sn,M4(p)

+ λ(t− n)22p−2p(2p− 1)dβ−1c6(p− 1)1Sn,M4(p)

+ λ(t− n)22p−4(2p(2p− 1))p+1(dβ−1)p1Sn,M4(p)
.

(127)

Furthermore, it holds that

E
[
|θ̄λt |2p1Scn,M4(p)

∣∣∣ θ̄λn] ≤ (1− λ(t− n)aF κ̃(p)) |θ̄λn|2p1Scn,M4(p)
+ λ(t− n)c6(p)1Sc

n,M4(p)

+ λ(t− n)22p−2p(2p− 1)dβ−1((M4(p))
2p−2 + c6(p− 1))1Sc

n,M4(p)

+ λ(t− n)22p−4(2p(2p− 1))p+1(dβ−1)p1Sc
n,M4(p)

.

(128)

Combining the two estimates in (127) and (128) yields

E
[
|θ̄λt |2p

∣∣∣ θ̄λn] ≤ (1− λ(t− n)aF κ̃(p)) |θ̄λn|2p + λ(t− n)c̃0(p),

where
κ̃(p) := (M3(p))

2r/(4(1 + (M3(p))
2r)),

M3(p) := dp
(

p

⌈p/2⌉

)
p4p+2E[(1 + |X0|)2pρ](22r+1KG + 2bF + 10 + 8KF + 6K2

F )
p/min{1, aF },

c̃0(p) := c6(p) + 22p−2p(2p− 1)dβ−1((M4(p))
2p−2 + c6(p− 1)) + 22p−4(2p(2p− 1))p+1(dβ−1)p,

c6(p) := dp
(

p

⌈p/2⌉

)
p4p+2E[(1 + |X0|)2pρ](22r+1KG + 2bF + 10 + 8KF + 6K2

F )
p

+ 2aF κ̃(p)(M3(p))
2p + dp

(
p

⌈p/2⌉

)
p4p+2E[(1 + |X0|)2pρ]

× (22r+1KG + 2bF + 10 + 8KF + 6K2
F )

p(M3(p))
2p+2rp−1,

M4(p) := (22p−2p(2p− 1)dβ−1/(aF κ̃(p)))
1/2.

(129)
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Therefore, by using similar arguments as in (86), and by using κ̃(p) ≥ κ̃(2), one obtains

E
[
|θ̄λt |2p

]
≤ (1− λ(t− n)aFκ

♯
2)(1− λaFκ

♯
2)

nE
[
|θ0|2p

]
+ c♯0(p)(1 + 1/(aFκ

♯
2)),

where κ♯2 := min{κ̄(2), κ̃(2)}, c♯0(p) := max{c̄0(p), c̃0(p)} with κ̄(2), c̄0(p) and κ̃(2), c̃0(p) given in
(110) and (129), respectively. □

Lemma A.2. Let Assumptions 1, 2, 3, and 4 hold. Then, for any 0 < λ ≤ λmax with λmax given in (36),
t ≥ 0, one obtains

E
[
|θ̄λt − θ̄λ⌊t⌋|

4
]
≤ λ2

(
e−λaF κ♯

2⌊t⌋C̄0,1E
[
|θ0|4(2r+1)

]
+ C̄1,1

)
,

where

C̄0,1 := 28r+6d4(1 +KF +KG)
4E
[
(1 + |X0|)4ρ

]
,

C̄1,1 := 28r+6d4(1 +KF +KG)
4E
[
(1 + |X0|)4ρ

]
(1 + c̊4r+2) + 32d(d+ 2)β−2,

(130)

with κ♯2 and c̊4r+2 given in Lemma 6.1.

Proof. The proof follows exactly the same ideas as in the proof of [47, Lemma A.2]. To obtain the
explicit constants, recall the expression of Hλ given in (6)-(7). By Assumptions 2 and 3, one obtains

|Hλ(θ, x)| ≤
d∑

i=1

|G(i)(θ, x)|+ d+ |F (θ, x)| ≤ d(1 +KG +KF )(1 + |x|)ρ(1 + |θ|)2r+1 (131)

for any θ ∈ Rd, x ∈ Rm. Then, one upper bounds Hλ using (131), and replaces [47, Remark 2.2 and
Lemma 4.2] with Remark 4.1 and Lemma 6.1, respectively. □

Proof of Lemma 6.6 . The proof follows the exact same ideas as in the proof of [47, Lemma 4.5]. To
obtain the explicit constants, let 0 < λ ≤ λmax with λmax given in (36), n ∈ N0, t ∈ (nT, (n+1)T ]. By
using the arguments in [47, Eq. (165)] and by Remark 4.1, one observes, for any s ∈ (nT, (n+1)T ], that

E
[
|h(θ̄λs )− h(θ̄λ⌊s⌋)|

2
]
≤ 34r−(1/2)L2

h

(
E
[
1 + |θ̄λs |8r + |θ̄λ⌊s⌋|

8r
])1/2 (

E
[
|θ̄λs − θ̄λ⌊s⌋|

4
])1/2

. (132)

Moreover, by (4), (6), (7), and by using (a + b)2 ≤ 2a2 + 2b2 for a, b ≥ 0, one obtains for any
s ∈ (nT, (n+ 1)T ] that

E
[
|H(θ̄λ⌊s⌋, X⌈s⌉)−Hλ(θ̄

λ
⌊s⌋, X⌈s⌉)|2

]
≤ 2

d∑
i=1

E
[
|G(i)(θ̄λ⌊s⌋, X⌈s⌉)−G

(i)
λ (θ̄λ⌊s⌋, X⌈s⌉)|2

]
+ 2

d∑
i=1

E
[
|F (i)(θ̄λ⌊s⌋, X⌈s⌉)− F

(i)
λ (θ̄λ⌊s⌋, X⌈s⌉)|2

]
≤ 4dλ

(
K4

G +K2
F

)
E
[
(1 + |X⌈s⌉|)4ρ(1 + |θ̄λ⌊s⌋|)

8r+4
]
+ 4dλ

≤ 28r+5dλ
(
K4

G +K2
F

)
E
[
(1 + |X⌈s⌉|)4ρ(1 + |θ̄λ⌊s⌋|

8r+4)
]
+ 4dλ, (133)

where the second last inequality holds due to Assumptions 2 and 3, and where the last inequality holds
due to (70) (with l← 2, z ← 8r + 4). Denote byHt := Fλ

∞ ∨ G⌊t⌋ ∨ σ(θ0), t ≥ 0. Then, following the
arguments in [47, Lemma 4.5] up to [47, Eq. (167)], but by using (132) and (133) instead of [47, Eq.
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(165)] and [47, Eq. (166)], one obtains that

E
[
|ζ̄λ,nt − θ̄λt |2

]
≤ 4λLR

∫ t

nT
E
[
|ζ̄λ,ns − θ̄λs |2

]
ds+ 4dλL−1

R

+ 34r−(1/2)λL2
hL

−1
R

∫ t

nT

(
E
[
1 + |θ̄λs |8r + |θ̄λ⌊s⌋|

8r
])1/2 (

E
[
|θ̄λs − θ̄λ⌊s⌋|

4
])1/2

ds

+ 28r+5dλ2
(
K4

G +K2
F

)
L−1
R

∫ t

nT
E
[
(1 + |X⌈s⌉|)4ρ(1 + |θ̄λ⌊s⌋|

8r+4)
]
ds

− 2λ

∫ t

nT
E
[
E
[〈

ζ̄λ,ns − θ̄λ⌊s⌋, h(θ̄
λ
⌊s⌋)−H(θ̄λ⌊s⌋, X⌈s⌉)

〉∣∣∣Hs

]]
ds

− 2λ2

∫ t

nT
E

[〈∫ s

⌊s⌋
Hλ(θ̄

λ
⌊r⌋, X⌈r⌉) dr, h(θ̄

λ
⌊s⌋)−H(θ̄λ⌊s⌋, X⌈s⌉)

〉]
ds

+ 2λ
√

2λβ−1

∫ t

nT
E

[〈∫ s

⌊s⌋
dBλ

r , h(θ̄
λ
⌊s⌋)−H(θ̄λ⌊s⌋, X⌈s⌉)

〉]
ds.

(134)

By Remark 4.1 and (131), one obtains the following estimate for the sixth term on the RHS of (134):

− 2λ2

∫ t

nT
E

[∣∣∣∣∣
〈∫ s

⌊s⌋
Hλ(θ̄

λ
⌊r⌋, X⌈r⌉) dr, h(θ̄

λ
⌊s⌋)−H(θ̄λ⌊s⌋, X⌈s⌉)

〉∣∣∣∣∣
]
ds

≤ 28r+3
(
d2(1 +KG +KF )

2 + 4L2
h + 2K2

H

)
λ2

∫ t

nT
E
[
(1 + |X⌈s⌉|)2ρ(1 + |θ̄λ⌊s⌋|

8r+4)
]
ds

+ 4λ|h(0)|2.
(135)

By Lemma A.2, (135), the fact that the fifth and seventh term of the RHS of (134) are zero, and that X⌈s⌉
and θ̄λ⌊s⌋ are independent for any s ≥ 0, one obtains

E
[
|ζ̄λ,nt − θ̄λt |2

]
≤ 4λLR

∫ t

nT
E
[
|ζ̄λ,ns − θ̄λs |2

]
ds+ 4dλL−1

R + 4λ|h(0)|2

+ 34r−(1/2)λ2L2
hL

−1
R

∫ t

nT

(
E
[
1 + |θ̄λs |8r + |θ̄λ⌊s⌋|

8r
])1/2 (

e−λaF κ♯
2⌊t⌋C̄0,1E

[
|θ0|4(2r+1)

]
+ C̄1,1

)1/2
ds

+ 28r+5dλ2
(
K4

G +K2
F

)
L−1
R

∫ t

nT
E
[
(1 + |X0|)4ρ

]
E
[
(1 + |θ̄λ⌊s⌋|

8r+4)
]
ds

+ 28r+3
(
d2(1 +KG +KF )

2 + 4L2
h + 2K2

H

)
λ2

∫ t

nT
E
[
(1 + |X0|)2ρ

]
E
[
(1 + |θ̄λ⌊s⌋|

8r+4)
]
ds.

This implies, by using Lemma 6.1 and by using 1− ν ≤ e−ν for any ν ∈ R, that

E
[
|ζ̄λ,nt − θ̄λt |2

]
≤ 4λLR

∫ t

nT
E
[
|ζ̄λ,ns − θ̄λs |2

]
ds+ 4dλL−1

R + 4λ|h(0)|2

+ 34r−(1/2)λ2L2
hL

−1
R

∫ t

nT

(
1 + 2e−λaF κ♯

2⌊s⌋E[|θ0|8r] + 2̊c4r

)1/2
×
(
e−λaF κ♯

2⌊s⌋C̄0,1E
[
|θ0|4(2r+1)

]
+ C̄1,1

)1/2
ds

+ λ2
(
28r+5d

(
K4

G +K2
F

)
L−1
R + 28r+3

(
d2(1 +KG +KF )

2 + 4L2
h + 2K2

H

))
× E

[
(1 + |X0|)4ρ

] ∫ t

nT

(
1 + e−λaF κ♯

2⌊s⌋E[|θ0|8r+4] + c̊4r+2

)
ds.

By using ⌊s⌋ ≥ nT and 1/2 ≤ λT ≤ 1, the above inequality becomes

E
[
|ζ̄λ,nt − θ̄λt |2

]
≤ 4λLR

∫ t

nT
E
[
|ζ̄λ,ns − θ̄λs |2

]
ds+ e−4LRλ

(
e−naF κ♯

2/2C̄0E
[
V4(2r+1)(θ0)

]
+ C̄1

)
,
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where

κ♯2 := min{κ̄(2), κ̃(2)},
C̄0 := e4LR

(
28r+5d

(
K4

G +K2
F

)
L−1
R + 28r+3

(
d2(1 +KG +KF )

2 + 4L2
h + 2K2

H

))
E
[
(1 + |X0|)4ρ

]
+ e4LR34r−(1/2)L2

hL
−1
R C̄0,1,

C̄1 := e4LR
(
28r+5d

(
K4

G +K2
F

)
L−1
R + 28r+3

(
d2(1 +KG +KF )

2 + 4L2
h + 2K2

H

))
E
[
(1 + |X0|)4ρ

]
× (̊c4r+2 + 1) + e4LR34r−(1/2)L2

hL
−1
R

(
C̄1,1 + 2̊c4r + 1

)
+ e4LR(4dL−1

R + 4|h(0)|2),
(136)

with C̄0,1, C̄1,1 given in (130), κ̄(2), κ̃(2), c̊4r, c̊4r+2 given in Lemma 6.1. Finally, the desired result can
be obtained by applying Grönwall’s lemma, which implies that

E
[
|ζ̄λ,nt − θ̄λt |2

]
≤ λ

(
e−naF κ♯

2/2C̄0E
[
V4(2r+1)(θ0)

]
+ C̄1

)
.

□
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