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Abstract— Modern datacenters are becoming increasingly The current state-of-the-art approach for investigatoagl|
complex, with datacenter networks (DCN's) built to meet the palancing policies involves simulation studies as the deofa
data transmission demands of densely interconnected nodes technique. However extensive, simulation is often pradiic

of server hosts and switches. Load balancing in DCN’s - to f d i hausti hecki i
balance the bandwidth utilization among the DCN links - is PEMOrMed in a non-exhaustive manner, checking policy-

indispensable for network stability as well as for meeting impor-  driven system stability only for selected test cases, and
tant objectives such as maximizing throughput and minimizing this presents a strong case for using qualitative analysis
latency. Simulation has been the de facto empirical method tools to theoretically prove system stability and complatme

for investigating the stability of DCN’s under load balancing simulation. Such analyses can give clear insights into the

policies. To complement simulation with analytical insights into . . .
load balancing stability of DCN's, in this paper, we present an general system behavior of load balancing policies. Howeve

application of the qualitative version of the Lyapunov stability ~ t0 the best of our knowledge, there is no reported work in
theory for load balancing DCN's modeled as discrete-event the literature on qualitative stability analysis that soitg
systems. The general Lyapunov control theory states that a the policy design of load balancing algorithms for DCN’s.
controlled system is stable if there exists a function on the state It has long been known that stability analysis can be

space of the system, called the Lyapunov function, whose value d . broad setting d ived in t f ¢
is non-increasing along any execution trajectory of the system. GON€ IN @ very broad setling described in terms or system

Analytically proving the existence of such a Lyapunov function ~dynamics, and which does not require explicit formulatién o
is sufficient to verify that the DES model representing a class of the system under investigation in terms of specific equation
DCN's under a load balancing policy is stable. We illustrate the  differential or otherwise [4]. The theory of Lyapunov stéi
utility of our approach by investigating the stability of a class [5], which is due to the Russian mathematician Aleksandr

of DCN'’s configured in a fat-tree topology under a specific load X S . .
balancing policy. Our work represents the first step towards a Mikhailovich Lyapunov, is the most widely used control-

general qualitative stability theory for the policy design of load  theoretic tool for investigating the stability of dynamiica

balancing algorithms for DCN’s. systems. This versatile tool allows a system designer teegpro
Index Terms— Datacenter, discrete-event systems, Lyapunov the stability of a system if some function on the state space
stability of the system, called the Lyapunov function, can be found
whose value is non-increasing along any execution trajgcto
I. INTRODUCTION of the system. In essence, the existence of such a Lyapunov

function is sufficient to verify the stability of a system.

The increasing popularity of cloud-based services has |n this paper, we take a novel qualitative approach to the
driven the emergence of datacenters that have hundredssgib”ity analysis of DCN's under load balancing policies.
thousands of server hosts and switches, with the numbgseN's are an important source of discrete-event systems
increasing exponentially fast [1]. These large and complepES's) [6] - a formalism in which a system has discrete
datacenters have built-in networks to satisfy the datastranstates, and for which state changes are driven by quaéitativ
mission demands of densely interconnected nodes of hogfscurrences called events. We model (the load balancing
and switches. By spreading data transmission along m"fipbperations of) DCN'’s as DES's [6] and utilize the Lyapunov
paths, load balancing in datacenter networks (DCN’s) he'%‘-‘tability theory developed for DES’s [7] to analyze the
to maximize system throughput, minimize network latencynodeled systems. In considering and modeling a class of
and reduce congestion, which are the key objectives @cN's configured in a fat-tree topology [8] under a specific
DCN's [2]. Inefficient load balancing policies, howevernca |pad balancing policy, we identify a Lyapunov function and
fail to rebalance the load distribution and cause some ”mﬁﬁ‘lalytically prove the stability of this class of DCN's. In
to be congested while the others are underutilized, eithggdition, we demonstrate that, in using the DES stability
permanently or for a prolonged period. This can result ignalysis approach, many useful insights into the qualati
network instability, with considerable reduction in netWo ¢onditions essential for load balancing stability can beown
throughput as noted in [3]. ered. As the DES theory provides a general framework for

the modeling and control of dynamical and highly complex
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amri0005@e.ntu.edu.sg, asktseow@ntu.edu.sg and c.fote@sc.uk. analysis of DCN'’s - constitutes the first step towards a



general qualitative stability theory for the policy desigh eg,e1,---,ex—1, let X(xo, Ex, k) denote the state at position
DCN’s. k of event sequencé;, starting fromxg € x.

Our analysis assumes access to a global view of the avail-A set x,,, C x is called invariant with respect t6 if
able network resources and requests. This can be achievdxo, Fi,k) € xm for all & > 0 and all E;, such that
in a DCN by setting up a software defined networkingtrE € E,(x¢) for some infinite event sequendg. Let
(SDN) environment [9] where switches are connected to &, C E, be the set of valid event trajectories that are
central controller running the OpenFlow protocol [10]. kvit allowed in the DES.
OpenFlow being adopted in many modern DCN design .
[8], [11], [12], [13] as multiple OpenFlow devices becomeg' Lyapunov Sability of DES's
more readily available in the market [14], [15], [16], our Letp:x x x — R™ denote ametric on x. For x. C X,
assumption is not unrealistic for stability analysis of rod  £(X, x=) = inf{p(x,x’) : x’ € x.} denotes the distance

DCN's. from x to the sety,. For an arbitrary sek. C x, its r-
On related work, there has been a lot of recent efforts thAgighborhood is denoted by the set
apply control theory for analyzing and improving datacente S(sir) = {x:0 < p(x,x:) <1},

environments. For example, in [17], Lyapunov optimization

[18] is used to design a resource and power management sygerer > 0.

tem for a virtualized datacenter. In [19], a control framekvo A continuous function) : [0,7] — R* is said to belong to

to reduce energy consumption while satisfying servicellevclassk (i.e.,v € K) if 1)(0) = 0 andv is strictly increasing

agreement constraints is presented. In [20], load balgnci®n [0, 7].

is modeled as a feedback controller design problem, and islf an arbitrary execution of a DES starts from a state near

solved using multiple input multiple output linear control but outside an invariant (state) set, and stays so infinitely

In [21], a unified framework is presented in which thethen the DES is said to be stable (with respect to the invearian

dynamic behavior of a datacenter is modeled by a grouget). Alternatively, we say that the invariant set of the DES

of state-space models, and a set-theoretic control teghnigis stable. According to the Lyapunov stability theorem for

is used to solve the resource allocation issues identified adES’s, a DES is stable if there exists a functional called

common decision problem. There is, however, relativetielit the Lyapunov function whose value is non-increasing for all

or no theoretical work that applies the qualitative theofy opossible trajectories of the DES.

DES Lyapunov stability to complement the experimental and Theorem 1. For an invariant set,,, C x of G to be stable

simulation studies on load balancing for DCN’s, as proposé# the sense of Lyapunov with respect 3, it is sufficient

in this paper. that in a neighborhood (x,,;r) of the sety,,, there exist
The rest of the paper is organized as follows. Section R specified functional” (called “Lyapunov function”) and

briefly reviews the relevant background in DES modeling and1, ¢2 € K such that the following properties hold:

the Lyapunov stability theory for DES's. Section lll pregen 1) ¢y (p(x, xm)) < V(x) < ¥2(p(x, xm)), and

the general modeling of DCN’s for load balancing. Section 2) V(X (xq, Ej, k)) is @ non-increasing function fotg €

IV analyzes the Lyapunov stability of a DES model for fat- S(xm;r), for all Ey such thatE,E € E,(x0) and all

tree DCN's under a specific load balancing policy. Section £k > 0.

V discusses the implications of our analysis. Finally, ect  In addition to Lyapunov stability, if the DES converges

VI concludes the paper. into the invariant set infinitely often, i.e., the DES willergter
the invariant set whenever it is perturbed out of the set) the
II. BACKGROUND the DES is said to be asymptotically stable.

In this section, we review the general modeling and Theorem 2. For an _invariant Setm C x of G_to be
stability framework of DES's as proposed in [7] asymptotically stable in the sense of Lyapunov with respect
' to E,, itis sufficient that in a sufficiently small neighborhood

A. Discrete-Event System Model S(xm; 1), there exist a specified function®l and v, €
) K that have the properties of Theorem 1 and the property
A DES G is modeled as a 5-tuple that V(X (xo, Ex, k)) — 0 ask — oo for all £y, such that
G =(x.& for g, Ep), ng € E,(xo) for all £ > 0 as long asX (xo, Fx, k) €
m;T)

wherey is the set of states anfl is the set of events. State Ooni7)
transitions are defined by, : x — x, wheree € £. An I1l. MODELING OF DCN'S FOR LOAD
evente € £ may occur at state € y if it is the set defined BALANCING

by the enable functiory : Y — 2°. The set of all event  The physical structure of a DCN can be described by a
trajectories is denoted b and E, C E is the set of valid directed graph(H, L), where the nodes it/ are the hosts
event trajectories specified for the systei. represents the and switches, and the edges inC H x H are the links
set of event trajectories that are physically possiblg5in connecting the switches and hosts or other switches.

The set of all valid event trajectories that start from state Let the maximum number of concurrent flows in the
Xo € x Is denoted byFE,(xq). For event sequenc&;, = DCN be a,q,. Each flowF,,0 < a < amqq, IS @ 3-tuple



F, = (sa,da,bs), Where the nodes, andd,, are the source result may be applicable to other topologies for which the
and destination hosts, respectively ahdis the required constraints of the DCN model are satisfied.

bandwidth (in bits per second). We ugg(h;, h;) € {0,1}

to denote the routing of flow, through the link (denoted A DES Modeling

by the edge)h;,h;) € L. It is 1 if the link (h;, h;) is on
the route of flowF,, and O otherwise.
Let N = |L| be the number of links in the DCN ari@ be

To begin with, let us formulate the worst-fit load-balancing
flow model for fat-tree DCN's as a DES. Let y = QY be
the set of states, any, = [z1, 22, -, 2n]T aNd XK1 =
the set of non-negative rational numbers. In what follows, f [z}, 2, - -

-,2'y]T denote the states at time and k& + 1,

brevity, unless otherwise mentioned, we use a positivgérte respectively, where; is the load on linki. Let z;(k’) denote

in [1, N] to uniquely identify a link. For each linkh;, h;)
identified as linkn, 0 < n < N, let s(n) andd(n) denote its

the amount of load on link at time %’. Let eZ’(’i(;) represent

the passage of load from link to other linksm € p(i),
sourceh; and destinatior;, respectively. It then follows that where p(i) = {j : j # i ands(j) =

s(i)} denotes the

the load on a linkz is given byz,, = ai“ fa(n)b, (bits per alternative links to linki in the multipath fat-tree topology.

second). At any arbitrary timg, all :c:’gltogether constitute
a DCN statexy, which provides a “timed snhapshot” of the
load distribution among the links in the DCN. Also, note tha{
the load on a link cannot exceed its capacity.
In essence, load balancing is to ensure that a DCN enters
balanced state (within a specified tolerance), i.e., with&
limits of the specified tolerance, all its links are disttibdi

) €
i,aam(i)

m € p(i). Let iegz(;)}
load transfers

Let the list a(i) = (a;(4),a; (i), -, a;~(7)) such that
Jod'se
p(7). The size of the listx(7) is [p(i)|. For convenience,
he list is denoted by:(i) = (o;(7) : j € p(i)). For a link

i epi), j<j <---<j”anda;(i) > 0 for all

denotes the amount of load transferred froro
denote the set of all such possible
rom link. Then the set of event8 of G is

or redistributed with the same amount of load. étbe the ~ 91VeN by

largest bandwidth required by any of the concurrent flows.
Then an important problem of interest is to ensure that load

i,p (%)

PEACON {0}.

balancing the DCN is asymptotically stable in the sense of Now we specifyg and f, for e; € g(xx).

Lyapunov, i.e., a balanced state withiv can always be
entered or reentered.

In our analytical study on load balancing, we make the
standard assumption that the rate of arrival or departure of
flows is significantly lower than the rate at which load is
balanced. We also assume that the total required load is
always less than the total link capacity of the DCN.

IV. LOAD BALANCING FAT-TREE DATACENTER
NETWORKS: A STABILITY STUDY

Fat-tree topology, which has received a lot of attention in
DCN research, provides multiple paths among hosts. It is
organized as a 3-layered hierarchical tree having switches
at the core, aggregation and top-of-rack (ToR) layers as
shown in Fig. 1. The hosts are connected to the switches
in the ToR layer. The multipath support allows data flows
to be distributed among various network components. Load
balancing the traffic in these fat-tree networks is a problem
of practical significance and is investigated in recent work
such as [22], [23].

In this section, we present a DES model for fat-tree DCN's
under a worst-fit load balancing policy, and examine their
stability. With a fat-tree topology providing multiple ks
for the same flow, the worst-fit policy will select the link
with the largest amount of available bandwidth. This policy
can be easily implemented in a SDN controller [9]. Using
the stability analysis technique reviewed in Section II, we
shall prove that this class of DCN’s modeled under worst-
fit load balancing is stable in the sense of Lyapunov and
asymptotically. Although our focus is on fat-tree topology
which provides multipath support, our stability analysis

(b)

. Eventeff’i(i) € ey such thato(i) = (o (2) : j € p(i))

if both Conditions (a) and (b) specified below hold.

(@ 1) a;()=0,Iif z;, —x; < M wherej € p(i),

i) ;i — > ap(i)>min{z;:jepl)},

mep(i

i) oy« (7) i) 0, for some j* € {j : z; <
oy for all m € p(i)}.

Statement (i) of Condition (a) prevents the transfer of

load from linki to link j if the loads oni andj are

balanced within)}/. Statement (ii) requires that once

some load is transferred from linkto another, the

remaining load on link must be larger than the load

at time k in some alternative linl € p(i), to which

that load could have been transferred. Statement (iii)

requires that if link: is not balanced withinlZ with

all other links to which the load on linkcould have

been transferred (i.e., links in(¢)), then some load

must be transferred fromto the least loaded link*

in p(i).

el ¢ e whereo/(i) = {a}(i) : j € p(i)} if

a;(i) = a(i) for somej € p(i) and e;”(’i()’) € ex.

Condition (b) ensures that the load transferred from

link 7 to link j is consistently defined, in that, at time

k, only some well-defined load is transferred.

o If e, € g(xk) and eifl.(;) € ey, then f,, (xk) = Xk+1,

where

/
T; = x; +

2.

{5:i€p(3) el €er}

Z aj(i).

{7:5ep(i)}

@i(j) —

The loadz] on link 7 at timek + 1 is the load on linki
at time k plus the total load received by linkat time
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Fig. 1. DCN in a fat-tree topology
k minus the total load removed from linkat time k. ie.,
Let E, be the set of all event trajectories that can be V(xx) > %[maxi{xi} — min;{z;}]

generated by the DES model deflned yE, fo andg. To

specify E;, we define an eventi to represent the transfer It follows from Equation (4) that

of load from link: to some linki’ € p(7). Let E; C E,, be

the set of event trajectories in which events for each link ca Np(xk, Xp) < V(%) ®)

oceur infinitely often on eacliy € £. According to Equation (1), foxx ¢ X3, there must be

B. Lyapunov Sability Analysis Result: Asymptotic Conver-  two links ¢ and j, j € p(i), such thatr; — =; > M. For

gence to an M Balanced Sate the DCN to be balanced it is required that— x; < M. It
Consider the state se&t, given by follows that
. . 1 . .
Xo = {xx € x: |x; —xj| < M,Va;,x; € xx,j € p(i)}. p(Xk, Xp) > imax{gci —x;—M:jep()}.
(1) , _
v, is clearly an invariant set representing all the (load-€t m1(xx) =max{z; —a; — M : j € p(i)}. Then
c;;[stnbutmn) states in the DCN- that are balanced within 20(X1, X5) > 71 (Xic).- (6)

In what follows, we apply the Lyapunov stability theory
[7] reviewed and show that the model, representing
fat-tree DCN’s under a worst-fit load balancing policy, isV (xx) < max{z;} — mlnz{xz}

As max{z;} > N Zmz, according to Equation (3),

asymptotically stable in the sense of Lyapunov. Because allN links are interconnected, it must be true
Recall that xx = [z1,72, --,2n]T. Let X = that max{z;} —min;{z;} < N max{z; —x;,j € p(i)}. Let
[T1,Z2,- -+, Tn]T be an arbitrary state in sgt, and choose ma(xk) = max{z; — x;,j € p(i)}. Therefore,
p(xk, xp) = Inf{max{|x; —7;| : i € (O,N]} : X € xp}- (2) V(xk) < Nma(xyk), i.€.,
1
The main contribution of this paper may now be stated as —V(xx) < m(xx). @)

follows. N
Theorem 3: For the DCN G, the invariant sety;, is From definitions ofr; and, it is clear that
asymptotically stable in the large with respectfp
Proof: Choose mi(xk) + M = ma(xk). (8)
. _ Let us find a constarﬂi such thatbmy (xx) > ma(xx). For
Vi) =4 N 2w —mini{a} X f Xxe 3) M + 1. It follows that, forxi ¢ xp,
=t be(l,0)is a real number and by Equations (6) and (7)

0 , Xk € Xb

t
We now show that the selected Lyapunov function (3) 1
satisfies Property 1 of Theorem 1. 2bp(Xx, Xp) > by (xk) > mo(xk) > =V (xx)-

According to Equation (3), N
As p(xk, xp) = V(xx) = 0 for xx € x3, Wwe have

p(xK, xp) < max{x;} — min;{z;}. (4)
As 2bN p(xy, xp) < V(xy) for all xi € x. 9)
L X . From Equations (5) and (9), it follows that
~ 122;3:Z > plmax{a:} + (N — Dming{;}], %P(Xky)(b) < V() < 26N p(x1e, X3,
from Equation (3) we have satisfying Property 1 of Theorem 1.

1 ) ) We now show that the Lyapunov function (3) satisfies
Vixi) 2 plmax{zi} + (N —1)min{z;}] — mini{z:},  property 2 of Theorem 1.



According to Equation (3)V(xx) varies only with the the utility of our approach by investigating the stability o
lightest load mip{z;} of the DCN. The policy prevents the a class of DCN’s under a worst-fit load balancing policy,
transfer of load on this least loaded link to another linkconfigured in a fat-tree topology. Future work includes ex-

Also, transfer of loadw(l) from some link[ to the least tending the study to any routing protocol that poses stgbili

loaded link is possible only if; > min;{z;} + «(l). Thus
V(xk+1) > V(xx), proving Property2 of Theorem 1.
Continuing from these arguments, we now prove that
is asymptotically stable in the large with respectdip The [l
policy always attempts to transfer load to the least loaded
link and, as a result, the value of mn;} increases over
time. Therefore, for every > 0, there existsk’ > k such
that V(xy ) < V(xxk), as long axy ¢ xp. S0, ask — oo,
V(X (xo, Ex,k)) — 0, proving the extra property stated in [3]
Theorem 2 for asymptotic stability.
This completes the proof.

(2]

s
V. DISCUSSION ON LYAPUNOV STABILITY
ANALYSIS

Our stability analysis shows that the fat-tree DCN maglel 2
containing the worst-fit policy of transferring flow to theat  [7]
loaded link is asymptotically stable in the sense of Lyapuno 8]
It means that, under the worst-fit policy, all the links in & fa
tree DCN would be distributed or redistributed with the same
amount of load (within tolerancéf). (9]

Alternative load assignment policies for fat-tree DCN'’s,
such as first-fit [8], [13] and best-fit [22], have also been
proposed. The first-fit policy simply selects, among all po il
sible links, the first one it finds with sufficient bandwidth;
and the best-fit policy selects a link with the least remajnin[12]
bandwidth that is sufficient for the load. These two policies
have a tendency to accumulate load over a small number
of links and are therefore prone to congestion [22]. Th&3]
conjecture is that a DES model for fat-tree DCN’s under
either of these two policies is not asymptotically stable] a
therefore no Lyapunov function exists that satisfies all thE4]
properties stated in Theorem 2. However, further studies 16]
needed to confirm this conjecture. [17]

It has to be noted that establishing the existence of a
suitable Lyapunov function is sufficient but not necessary
to prove the stability of DCN'’s with respect to a load bal-[18]
ancing policy. This means that failing to identify a Lyapuno
function does not in general suggest that a DCN model 5
unstable.

Using our reported study as a stepping stone, future
work can delve into qualitative stability analysis of difiat °*
policy-driven DCN’s by applying our proposed approach,

which furnishes a useful tool that complements simulation[21]

(3]

=}

VI. CONCLUSION

The qualitative version of the theory of Lyapunov stability
is proposed for analytically verifying and providing inktg [22]
into the stability of load balancing policies in DCN’s. Our
approach complements simulation, the de facto method for
investigating the DCN stability of load balancing policies [23
The non-exhaustive manner with which simulation is per-
formed, where stability is checked only for selected test
cases, presents a strong case for our work. We have illedtrat

uncertainty.
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