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Abstract— A new operational design for hierarchical control
of discrete-event systems is proposed. The design brings eth
structure of command and control from concept to realizatiin
for on-line control operation. For a command reference inpd,
a new concept for output control feasibility of a discrete-gent

increasingly important science of automation for many engi
neering control problems, with particular application cegs

reported for automated manufacturing systems (see elg., [6
[7], [8]). In this paper, for problems where command and

system modeled by a Moore automaton is characterized; and a control is required, a new theoretical and algorithmic ®asi

system decomposition of a suitably structured Moore autom@an
into a controllable subsystem and an uncontrollable subsyem

is formulated. Based on these results, the new command and

control design for controller operation is realized, examned and
discussed.

Note to Practitioners—In the academic literature, the com-
mand and control theory of hierarchical control for discrete-event
systems [2] is well established for meeting control specifitions

for operational design of hierarchical discrete-eventticins
investigated.

Hierarchical control of DES’s is a research area of current
vitality. Broadly speaking, two types of event reporter map
have been proposed to model a DES hierarchy, namely, virtual
[2], [9] (as is referred to in this paper) and natural [10],
[11], [12] projections. In the basic two-level hierarchy, te
former projection, the high-level DES is modeled by virtual

of safety with nonblockingness. This paper proposes a new €VENts, i.e., events abstracted or projected as a symibplica

operational design that uses the two-level structure of hig-
level command and low-level control, hitherto only a theorécal
concept, for on-line translation of command to control during
runtime hierarchical control. The design is realized with atwo-
level control algorithm and a reusable ‘control technology for
the real discrete-event system at the low level, developedsing
the fresh theoretical findings in this paper. As the first stepg
in filling the theory-to-practice gap, the practical advantages
of this new operational design include facilitating a deepe
understanding of control with on-line causal clarity of conmand
over control, and a significant reduction in off-line synthesis
complexity with fast on-line control computation. In laying
an algorithmic foundation for online hierarchical control, the
proposed design has potential applications for many engireging
control problems, where command and control is the inherent
mode of runtime operation, or is needed to provide operatioal
clarity when subjecting the control system to validation tests
by simulation and observation. Problems include the desigrof
logical command and control systems for supervising smartmgs,
traffic light systems and mass rapid transit networks, where
the manager in the central command center may issue high-
level commands to the operators to control the low-level phsical
system.

Index Terms— Discrete-event systems, hierarchical control, on-
line supervision, formal languages and automata.

I. INTRODUCTION

different set from that of the low-level DES, whereas, by

the latter projection, the high-level DES is modeled by a

subset of the events modeling the low-level DES. This paper
contributes to the virtual projection paradigm; a new appho

to hierarchical control realization in a command and cdntro

fashion is described.
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Fig. 1. The command & control concept for hierarchical confi3]

The proposed research is based on the seminal work on
hierarchical control [13]. There, a two-level control lderhy
for DES's is first introduced, and is founded on the concept
of command and control shown in Fig. 1. In a standard
feedback fashion, the low-level DES,, is a real system to
be supervised by the low-level controllék,, and the high-

Since its founding [3], the supervisory control of discretdevel DES G;,; is an abstract and simplified model to be
event systems (DES's) [2], [4], [5] has evolved into asupervised by the high-level controllél,;. This is effected

This paper revises and extends the 2012 IEEE CASE version [1]

Q.H. Ngo and K.T. Seow are with the School of Computer Enginee

ing, Nanyang Technological University, Republic of Singagp 639798.
QUANGE@. nt u. edu. sg, asktseow@t u. edu. sg

This work was partially supported by the Singapore AgenaySoience,
Technology and Research (A*Star), under a Thematic Séierf@esearch
Programme Grant.

via the respective control channelSpn;; and Con;,, and
the information feedback channels, f;,; andInf;,. The two
levels are interconnected by the top-down command channel
Compy, and the bottom-up information channéh fi,p;.
The controller Cy,; is said to be virtual sincesy; is an
abstract model driven b, via the channelnf,;;; and it



summarizes the behaviour 6f, that is important. Significant [28] and an alternative interfaced-based approach [29].
information from Gy, is reported toG); via the channel  The rest of this paper is organized as follows. In formatizin
Infioni, and in turn is fed back t6’,; via the channelnf,,;. and examining the proposed design idea in the virtual projec
In response, the virtual control 6f,; on G;, via the channel tion paradigm, the necessary background and motivation are
Conp,, is transmitted toCj, as command via the channelpresented in Section Il. In Section Ill, the system-outpart-c
Compiio, Which in turn controlsG,, via the channelC'on;, trol feasibility and decomposition of a DES into a contrbla

as commanded. subsystem and an uncontrollable subsystem, given a command

In the setup described, the structural conditions for Inieraeference input, are first formulated; and are illustratgdcab
chical consistency (HC) [13] and that with marking (HCM}example. Based on these results, the implementability f th
[14], [15], to be met by a suitably formulated hierarchicahew command and control design for hierarchical control is
information map for a properly structured DES, have bednvestigated in Section IV, and a resultant control aldwnit
developed. Intuitively, achieving HC means that a speditica is developed with its design complexity examined. Section V
task of the high-level controller can be realized supreynallummarizes the contribution of the paper and points to éutur
through low-level control, whereas achieving HCM means theesearch.
it can be realized supremally with nonblockingness through
nonblocking low-level control. However, under HC or HCM,
the existing operational design is a flat low-level congoll
[2], [13], [14], [15], [16] synthesized from a base-levelp Basics for Supervisory Control & DES
specification converted from a given high-level specifaati
Besides incurring high complexity of control synthesissth 1he relevant components of the language and automata
design consolidates in a flat structure all the possiblerotsit framework for supervisory control [2], [3], [5], [30] are $ir
translated off-line from the regulated commands at the higRviewed.
level, with the result that the command and control strecag 1) Languages & Automata for DES Modeling: Let ¥ be a
conceptualized in Fig. 1 is lost in implementation. In castr finite set of symbols representing individual events. Angfiis
to the consolidated flat structure, the design proposediin tR finite sequence of events. Denate as the set of all strings
paper implements the command and control structure, hitheWith events from¥, including the empty string (sequence with
only a theoretical concept, through a two-level controloalg N0 events) denoted by, and let¥* = X* — {e}. A string s’
rithm for on-line translation of high-level commands fondo IS @ prefix ofs if (3t € X*)s’t = s. It is a strict prefix ofs,
level control. In so doing, the control algorithm can faele denoted bys’ < s, if (3t € EH)s't = s.

a deeper understanding of control during runtime operation A formal languagel overX is a subset ob*. A language
To explain and discuss later, the novelty of this new design is said to be a sublanguage bf, if L; C Lo. The prefix
idea lies in basing the on-line command-to-control traimta.  closure L of L is the language consisting of all prefixes of
on some reusable ‘control technology’ developed for the-lotrings of L, i.e., L = {s | (3s')ss" € L}. Clearly L C L,
level DES, and the algorithmic cooperation between the tv@de € L provided L # . A languageL is called closed if
levels. L=L.

Among recent efforts in the virtual projection paradigm, A regular language [31] is a language that can be generated
hierarchical control has been extended to handle partial dy a finite state automaton [2]. Formally, an automatbis a
servation of the low-level DES [9], and to ensure contrdi-tuple(Q, X, d, qo, @) where ())Q is the finite set of states,
robustness [17]. It has also been generalized to handlmbpari) ¥ is the finite set of events, (i) : ¥ x Q@ — Q is the
observation of the low-level system modeled as a fuzzy DEBartial, deterministic) transition function, (i) is the initial
[18]. state, and (VIQ,, C Q is the subset of marked states. That

Related work based on the other paradigm of natural projé? evento € ¥ is defined at a statge € @ is denoted by
tion [10], [11], [19] develops different methods of subgyst d(c.¢)!, and, for an event subs&l’ C ¥ and a state; € @,
synthesis aimed at reducing the computational effort. RecglefineX’(q) = {0 € ¥’ | §(0, ¢)!}. The definition ofs can be
efforts include proposing or enhancing different hierawah extended tox* as follows:d(e,q) = ¢ and (Vo € ¥)(Vs €
design methods for nonblocking control synthesis (e.dl],[1 X*)d(so,q) = d(0,d(s,q)), and is defined when botlf =
[20], [21], [22], [23], [24]), by exploiting modularity ande- (s, q) andd(o,q’) are defined.
centralization of DES'’s in a hierarchical structure. Iness=, Following, the behavior may then be described by the two
unlike a centralized controller that has to be constructed languages generated lty. L(G) = {s € X* | (s, qo)!} and
act fully on the overall system, modular or decentralizell,,(G) = {s € L(G) | §(s,q0) € Qm}. L(G) is called the
controllers are synthesized to exercise their control anly prefix-closed language and,, (G), the marked language. By
that part of the DES that matches their event set. Hieraathidefinition, L,,,(G) C L(G).
control has also been extended to handle partial obsenvatio A stateq € @ is reachable (from the initial statg) if (3s
of the low-level DES [12], and to generatlanguages using %*)d(s,qo) = ¢, and coreachable if3s € *)d(s,q) € Qm.
natural projection defined for infinite strings [25]. In anAutomatonG is reachable if all its states are reachable, and
other development, strict decoupling between levels aekie coreachable if all its states are coreachable and,s6G) =
through the use of well-defined interfaces has been propoded). Finally, automatort is trim if it is both reachable and
(e.g., [26], [27]), followed by an extension to multiple &8s coreachable.

Il. BACKGROUND & M OTIVATION




2) Supervisory Control: Let a reachable automatdd = G, = (Q, %, 4, g0, Q. ) @ssociated with an information chan-
(@Q,%,9,q0,Q,,) model a DES, with the event sé& parti- nel defined by a vocalization mdp : @ — T'U {r,} - such
tioned into the controllable event S8t and the uncontrollable that L(G;,) = L(G) and L,,(G,) = L., (G). T denotes the
event set,,. A specification languag& C ¥* is said to be high-level (virtual) event set, and the symhgl¢Z T' denotes
controllable with respect to (w.r.ty if KX, N L(G) C K. a ‘silent output. The Moore construction [32] for the DES
This controllability condition complies with the fact that G is based on a given reporter map - a virtual projection
supervisor that exists for DE& cannot physically disable 6 : L(G) — T*, defined such that(¢) = ¢ and, foro € ¥ and
an uncontrollable event, and so only the occurrence of amy € L(G), 0(so) is eitherd(s) or 0(s)r for somer € T.
uncontrollable event always not exiting the boundsibican For the constructeds,,, the vocalization mag/ for every
guarantee non-violation of the specificatién. If K is not s € L(G),) is defined by
controllable, there exists a supremal (or largest) colatiote

marked sublanguage of the DES that lies within the lan- / To if s =¢
guage K. This sublanguage can be generated by the trim  V(0(s',q0)) = or 6(s’, q0) & Quoc
automaton returned b§upcon(G, K) [30], which has worst- T €T, otherwise,

case time complexity ofD(Im?), where! and m are the h h | d sub c lled | .
respective cardinality of the event sétand the cross—productW ere the selected subsgto. € Q. called vocal state set, is

state set of DES7 and the automaton modeling. defined as follows. Fos € X ands’ = so,
Supcon(G,K) is a supervisor automatonS = Z Quoc, if O(s0) = 0(s)

(X,%, &, 20,X,n), and is said to be nonblocking (for 4(so, (Jo){ €Q ’ if 0(so) = 0(s)

DES G) since L,,(S) = L(S) for a trim and hence e

coreachables = Supcon(G, K). Its associated control dataThe reporter ma can be extended t6(K) C T* for K C

S)T.

setCondat [2] w.rt G is given by L(G),) as follows: 9(K) = {(s) | s € K}. The inverse
Condat(G,S) = { A(g,z) C .| (3s € £¥) reporter map for € T* is then defined as followsl~!(¢) =
’ 5(s éo) —y c 0 and {s € L(Gy,) | 6(s) = t}. The inverse reporter map' can

be extended t@#~!(E) C L(Gy,) for E C T* as follows:
9_1(E) = UtEE 9_1(t)-
where A(g, z) = Xc(q) — ¥e(z). Condat(G,S) has worst-  Through the magp/, Gy, outputs events iff” to drive some
the co_qtrollable event sel.. B stateg € Q..., and otherwise outputs the silent symbokZ T
Intuitively, each data elememX(q, x) specifies the control- 5 signal no ‘significant’ change for the high level. The high
lable events to be disabled at a composite si@te) € @x X |evel image ofG), that results is an automata,;, such that
reachable by a common € X*. By default, the events in (G, .y = {g(s) | s € L(Gy)} and Ln(Gri) = {6(s) |
3(q)NX(x) are enabled at statg, »). With L(S) C L(G), & s ¢ [, (Gy,)}. G, is said to generate events Bfunder the
data elemen\ (d(s, q0), (s, 20)) is also conveniently denotedg.map onL(G,,).
by Condat(S, s). . The high-level event sel’ of G; is partitioned into the
A control law for a DESG specifies a set of controllable qngjiaple event set., and the uncontrollable event s&f.
events to be disabled following every input h'SthXEEL(G)' To ensure that every such high-level event T defined and
Formally, a control lawf is a functionf : L(G) — 2% with  5yinut by (G4, V) is unambiguously controllable or uncon-
the constraint trollable, the Moore automatoft;,, V'), or simply G, when
(Vs € L(G)) (Zu N E(6(s, q0)) C (T — f(5))). V'is understood, needs to be refined so that it becomes output-
_ _ control consistent (OCC). Formally, (the Moore transition
The prefix-closed language that results from imposiran & structure of) a DES, is said to be OCC [2] if, for every
is denoted byL(f,G) and defined as string s € L(G),) of the form

e € L(f,G),
(Vs € L(f,G))(Vso € L(G))so & L(f,G) < o € f(s).

3)_ MooreAut.omaton for Low-level DES M_odehng_m Hier- . V({0100 01,q0) =70 (1< < k1),
archical Control: In the study of two-level hierarchical control Vis Ne=reT
(e.g., [13]), the real system at the base or low level is a DES® (0(5,90)) =7
that is equipped with an output function to send significa®f, respectively,
events to the high-level. A Moore automaton [32] is used to, V(6(s',q0)) €T,
model a class of such DES’s. o V(§(s'orog--05,q0)) =76 (1<i<k—1),
In general, a DES automatof with event setX needs V(6(s,q))=7€T,
to be re-structured into a Moore automaton - an autorﬁato?.
It is the case that

E(s,x0) =2 € X },

s = o109+ 0 OF, respectivelys = s'ciog -+ - o,

wheres’ € ¥, with

1Although the same 5-tuple notation is used as in Section.2i-A should « if 7 € T., then for some (1 <i< k), 0; € 3o,

be clear in the context that the structure®f, is in general not the same as . . ;
that of a given DESG. © g o if 7 €Ty, thenforalli (1 <i<k), o €X,.
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Fig. 2. Operational designs for hierarchical control

B. Research Motivation ﬁgumtma"d ﬁg'}fo' Szf;ﬁ;"

In [2], the command and control structure, theoreticallgco f,, contral H(f s S) bEs a(s)
ceptualized for hierarchical control as depicted in Figshot ontrofler Go reporter
implemented as such for runtime operation, once hieraathic T

consistency between a low-level DEG, and its high-level
abstractionG),; is assurefl Instead, given a high-level specifi-
cationE for DES G,;, hierarchical control according to high'Fig. 3. Feedback control of a DES with command input and sysiatput
level supervisionSy; = Supcon(Gr;, E) is actually imple-
mented using a low-level supervisor automagys¥, which is
either Supcon(Gio, 0~ (E)) or Supcon(Gio,0~'(L(Shi))), feedback. In a standard setting, this loop applies a priedp
whereG), is Gy, but with all its states marked, and the assGeedback and control, namely, the control design of dynamic
ciated control data. Besides the issue of synthesis coityplexthrough feedback. Set in the Moore DES paradigm, the design
such a consolidated ‘flat’ design, shown in Fig. 2(a), Mayynamics refers to that generated by the system under ¢ontro
not be adequate for two other reasons. Firstly, command agghout vocalizing or outputting via the reporter the vatu
control may be the inherent mode of runtime operation f@yents specified in the command reference infut, (from
the engineering control problem of interest. Secondlyrehethe instant the reference is set). Based on the system feledba
is limited operational clarity when command is not exphicit string s generated under control, the controller continually
linked to control on-line to show what stepwise controls argmputes the next control input.
exercised in carrying out the commands from above. Such on-the fundamental problem, then, is whether a feasible output
line causal clarity of command over control is important t@gntrol law . for the reference inpuf..., exists for controller
designers, when subjecting the control system to validatigeg|ization or implementation. To explain more formallfeta
tests by simulation and observation. a feasible output control law can prevent the vocalizatibn o
In this paper, an operational design linking command aRdents specified in the reference input set. In the rest ef thi
control is proposed as depicted in Fig. 2(b), bringing thgsction, this is theoretically investigated for a singlference

concept depicted in Fig. 1 to realization. Referring t0 Figyng an extension to some regulated sequences of references.
2(b), the design uses the high-level supervisor automé&ign

and af.,,-output control lawy, also called a command-to-
control ‘transfer’ function, to continually translate corand B. Problem Approach: Uncontrollable & Controllable Sates

data infc,n, to control data during runtime. Clearly, this design Without loss of generality, in this research, a Moore automa

obviates the need for the low-level supervisor automatgn . A :
. . . . . ton is always constructed such that its initial state is nocal
The details and discussion of this alternative approach are

presented in the rest of the paper. or silent. _ |
Now, consider a (reachable) Moore DES, with 6 :

L(G1o) = T*. Forq € Quoe, V(q) = T, let

Feedbacls

Il. SYSTEM-OUTPUT CONTROL WITH COMMAND INPUT

A. Preliminaries Bu[0,V(9)] ={p € Q — {ao} | Bt € =3)(3(t,p) = q &
Consider the feedback control loop shown in Fig. 3. (V' < )V (6(',p)) = 7o)}
The closed loop interconnecting the controller and DES
allows the former to modify the latter's dynamics based omxcluding the initial statey, € Q, B.[g,V (q)]* defines a set
2The reader is referred to the literature for details of HG [2B], HCM of T-uncogtm”af?le states \lNhICh are non-vﬁcal (-)ther than the
[2], [14], [15], and a more specialized concept of HCM [2]englnt to this stateg, and each non-voca ?tate can reach sfat@ a string
paper (mentioned later in Remark 1). of uncontrollable events defined at non-vocal states.

S|t can be computed asSupcon(Gi,, 0~ (E)) if HCM holds; and as
Supcon(G,, 0~ (L(Sy;))) if the more specialized concept [2] of HCM  4The definition of B, [q, V' (q)] revises the initial formulation presented in
holds. the conference version [1].



The complete set of-uncontrollable states is

V(g)=r
Now, define
Bc[Qv V(Q)] = Q - Bu[Qa V(Q)]
Then
Bl = ()] Ba,V(9)
Vig=7
=Q-B]

This function is an output control law that is said to be
‘permissive’, in that it disables a controllable event only
when the event occurrence can otherwise lead the system
uncontrollably to a state vocalizing a virtual event in the
reference inpuy..,,. Based on the characterization Bf, (1)

and the definition ofB/co (5), this law can be rewritten as

,u(fcomv 5) = {U € X | 5(50'5 q0)!&6(507 QO) € Bf:“’m}- (9)

C. Output Control Feasibility

Theorem 1: Consider a Moore DESG,, V) constructed
with 6 : L(Gy,,) — T*, and an arbitraryf..,, € T. Then

is said to define the complete setotontrollable states if the for all s € L(Gi,), p (9) is the permissive control law for

following condition holds for virtual event € T

(Vg € Quoc U{q0})(Vw € B+) @
(V((w,q) =7) = w & X,

Informally, Condition (2) asserts that from the initial tetar

any vocal state, a nonempty string leading to a state vaegliz

the high-level event is not uncontrollable.

(feom, s) such thatV (6(s,qo)) € feom OF 8(s,q0) € Bfeom
implies

(Vo € 2u(5(5,90)))d(s0, q0) & Bieom

iff BJeom is the controllable state set.
Proof: See Appendix A. ]
Intuitively, Theorem 1 states the necessary and sufficient

If Condition (2) holds, then the following condition alsocondition for the control law (9) to be feasible f0f.om, s)-

holds:

(Vso € L(Glo),0 € E.)(Vt € F)

(V(5(sot, q0)) = 7) = (W' < )V (S(s0t',q0)) = 7. )

Being feasible means the output control law can always
prevent the system from next enterifg-o~ if it is in a vocal
state that just vocalized an event fi,,, or in Bfeom, and
thus guarantees subsequent nonoccurrence of evelrfts,in

Informally, Condition (3) asserts that if a nonempty string

of uncontrollable events immediately following a contadile
event leads the DES to a reachable statgocalizing the
high-level eventr, all the states excepg via which the
uncontrollable string traverses are non-vocal.

In what follows, w.r.tf.,,, C T of a DESG,,

Blm= () B

TEfeom (4)
— Q _ Bq{conl
is said to be the f.,...-)controllable state set, where
Bl = | B (5)

Tefconl

is the (f.o.-)uncontrollable state set, if the following conditionlS @ restriction ofé to X x @, the initial state set i€, =

holds for f.om:

(Vq" € Quoc U{qo})(Vw € B7) -
(V(&(w, ql)) € fcom) = w ¢ EZ

That Condition (6) holds implies that the following condii
also holds:

(Vso € L(Gip),0 € X.)(Vt € )
(Vi3ootst)  fom) = O SOV 600t ) =70

Then the command-to-control ‘transfer’ functiom, as

D. The Decomposition Theorem

In partitioning the states of a Moore DE®%, =
(@,%,9,q0, Q) Wrt an arbitraryf..., C T, it can be said
that B/eom (4) induces a subsystem, denoted ¥, that
is controllable if it is the controllable state set, aBg- (5)
induces the corresponding uncontrollable subsystem ddnot
by Gfeom. The pair(Gfeom Gfeom) is then called a feasible
system decomposition.

Formally, the subsysten/<e» andG/->» can be modeled
as automataderived from the Moore automatdgy,. For the
subsystemGfeon = (Q., %, ¢, Qo.c, Qm.c), the state set is
Q. = Bfeom C @Q, the transition functio.. : ¥ x Q. — Q.
QN (Quoc U{qo}), defining an initial state as wherg,,, is
computed following system initialization or a high-levekat
occurrence, and the marked state sefjs. = @, N Q..

For the uncontrollable subsystem Gfeom =
(quzadquO,anm,u)v the state set IQu = B{:wm c @,
the transition functionéd, Y X Q, — Q, is a
restriction of § to ¥ x ., the initial state set is
Qou = {q € Qu | (3¢ € Bl~m)(3Fo € ¥)q = §(0,¢)},
defining an initial state as the first state of entry into the
subsystem, and the marked state seis, = Q. N Q.

shown in the proposed operational design depicted in Fi, 2( Each subsystem can be represented by a (possibly uncon-

can be written as
W feom,8) ={oc € T | (Ft € ) (V(6(sot,q0)) € feom
& (V' < )V (6(sat’,q0)) = 7o) }-
(8)

5That (2) implies (3) and (6) implies (7) can be proved by cadittion.
The proofs are simple and straightforward, and hence aréemmi

nected) subgraph of the state-transition graph represgtite
DES G,.

Below, Theorem 2 states that a (feasible) system decompo-
sition, as conceptually depicted in Fig. 4, exists for a OES
that is OCC, with command inpuyt.,,, C T..

SNote that, with some abuse of notation, the initial stagein the usual
5-tuple formalization of an automaton is extended to a state
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The proof of Theorem 2 requires the following lemma. B,[7.V(7)]
Lemma 1: For everyr € T, of an OCC DESG,,, Condi- i i
tion (2) holds.

Proof: See Appendix B. ]
Control : Controllable ' _ System
input ; ’ Subsystem | } 7 output

B,[5V(©)]

Uncontrollable i
Subsystem i

BEVE]

Of an OCC DES w.r.t command |nput

. . Fig. 5. An example OCC DES7;, and its r-uncontrollable state sets,
Fig. 4. Conceptual decomposition of a DES reT.

Theorem 2: An OCC Moore automatorty;,, w.r.t an ar-
bitrary fe.omm € T, can be decomposed into a controllable Theorem 3: Given that an OCC Moore automatd@s, is

subsystenG/ce» and an uncontrollable subsyste@com. constructed withd : L(Gi,) — T* such thatL(Gi,) —
Proof: See Appendix C. B L(Gu) and L,,(Gi,) — L(Gri); and E C T*. Let Sp; =
lllustrative Example: Consider the OCC DESY, = Supcon(Ghni, E) and S, = Supcon(Gio,0 ' (L(Shi))),

(Q,%,0,q0, Q) wWith high-level event sef” for system out- where G, is Gy, but with all its states marked. Assume
put, as adapted from [13] and shown in Fig. 5. The DES(Shi) # 0. Then
model is represented by an edge-labeled directed graph with L(g, Gio) = L(Si)
a state represented by a node, and a transitiong) = ¢ Hy Slo) = £ASto),
by a directed edge from staigeto ¢’ labeled with the symbol where ji(f.om, s) (9) is the permissive control law, with €
o of an event whose occurrence it represents. The symbgls;,) and fe.,, = Condat(Sh;, 0(s)). |
for a controllable and an uncontrollable event is indicated Proof: See Appendix D. u
with a superscript '+’ and ‘-, respectivelyz = {o;" | i = Since B> = J, ;.. By according to (5), under Theo-
1,2,3,4}U{o; | j = 5,6,7,89}, andT = {r;" | i = rem3,B] (1)forallT e T", form the set of--components that
1,2,3}u{7; }. Every state is denoted by a number. The initigb said to provide the ‘control technology’ for implemergin
stateqy = 0 is represented by a node with an entering arrow,@mmand and control using the lagw(9).
marked state by a darkened node, and a vocal state by a nodeemark 1: Note that L(Sy;) = L, (Sr:). In general,
containing the symbol of an event that it vocalizes. 0(L(S10)) € L(Shs). Thus Theorem 3 alone does not imply
The 7-uncontrollable state sets fdf. are given in the that the high-level controllable sublanguad€S;;) can be
following: By = Bu[1,V(1)] U Bu[8,V(8)]; B = fully metby low-level control via the law: (9), and without

Bu[5,V(5)] and Bf — Bu[7,V(7)], where Bu[g, V(q)] is high-level blocking during runtime caused by a low-level

respectively depicted in Fig. 5. One can easily verify thgltrlng s € L(S,) that cannot be extended, by asye L7,

every arbitraryf..,, C T. decomposes the OCG, into a ss' € L(Si) such th_ate(ss’) < L”?(Shi)' To meet such
controllable and an uncontrollable part (Theorem 2), shel t a high-level (nonblocking) expectation through the caniro
w u, the assurance of both HC [13] and hierarchical non-

when the system is in a state of the controllable part (inducE ! s
_ Bfeom - - ockingness (N) [2] - a more specialized concept (HCN) of
by Q= B,) or a state that has vocalized a high-level eve'_JCM - must first be provided, for which additional structural

in feom , it can be prevented from entering the uncontrollab »
part by disabling some controllable low-level events (THeeo Conditions have been developed [2]. u

1), and hence disallowing the eventsfin,,, as desired.
B. Algorithmic Procedures

IV. COMMAND & CONTROL OPERATIONAL DESIGN Based on Theorem 3, hierarchical control depicted in Fig.
2(b) can be realized by a control algorithm computing the law

(9) on-line, with a command and a control level coupled by
The implementability result is now established for thﬁ)p-down commandf..,, and bottom-up event vocalization
command and control design shown in Fig. 2(b). The resultfisedbackl” implementing the reporter map
based on the feasibility and decomposition Theorems 1 and 2The control algorithm contains two procedures
respectively. Formally, it shows that the design can bezeadl H| - manager and LO-operator, shown respectively
for a controllable high-level specification, w.r.t a highv¢l in Figs. 6 and 7. Through the command of the high-level
DES G),; obtained under a language mépon a low-level DES G,; by H -nmanager, LO operator computes
DES G|, that is OCC. on-line the control of the low-level DE&,. Without loss of

A. The Implementability Theorem



generality, the algorithm is assumed to be non-terminatingpmparison is made between the existing design [2], [15] and
hence the use of the unconditional ‘while’ loop in the twahe proposed design for hierarchical controller operatam

procedures.

Let £ and zy be the transition function and initial state

of the high-level supervisor automatdfy;, respectively. The

following notation is used in the procedures: For an evayvin

t € L(Gp;) ands € L(Gy,), 0(s) = t, the current high-level
state ofS),; is © = £(t, xo); the current low-level state daf,

is ¢ = d(s,q0); the command or high-level control data to
transmit is feom (Shi, ) = Condat(Sk;, t) and the translated

low-level control data is

fcon(fcoma q) = /L(,fcoma S),

where is the control law (9).

(10)

To sharpen causal clarity to a finer level of ascertaining
the control data from each individual event command, the law

feon can be refined tofcon(feom,4) = Uy, feon(T,0),
where foon(7,q) = {0 € X | §(0,q)'&d(0,q) € Bl} is the

T-commanded control data set, i.e., the set of low-level ®ve
to be disabled as commanded by (the control data for virtL@A

event)r € feom.

Procedure Hl - manager (High Level)
begin
1 initialize
2 Initialize state inSy,;;
3 Use initial stater( to retrieve off-line Condaff.om;
4 Send fcom down to low level;
5 while true do
6 Wait to receive high-level event occurrence (frar);
7 Update state inSy,;;
8 Use current state to retrieve off-line Condaffcom, ;
9 Send f.om down to low level;
end
Fig. 6. Procedural realization for high-level controli€f,;

Procedure LO- oper at or (Low Level)
begin
1 initialize
2 Initialize state inG,;
3 Wait to receive updatedi.,,, from high level;
4 Use currentf..., and stateg to compute Condaf..», and apply it to
Gio;
5 while true do
6 Wait to receive low-level event occurrence (frag);
7 Update state irG;,;
8 if current state g is vocal then
9 Send vocalized everit'(¢) up to high level;
10 Wait to receive updated.,., from high level;
11 Use currentf.,,, and state; to compute Condaf..., and apply
it to Gio;
end
Fig. 7. Procedural realization for low-level controll€f,,

C. Computational Complexity

n

follows.

« To implement the existing controller design (realized by
Si, in Theorem 3 and the associated control data), the
low-level specification automaton has to be computed
[15] first for the inverse mapping~—' of the closure of
the supremal controllable sublanguage of a given high-
level specificationt? C T*, beforeSupcon and Condat
are computed accordingly for the low-level DES .

« To implement the proposed design (realized by the con-
trol algorithm in Figs. 6 and 7 regulating,,, (10)), every
T-uncontrollable state s&8] (1) for 7 € T, needs to be
computed for the low-level DE&, (to implementy in
Theorem 3 forf.,,), along with Supcon and Condat
for the high-level DESHy,;.

The various component complexities and the overall complex
ity are summarized in Table I. The complexity 8f for all

7 € T, is based on the analysis in Appendix E. The rest are
sed on the results in [2], [15], [33].

The low-level specification automaton generating the lan-
guaged Y (L(Ski)) € L(Gi,), Shi = Supcon(Gp;, E), is
constructed using the method developed in [15, p. 58], and is
assumed to be of minimal state cardinality for the compjexit
analysis. This method, in the final step, obtains the trim
specification automaton by computing a natural projection
P : L, - X whereL, C (X uUT)" is the closed
language generated by the (trim) cartesian product of two
automata. One automaton is7Taembedded and completely
state-marked version of the trim DES;,, and the other is
a Y-self-looped version of the automaton thatSs; but is
completely state-marked to mode{S},;). Both these versions
are computed in earlier steps of the method. For an optinisti
(or best) worst-case complexity analysis of the existingjgle
it is assumed that the projectioR is an observer of the
(closed) languagé.,. By the complexity results in [33] and
using the notation defined in Table I, the exponential worst
case of computing natural projection, in time complexity
of O(2nemni(nvoctn)) and returning an automaton of state
cardinality O(2m<m»i("voc+n)) " can then be avoided. In fact,
the automaton returned has worst-case state cardinaliylpf
nenni(Nyoe + m). However, this projection step alone still
incurs a high polynomial time complexity 6((nenp;(nyoc+
) A+ (nenni (Nwoe+1))° +12(nenni(npoc+n))7), as derived
based on the complexity result in [33] for such an observer
P.

The hierarchical construction for HCN diG,,, G1;:) [2]
entails structuring the reporter mapas an observer. It is
assumed that;,; is a minimal-state recognizer of the language
0(L.m(Gy,)). From the results on observers [34] and using the
notation defined in Table |, it then follows thaj,; < n. Thus,
implementing the proposed design incurs an off-line cdntro
synthesis complexity that is significantly lower in genataé

Off-line Complexity Reduction: It is assumed that the hi- t0 the following:

erarchical structuring of a low-level DES to achieve HCN 1) the smaller state cardinality of the high-level DES in-
[2] (see Remark 1) is already applied. Under the same HCN  volved in Supcon synthesis instead of the low-level
setup for a trim low-level DES, the worst-case time comiexi DES;



TABLE |
CONTROL OPERATIONAL DESIGN OF A HIGHLEVEL REGULAR SPECIFICATION LANGUAGEE C T* FOR AHCN PAIR (G, G;): AN OFF-LINE,
WORSTCASE TIME COMPLEXITY COMPARISON

ComponentO(.) For existing design [2], [15] [Fig. 2(a)] For proposed design [Fig. 2(b)]
High-level Supcon | lpn;(nenn;)? lni(menpq)?
High-level Condat | — VNeNp;
Nyoc + lnenhi + lnenhi(nvoc + n)"r —
6~ mapping (nenm-)4(7LwC + n)4 + l(nenn;)? (Myoc +n)°+

12 (nenhi)7(nvoc + n)7
Low-level Supcon I(menpni(Mvoc +n))2 —
Low-level Condat cnenp;(Nvoc +n) —

B7 forall 7 € Te. — U(2ny0c — V)(N — Nyoe — 1) + vu(n — Nyoe — 1)2
Overall complexity | nwvoc + cnenpi(Nvoc + n) + menp; (1 + nvoe + 1)+ | vnenp; + lhinznzi + u(2nv0c — V)(N — Nvoc — 1)+
nzn%(lm + l(nyoc +n)?) + ngnf”. (Mwoc +n)A+ vu(n — Nyoc — 1)
lngn;‘” (Myoc +m)® + lQnZnZ”. (Nvoc + n)7
Nomenclature:
For Gio : Cardinality For Gp; : Cardinality
n : state set of7;,, with event set: np; . state set of7,; with event setl’
nyoc . vocal state set of7;, Te : state set of the trim automaton fdé#
l : event seto lhi : event setl’
c . controllable event set. v : controllable event sef,.
u : uncontrollable event set,,

2) the r-uncontrollable state sets which can be computexgperational design is attractive as it offers the intrinsierit
in polynomial time complexity in the (non-initial) non- of furnishing causal clarity of command over control during
vocal state cardinality of the low-level DES; and on-line operation, along with off-line complexity reduari

3) not having at all to compute the low-level specificatioand fast on-line computation. These practical advantages a
automaton for the inverse mappifig' of the closure of useful for engineering control problems, where the reglire
the supremal controllable sublanguage of a given highuntime operational mode is command and control, or the
level specification language. control solution needs to be subjected to validation tegts b

Besides, computing--uncontrollable state sets is a one-offimulation and observation.

exercise for a given DES),,. For a different high-level specifi- 10 do away with using the high-level supervisor automaton

cation, only the high-level supervisor needs to be recorghut Without significantly increasing on-line computation, cae-

In this senseB? (1) for 7 € T, is reusable. proach might be to deploy on-line limited lookahead control
Low On-line Complexity: Not surprisingly, the potentially [36] at the high level of the command and control hierarchy.

significant savings in off-line synthesis comes at the ezpenAnd together with treating every high-level specificatianaa

of incurring on-line low-level control (data) computationcontrol task, the foundation laid in this paper could pawe th

Fortunately, however, this on-line time complexity is gexllg  Way towards on-line hierarchical control of DES's that can
low, as explained below. support operationally clearer command-to-control tranahd

In the control algorithmy..,, (10) is recomputed each timeflexible sequential or nonconcurrent multi-tasking. Tisisfie
an event inG;, occurs, and in absorbing the cardinality Xf subject for future research.
in the constants of)(.), each on-line computation incurs, in
the worst case, only a linear time complexity @fr), where APPENDIX
r is the cardinality of the seBj>, given f.om C T.. A. Proof of Theorem 1

In a related but different work [35], a baseline procedure (Ify The sufficiency proof proceeds as follows. Fere
for computing the control law (8) on-line has linear t'meL(Glo), let ¢ = &(s,qo). There are two cases to consider.

complexity of O(n) in the worst case, where is the state 1, prove by contradiction for each case, assume that there
cardinality of the low-level DES~;,. When compared with qyists a5 ¢ & (¢) such that(c, ¢') € Bjeom
u 9’ u *

this procedure, computing the equivalent lgyy,, in O(r) as
used in the proposed design is faster. This is because tiee sta
cardinalityr of a setB/-om is often very much smaller than
the state cardinality. of the low-level DES.

. Case 1. Suppose;’ € Bf» — (Quoc U {q0}).
Then by definition of Bf<o» and the assumption, it
follows thatq’ € Bjcom. Thereforeg’ € Bfcom 0 Bfeom,
contradicting the fact thaB;com N Bfeom = ().
« Case 2: Suppose;’ € Bl N (Quoc U {q0}) (implying
V. CONCLUSION V(q/) g fcom)! orV(q’) € fcom (i'e'!q/ € Bq{mmﬂQvoc)'
Based on the results of output control feasibility and syste ~ Then by definition of B/~ and the assumption, there
decomposition, the command and control design proposed iS an uncontrollable stringy = ot € X such that
for hierarchical control is shown to be implementable. The V(d(0t,¢")) € feom, cOntradicting the fact thaw con-
implementation entails the off-line computation of the thig tains a controllable event by Condition (6).
level controlled DES and the reusahbteuncontrollable state  (Only If) The necessity proof proceeds as follows. Given an
sets, instead of the larger scale, low-level controlled DESs  arbitrary Bf<om, f.om C T



« Suppose, for every string € L(G),) such thaty = Condat(S),,s) following s € L(S},). In what follows, it can
8(s,q0) € Bfeem, orV(q') € feom and hence/ € Q,., be shown that

Feom — f(’tom T Feom
(Vo € Su(d))(o,q') & Bleom. Bleem =Biemu[( ) BD-Beml (1Y)
TEflom—feom

Since by definition,Bfcom U Bfeom = @ and Bf-m N o ,
Bieom =, 8(0,q') & Bleom iff §(c,¢') € Bleom. By By the characterization of the controllable state B&r™ and

definition, for V(g) = 7 € feom, Bulg, 7] of BT C the controllability of L(S;,), for an arbitrary controlled string

Bl-m contains non-vocal states (excluding thé initia? € L(Si0),

stateqy € @) and the state; € Q,.., such that each ’ feom

non-vocal mZ:‘mber state can reach statda a string of V(3(s,d0)) & Jeom = 8(5,40) € Be*o™. )
uncontrollable events defined at non-vocal member statés.other words,V (d(s,q0)) € [l OF 6(s,q0) € Bleom,
As a result, if¢ = 6(s,q0) € Bf<om or V(¢') € feom» However, since vocal states for different 7. reside only in
then every event € X for which §(a, ¢’') € BJeom must their respectiveB?, for V(§(s,qo)) € £ — feoms 6(5,q0) €
be controllable; and so is it i € BI>" N(QuocU{q0}) [(U,es ;. Bp)— Bjeom]. Together with (11), it follows
or V(¢') € feom. Therefore, every stringy € ©* that that ="

can bring every sucly € Q to some statg vocalizing V(8(5,q0)) € feom OF 8(s,qq) € Bleom. (12)
aT € feom 1€, V(6(w,q")) = V(@) = 7 € feoms
must contain at least one controllable eventsuch that
w = s'o.t for somes’ € ¥* andt € 7. Together with
the fact thatgy € B/eo= andG,, is reachable, it follows
that Condition (6) holds, since = s'o.t & X%.

Hence the theorem.

SinceB/->m is a controllable set, by TheoremW(4(s, q0)) €
feom OF 8(s,q0) € Bjeom implies 6(so,qo) ¢ Bleom for
all 0 € ¥,(6(s,90)). Applying (12) and the fact thaf) =
Bjcom U Bfcom with Bfecom N Bfeom = (), the result is that, for
all s € L(S),),

(Vo € X,(0(s,90)))d(s0,q0) € Bg“””.
Now, together with the controllability of(S),), it follows

that for allo € 3, for all s € L(S},), whered(so, qo)!,
Consider a strings’ € L(Gj,), whereq' = §(s',q0) €

QuocU{qo}. For an OCQG,,, if the strings’ can be extended 8(so, qo) € Bleom iff so € L(Si,).

to a state vocalizing an evente T, i.e., (3w € X¥)(¢ = Next, it needs to be proved that, for allc ., for all s €
§(S/w’qo) = 5(w7q1) € Quoc and V(q) =TE€E TC)! then L(Slo), Whereé(sa, qo)!,

w = so.t for somes € ¥*, 0. € 3. andt € ¥*. This in turn Foom P

implies that Condition (2) holds sinae = so.t ¢ ¥*. Hence 0(s0,q0) € Beeom iff 6(s0,q0) ¢ By,

B. Proof of Lemma 1

the lemma. iff so € L(S,),
as follows:
C. Proof of Theorem 2 » (If) so € L(S),) ando € 3. Assumei(so, go) € Bfe.
. This implies there is a € feom = Condat(Sh, 6(s)),
For a Moore automatoir;, that is OCC, by Lemma 1, unambiguously controllable sindg;, is OCC, that can
Condition (2) holds for every € T... It is easy to show that, uncontrollably occur by vocalization, contradicting the

for all 7 € feom C T¢, the conjunctions of Condition (2) fact that@(s)r & L(Shi). Thusd(so,qo) & Bieom or
constitute Condition (6). Hence, for an arbitrafy,,, C T, equivalently,(sc, qo) € Beom. ¢

the set Bfeem (4) is controllable, inducing a controllable 0 f
c ' e (Only | € L(S},), 6(s0,q0)!, d(so, € Bleem and
subsystenGZeom, with Bfcom (5), whereBfeom N Bfcom = (), g c é .f)TShere gr(le )two(iaasqgg: (50,90)
inducing the corresponding uncontrollable subsyst&fr. Cc 1 0(s0) = 0(s) € L(Si)
- ase 1. = hi)-

Hence the theorem. Since B/ is controllable, and the controllable
L(S,) is supremally permissive w.r&~!(L(Sh;)),

D. Proof of Theorem 3 so € L(S,).
Given that an OCC Moore automatdr, is constructed B t(r:1aesreef%re09((553- e: Lo((;)_T) for somer ¢ feom, and
with 6 : L(G),) — T* such thatL(G;,) — L(Gp;) and ha):

N Assuming so ¢ L(S),) contradicts the fact that
L. (Gio) = Ln(Gy;); and that for somell C T, Sp; = 8(s)T € L(Shi). Thu(slszr € L(Si).

Supcon(Gpi, E) and S;, = Supcon(Gio, 0 (L(Shi))), ' ' ©
where Gy, is G, but with all its states marked, anfl,,, =
Condat (S, 0(s)) for ans € L(S,). (s € L(S1,)&0(s0, q0) € Bieom) iff so € L(S),).

For an arbitrary output subs¢tC T, of the OCCG,,, by Assuming thatL(Su:) #£ 0, ¢ € L(Sn:) and therefores €

Theorem 2, the controllable state d&f exists. . e
’ L(S;,). Thus, with (9) as the permissive control law for
Let L(S),) = O(L(S,)) and ., = Condat(S},, 6(s)) C f( o). T gt ©) P
T. with s € L(Sp). It follows that L(S};,) € L(Sh) ~°™
since f’,,. 2 feom in general for the same control data ji(feom,s) = {0 € B | §(s0, q0)!&d(s0, qo) € Bjleom}

com —

Hence for allo € %, for all s € L(S),), whered(so, go)!,
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such thatVo € 3,(5(s,q0)))d(s0, qo) € Bleom, it follows by Computationally, the theoretical worst case occurs if the
induction on the strings € L(S;,), beginning withs := ¢ € iterating B increases by one new state per iteration until
L(Si,), that, for allo € 3, iteration ny — 1, at whichk,,, = 0 (ie., ki1 = 1, for
so € Lip, Giy) iff so € L(Si); alo<i< Mgt — 1). In_ other words, the worst case occurs if
the complexity series is
or that L(u, Gi,) = L(Si,). Hence the theorem. ;
(anr)nOua (anr - 1)”7 (nq+ - 2)”7 (nq+ - 3)”5 Ty (1)’&, 0.
1 q T

E. Computational Analysis for all BY, = € T .. Reversing the series, the terms from O(#Q. — 1)u form an

Note that for an OCC DE&:,, a non-vocal state that is in arithmetic series of, terms with a difference ofu between
a setB] may not be in another sét] , for 7 € T, and7’ €  gnsecutive terms.
T.—{7}. In what follows, the total time complexity analysis, summing the series anh, )niu returns the result
of computingB], for all 7 € T, is based on first determining n _ _
thg worst-case time complexity of constructing evesy, (%Jr[ncﬂr — 1]+ (ng+)nd)u = 0.5ungy (ng+ + 2nd — 1).
using ProcedurdBuSt at eSet - Conput e below that does )
not exploit this fact. The result is a (well-defined) thetmatt Hence the  worst-case complexity —of  Procedure
upper bound of the worst-case total time complexity. BuSt at eSet - Comput e is

O(un?, + (2n? — 1)ungy)
Procedure BuSt at eSet - Conput e a* 0 I
input : Moore DES(G,, V') with vocal state seQ ... C Q, andr € T.. or
output: B . j 9
begin O((2nd — Du(n — nyoe — 1) + u(n — nyoe — 1)%)
1 initialize )
2 Initia:ize B? ::®{q € Quoc | V(g) =7} for eachr., € T.. Hence, the overall complexity for atl., €
3 Initialize B := 0; .
4 while BT # B do T, 1s
5 C:=B] — B; v
6 B :=B]; j 2
7 foreachq € Q — (Quoe U {go} U B]) do O(“Z[@”é = 1)(n = Nyoe — 1) + (1 = Nyoe — 1) ])
foreach o € 2, do j=1
if (o, q)!and 6(o, q) € C then ’
B, =B U{q}h or
2
o retum BT O(u(2anyoc — V) (N — Npoe — 1) + vu(n — Nyoe — 1)7),
end wherea < 1 and an,,. refers to the total number of vocal

states outputting events if..
It follows that the worst-case total time compleXityccurs
in the limit wherea =1 (i.e.,T =T,), and is

To begin with, refer to Table | for the definitions af n.c, u
andv. Let a = n — (nyoe + 1) + nf), which is the number
of states in[Q — (Quoc U {20})] U {q € Quoc | V(g) =
7., € T.}, whereny is the number of vocal states outputting  O(u(2nu0c — v)(n — Nyoe — 1) + vu(n — Nyoe — 1)?).
7., € T underV. Then the iterative computations of Pro-

cedureBuSt at eSet - Corrput e will produce the following ACKNOWLEDGMENT

complexity series: The authors would like to thank the Editor, the Associate

(@ — no)nou, (@ — n1)(n1 — no)u, (@ — na2)(na — Editor and all the anonymous referees for their constractiv
ni)u, -, (@ —ni)(ng —ni—1)u--- 0, comments on the review versions of this paper. However, the
where ny = né ni1 = ny + ki1, With niy, and authors remain solely responsible for the presented work.
n; denoting the cardinality ofB] immediately after and

before eachforloop iteration i« > 0 (from line 7 of REFERENCES

BUSt at eSet - Conput e), respectively{a—n;)(n;—n;—1)u, [1] Q. H. Ngo and K. T. Seow, “Hierarchical control of disaesvent
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2 systems:. With petri nets and other tools. Springer, 2007, vol. 59.
J 5] C. G. Cassandras and S. Lafortunetroduction to Discrete Event
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