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Abstract— An organizational control architecture for super- different scalable design methods for achieving nonblogki
vising a class of multi-level hierarchical discrete-evenssystems (or marked) hierarchical consistency. These methods use su
is proposed in this paper. The architecture can be built bast 5y formulated hierarchical information maps for the staml

on a standard, scalable hierarchical design method, form&ing . . .
a common design practice of structuring the control of a DES model [3], the DES model with flexible marking [6]

discrete-event organization bottom-up into a consistent miti- and that with multitasking [13]. Intuitively, achieving mied
world control hierarchy. It is shown that under some mild hierarchical consistency means that, in a two-level hidmar
condition of fairness, a multi-level recursive control law exists the nonblocking specification task of the high-level coliéro
that is optimal and nonblocking. This law governs the hierachy o4 pe realized through nonblocking control implemented at

top-down as a dynamic programming recursion, over which the | | L Two t f ¢ ting for hi hical
an organizational control algorithm is obtained that compues e low level. fwo types of event reporting lor hierarchica

the control decisions partially on-line, and in linear time It Maps have been proposed, namely, virtual [3] and natural
is explained and illustrated how the approach reduces the projections [6], [13]. When scaling up to multiple levelsew

complexity of off-line control synthesis and increases then-line posit that the former type induces a multi-world hierarchy -
transparency of control operations. one where each hierarchical level represents a differeritiwo
Index Terms— Discrete-event systems, hierarchical supervisory Different worlds are modeled by different disjoint everissas

control, dynamic programming and recursion, automata. follows: The base level is modeled by only real events; the to
level by only virtual events, i.e., events abstracted ojguted
|. INTRODUCTION from the level below; and an intermediate level is modeled

In discrete-event system (DES) research, one major probl& both real and virtual events. The latter type induces a
is the complexity of control [2], [3] that renders synthesi§ingle-world hierarchy - one where successively higheelkev
intractable or the resulting implementation non-tranepafor are modeled by successively smaller subsets of real events
large DES'’s. To mitigate this problem, an intuitive strategmodeling the system world.
is to reorganize a DES so that it becomes amenable to™or the single-world paradigm [6], [13], recent efforts in-
hierarchical control. Basic research in hierarchical mmnt clude attempts to leverage on modularity and decentraizat
(e.g., [4], [5], [6]) has been concerned with the synthesia o of DES’s in a hierarchical structure, proposing or enhagcin
low-level supervisor for a two-level hierarchy. In this -gt, different hierarchical design methods for nonblockingtcoin
the high-level system is an aggregated model of the lowHlev®ynthesis (e.g., [14], [15], [16], [17], [13], [18]). All &
process, and is driven by the latter via an information clennat reducing the computational effort using different metho
Other strategies or architectures investigated includdutes Of subsystem synthesis. Like their centralized versiohs, t
(e.g., [7], [8]) and decentralized control (e.g., [9], [1(11], resultant controllers residing at the same or differentlewn
[12]). a hierarchical architecture are realized by non-recutsit®n

To reduce control complexity, we propose a new multimplementations. Unlike a centralized controller thatsaoh
level architecture called organizational control for swing  the overall system, each of these modular or decentralized
a class of hierarchical DES's, in a manner reminiscent &pntrollers generally exercises its control decisionsy aor
commanding and controlling human organizations. OrganiZ&at part of the DES that matches its event set.
tional control involves managing the interrelated command ~ For the multi-world paradigm, the well-established bottom
control decisions of event enablement or disablement ttwe!P design framework [3], [4], [5], [19], [20] currently syn-
levels in a multi-level control hierarchy. Specificallyr class thesizes the final controller as a flat, non-recursive action
of modular DES's modeling (hierarchical) organizationg wimplementation, and does so from a base-level specification
formulate and implement the multi-level control architeet The base-level specification is first obtained by recurgivel
that can effectively ensure qualitative optimization ofxinzal CcOmpiling the constraint specifications from higher levels
permissiveness at every level, using recursion that stpjgor and vertically collapsing them onto the base level. However
scalable hierarchical design method [3]. besides higher complexity of control synthesis, such base-

Our research on organizational control is based on a bottol@vel action implementation for a multi-world hierarchyncat
up design philosophy. Prior bottom-up approaches to hier&@fovide transparency (of the relationship) of on-line artime

chical control have made important progress by developifgntrol operations between levels. The multi-world pagedi
can and should facilitate this, in the sense of making eitplic

This paper revises and extends the preliminary confereacgon [1]. what stepwise control decisions are needed to carry out a
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designed in the single-world paradigm reviewed above, the= (s, ¢) andd(o, ¢') are defined. Following, the behavior
natural solution is a non-recursive control action implatae may then be described by two languagfgA) = {s € X* |
tion and no such operational transparency is needed. In @, ¢o)!} and L,,,(4) = {s € L(A) | §(s,q0) € @m}. L(A)
opinion, such transparency can be useful when monitorirggcalled the prefix-closed language ahg,(A4), the marked
complex heterogeneous systems that have to, or are bettelatguage. By definition[,,,(A4) C L(A).

be designed as a command and control organization in theA stateq € Q is reachable (from the initial statg) if (3s €
multi-world paradigm. ¥*)4(s,q0) = g, and coreachable if3s € ¥*)d(s,q) € Qm.

In this paper, a review on two-level hierarchical control i&.utomaton A is reachable if all its states are reachable, and
presented in Section Il. A multi-world hierarchical cortrocoreachable if all its states are coreachable and,s04) =
problem is described and formulated, and an organizatiod&lA). Finally, automatord is trim if it is both reachable and
control architecture for the multi-world paradigm is prepd coreachable.
as a solution in Section IIl. In Section IV, it is then shown On ‘equivalence’ of two automatal; and A,, we write
that the two-level hierarchical control design methodewaidd A, = A, if their edge-labelled directed graphs are identical
can be incrementally applied to synthesize the organizakioin structure (including marked states); anth = A, if
control architecture bottom-up into a consistent multido the automata generate the same prefix-closed and marked
cor!trol hierarchy. Uno!er some mild condition of_falrness, danguages. SEA; = A») (implics) (A; = As)
optimal and nonblocking multi-level control law is shown tqS not true in general.

exist, and can govern this hierarchy t_op-down as a dyr]f"“‘chhe synchronous produdt [23] of two automatad; and
programming recursion [21]. An algorithm for |mplement|ngA2 is the automatom — A, || A,. The standard synchronous

_the multi-level cont_rol law to run such_a con_trol organ_m_au erator|| is useful for modeling a complex DES as a modular
is developed. Section V presents a discussion explainiag @?

h and th it 4 limitati ¢ i stem of interacting discrete-event automata. Using dnees
approach an € mernts and limitations ot organiza Ion§’yntax|| as synchronous operator over automata and languages

control, and where relevant, in relation to existing wor
' ' 3], L(A; || A2) = L(A L(A dL,.(A4; || A2) =
An example is then provided to explain the overall desi ] (AE) hﬂ 54)2) (A1) | L(42) an (Ar | Az)

approach and illustrate the on-line control operationshef t Finally, let A, N A, denote the cartesian operation between

ﬁ:gger}l(t:?i?nlrllﬁecnon VI, followed by some concluding rerrmrktwo automatad; and A,, such that (i) L(A; N A) —

L(A1) N L(A2) and (ii) L (A1 M A2) = Ly (A1) N L (A2).

If X1 = Xs, whereX;, ¢ = 1,2, is the event set of4;, the
Il. BACKGROUND synchronous operatiojy betweenA; and A, reduces to this
prtesian operation between the two.

but the converse

Let X be a finite alphabet of symbols representing individu&
events. A string is a finite sequence of events. Denditeas
the set of all strings with events from. Let ¢ denote the
empty string (sequence with no events). Triviallye >*. A
string s’ is a prefix ofs if (3t € ¥*)s't = s. Consider a DESG = (@, %, 9, g0, @m), With the event

A formal languagel overY is a subset oE*. A language setX partitioned into the controllable event sEf and the
L, is said to be a sublanguage bf, if L; C L,. The prefix uncontrollable event seX’, [2]. A local level specification
closureL of L is the language consisting of all prefixes ofanguageK” C X* is said to be controllable [2] with respect
strings of L, i.e., T = {s | (3s)ss’ € L}. Clearly L C T, to (w.rt)Gif KX,NL(G) C K. This controllability condition
ande € L providedL # (. A languageL is called closed if complies with the fact that a supervisor that exists for DES
L=1L. G cannot physically disable an uncontrollable event, and

For ©! C 2, the natural projectionPs: su : ¥** — so only the occurrence of any uncontrollable event always
£+ is defined recursively as followsPs: 51 (s) = ¢ and not exiting the bounds o’ can guarantee non-violation of
(Vs € X2%)(Vo € X2) Ps2 xu(so) = Peesu(s)o if 0 € $1,  the specificationk. If K is not controllable, there exists a
and Pg2 1 (s0) = Pse yi(s) otherwise. The definition of supremal (or largest) controllable sublanguagé(f L., (G).
projection can be extended & x: (L) C X4+ for L C X2, This sublanguage can be generated by the trim automaton
as follows: Ps2 51 (L) = {Ps2 51 (s) | s € L}. returned bySupcon(G, K) [24].

A regular language [22] is a language that can be generated he automatorSupcon(G, K) is often larger in state size
by an automaton with a finite state set. An automatbis a than is necessary to achieve the same control action beitause
5-tuple(Q, 3, 6, qo, @) Where (i)Q is the finite set of states, has ‘embedded’ in it all the priori transitional constraints em-

(i) X is the finite set of events, (iiiy : ¥ x Q — Q is the bodied in DESG itself, as well as some auxiliary constraints.
(partial, deterministic) transition function, (i) is the initial The trim automaton returned by a polynomial state reduction
state, and (V)Q,, C Q is the subset of marked states. Thaerocedure calledSupreduce [25] is often a greatly state-
an events € ¥ is defined at a state € @ is denoted by reduced supervisor (automato)= (X, %5, 6, zo, —) [25]
(o, q)!, and, for an event subs&l’ C ¥ and a state; € for G, fully achieving L,,(S M G) such that¥® = % and

Q, define¥'(q) = {0 € ¥’ | 6(0,q)!}. The definition of SMG = Supcon(G, K).

d can be extended t&* as follows:d(s,q) = ¢ and (Vo € Any state-reduced supervisét, including Supcon(G, K)

2) (Vs € ¥*)d(so, q) = 0(0,0(s,q)), and is defined when bothitself, is said to be nonblocking (for DESY) since

A. Local Level Supervisory Control



L, (Supcon(G, K)) = L(Supcon(G,K)) for a trim and (virtual) event set for a two-level hierarchy, and the syinbo

hence coreachablgupcon (G, K). 7, ¢ L' denotes a ‘silent output’. The Moore construction
Of interest is the associated control dataGetdat [3] for [26] for the DESG is based on a reporter map - a virtual
the state-reduced supervissr projection® : L(G) — EZ;”’*, defined such thaf(s) = ¢

y and, foro € ¥ andso € L(G), 6(so) is eitherf(s) or (s)T
= C

Condat(G., 5) = { A(q’x)_— Ze | (3s € £7) for somer € X/, For the constructed , the vocalization

Os;20) = q € Q and mapV for everys’ € L(G!) is defined b

§%(s,m0) =z € X5}, P y lo y

H /
whereA(q, z) = X.(q)—X5 (). Intuitively, each data element ., , Tos It s W f h h
A(g,x) specifies the controllable events to be disabled at"al%1o(5, q10.0)) = htl or 610(8_ 10,0 & Qo voc
composite statég, z) € Q x X reachable by a commone TeX,, otherwise,
%*. By default, the events ill(q) N X (z) are enabled at state\yhere the selected subsef. . C Q" called vocal state
(¢, 7). A(3(s,90),8°(s, 20)) is also denoted bfondat(G M get is defined as follows. For ¢ xr ands’ — so,

S, s).
A control law for a DESG specifies a set of controllable 51 (s, gl ) Z QL voer 1 O(so) = 0(s)
events to be disabled following every input histerg L(G). A7 o.0) \ e QL if O(so) = O(s)T.

Formally, a control lawf is a functionf : L(G) — 2% with A1
the constraintVs € L(G)) (S, N 2(3(s, q0)) € (£ — £(s))) - The reporter mag can be extended t6(K) C X,
The prefix-closed language that results from impogiran ¢~ for & < L(GJ,) as f0”0W33h9({()_: {0(s) | s € K}. The
is denoted byL(f,G) and defined as follows: € L(f,G) nverse reporter map fare Zh:r s the_n defined as follows:
and (Vs € L(f,GQ))(¥so € L(Q))so & L(f,G) & o € f(s). 07 (t) ={s € L(G},) | 8(s) = t}. The inverse reporter map
The control lawf is said to be nonblocking iL.(f,G) = 6 ' can be extended ' (E) C L(G},) for E C wrb* as
Lon(f,G), Where L, (f,G) € L(f,G) N Lin(G) is defined follows: =1 (E) = U, 07 (t).

such that when the lay is implementable by a supervissr ~ Through the mag/, G/, outputs events irt)! to drive
for the DESG according toL(f,G) = L(SNG), L,(f,G) = some high-leveld-image modelG/* whenever it reaches

L (SNG). a vocal stateg € Qf!, ., and otherwise outputs the silent
symbol 7, ¢ EZ;H to signal no ‘significant’ change for the
B. Two-level Hierarchical Control high level. For concreteness of reference, we vv@‘fgrl =

: h h+1 Fhe ;
Consider a two-level hierarchy consisting of a Iow-levegzgezl(jfﬁ’)tﬁgtg?g?ztfl)thig%(sils) tTeSQ'gg Iizghlr;}a%ené)f
hi - lo

DES G!' and low-level superviso6}®, coupled with a high- ' " o N b hit .
o . o 7 L (G = {0(s") | " € Ln(G})}. G is said to
h+1 _ h+1 hi lo hi
level DES G,;"" and high-level supervisof,,"", as shown generate events At/ +1 under thed-map onL(G).

in Fig. 1. The DES and supervisor at each level are in- . .
terco?mected 1 a standard r;eedback fashid\fﬁl s an In the standard control setting, the high-level even1>:%‘;k§t1
n . ! _ni1 IS partitioned into the controllable event sEﬁjcl and the

abstract model oiG}, and the high-level supervisos,; rollabl ts&" ! The M tomatofGh v
is to be completely implemented or realized by the low-lev&ficontrollable event sét; 7", . The Moore automatoft;,,, V)
supervisors?. needs to be refined so that it becomes output-control censist

o (OCC). A DESGY, is said to be OCC [3] if, for every string
s € L(G}) of the form

I H /
T s = o109+ 0} OF, respectivelys = s'o109 - - o

h+l [~ h+1
i Ghi
A

: wheres’ € ©* — {¢}, with
h Gh o

So — lo . V(§ﬁ)(alag---0i,qﬁ)70)=7}) (1<i<k-1),
. V(%(s,qﬁ),o)) =rex!

or, respectively,

Fig. 1. Two-level hierarchy set-up

. . . . . h+1
In the following, we review the basic theory of hierarchical * V@%(S:v%}z,o)) € Ehz_ ; _
structuring of a DES7], for nonblocking hierarchical control ¢ V(9 (s'0102 -+ 0i, qp0)) =70 (1 <i <k —1),

[3], [4], i.e., low-level nonblocking control synthesisrfe:! o V(61 (s.ql o)) =7 € Spt,

to realize the high-level supervisor given a high-levelcipe it is the case that

cation .forGZiH- _ o o if 7€ S)), then for some (1 <i<k), 0, €X]

. A given DES G with event setX is first structured if 7€ x'1 then foralli (1<i<k) o1 €% .

into a Moore automatdn[26] - an automatonG} = _ e o

Q" Eﬁﬁﬁ;ﬂlﬁ;,ua Q?o,m) with ! = 3, associated with an Being OCC intuitively means that every such high-level éven

7 € N defined and output byG? is unambiguously
controllable or uncontrollable.
Given an OCCG/, further re-structuring ofG} and
lin this paper, a Moore automaton [26] is often simply dendgdG!: modification of the associatédmap above are needed, to ad-
instead of(G , V'); the mapV’ is then implied. dress the problem of rendering the resulting géif. , G7*)

information channel defined by a vocalization map Q! —
U {r,}, such thaGl = G. X' denotes the high-level



hierarchically consistent with marking (HGY[5]: Gﬁﬂ

HCM of < (VE)(E C £ 1o

(G?ov GZTI) ¢ (Lm (Supcon(G?o, oil(E)))) (1) Sh Ah ] h

= (Lm(Supcon(GZjl,E))) . N 1\o

Relating (1) to the set-up in Fig. 1$)' n G}t = S A o
Supcon(G E) and S M G} = Supcon(GP, 0~ (E)). il
Under HCM, therefore, we can synthesize a low-level non-
blocking S for an OCC G}, to implement the high-level () Structure forh-th subproblemp < A < N

nonblockingS;; for G}* for an arbitraryE.
A%

To achieve HCM, one computational approach applies the
weakest known sufficiency conditions of HCM developed in

GN 2 A2 2
[3] to restructureG], and modify the associatettmap. The fy Gy [IGy

1

a

2
)

first known key computational procedures available to rende =
G, OCC and the paifG}, GI') HCM are reported in [20]. l = S el
e Gy [IG, la
[1l. M ULTI-LEVEL HIERARCHICAL CONTROL N LM Ny =
21 1 il
A. Multi-World Control Hierarchy l _____ .| [ &[Sl G?"’
We can now describe a multi-world control hierarchy. i ' T L e
Consider a modular DES j’ NN T = _" G
f G? |l lo
G=GollGill -l Gnll -] . o EE s 9
10 0 A0 0
where eachzy,, h = 0,--- , N, with real event set denoted l ‘ Be E So: 8o m qf
by ¥, is trim and defines the real system component situate G G’ o ]
at level h of a system hierarchy. Such a modular DES is said fo 0

to model a discrete-event organization (DEO). The compbnen

event sets are pair-wise disjoint, i(&, j € [0, N];i # 7)2;N

Zj = 0. Fig. 2. Organizational control for a multi-world controlenarchy
The basic building block of the multi-world control hier-

archy is the structure depicted in Fig. 2(a), whexé and . 0 9 htl

Al denote the respective control data. This building blo Be virtal event set of7},, is denoted byx), ). XM =

requires, at leveh, the DES mode:" with event set denoted >4+ XL Smd Y41 = 0. Referring to Fig. 1, one can
h ; ) . also think of Gy, | | as the result of some nonblocking virtual
by X", the nonblocking supervisof; for a given local

specification K C X™*, the resultant local control modelsiﬂ?rv's'onﬂjl on the modeIC_JZjl with virtual event set
Gh = S, MGy, and a further nonblocking supervissf: to Zf,ﬁl =2 Ehhjll; to meet.the given h'gh'leVEI speqﬂcaﬂon
realize a given high-level specificatioEZ;rl C ZZ:FL** for Eni € X, 7. In meeting (4), the virtual supervision on
some DES modeG7; ™" at level (h + 1) with virtual event

(b) Architecture (c) Realization forN = 2

GZjl at level(h+1) is effectively implemented by), (3) on
h h+1 _ H
set EZiﬂ_ The modelGZjl _ Hz‘gen(G?o) is obtained by G" at the lower levelX; ™ N X, = 0, and it follows that

. N 0 _
some virtual projectiod on (the languages generated by) th&h+1 Ehfl = (ZL ) .
level: local control modelG?.. The trim modelGY., | is an In modelingG™ as a different world, the event sets 6f
abstraction of the resulting nonblocking control modelated 2nd G are pairwise d|510|n§\,[ |.1e.(w,j € 0N+ 154 #
by S" M G" , or equivalently,5, N G", where NS =0. (G, G, - ,GNT1) constitutes a multi-world
to " To R control hierarchy.
S, X 5h gt 3)
This abstraction is obtained under the virtual projectioon
the control model, such that

B. Organizational Control: Solution Architecture

To realize the multi-world control hierarchy, we propose
R an organizational control architecture as depicted in E{b).
Ln(Ghy1) = 0(Ln(S,GM)). (4) Therein, the control lawf;, : L(G") — 2=", h = 0,--- , N,
with fy1 = 0, is said to be optimal w.r.t each pair of high-
level and local specification@;**, K'"), if all the following

conditions hold.
1) G = Supcon(G", K™").

For h < N, the real componertt ., is composed with the
virtual component?) , , to form the model7"*!. The model
G" at every level, with event set”, is thus

G forh=0 2) ¢ — Su Gh+1_ phtt h Ghtl —
’ ht1 = peon(Gy, Ey), where Gy =
Gh =1 G G, for h=1,-+- (5) Higen(GlL). A

Ghy orh=N+1. 3) o € fr(G",s") — Condat(G" M S}, ™) implies either

h,* / h h / h
2Depending on context, HCM stands for either ‘hierarchicalbnsistent o (3t € Zlo,u)(aa € Elo,u) (S oto’ € L(Gy,) and

with marking’ or ‘hierarchical consistency with marking’. 0(s"oto’) = 0(shot)r = 6(s")T) or



e s"o € L(G) andd(sho) = 0(s")T, L(G"), h=0,---, N, itis a dynamic programming recursion

and7 € fh41 N EZH' fh(Gh, sh) = Condat(Gh nsh, sh)

We may now state the problem. U Condat(G" n Sk, s")

Problem 1: Given a multi-world control hierarchy U un(fn 1(Gh+1 sPHynsl  Gh Sh)
(G GL,--- ,GN*T1) as described, construct an optimal + ’ h+1>Glor87)s
nonblocking multi-level control lawf, overh = 0,--- , N, h=0,---,N—1,
such thatd(Lo, (fa, G")) € L (GY,,). In(GN | sN) = Condat(GN 1 SN, sN)

U Condat(Giy 1 S, sN),

lo»

IV. CONTROL SYNTHESIS AND IMPLEMENTATION

(6)
wheresn(.) = {o € Sl . | (Gt € 255 V(O (s" ot af )

A. Hierarchical Control Synthesis . . .
€ fr(Ght s +1)02h+1}.

In addressing the organizational control Problem 1, we
first consider building the mode¥ , , for a different world

h+1 imi P _ def . . .
G""*, h > 0, as the optimization subproblem of two-levek,q Setzzcribdat o fran WZZH) in uun of f, (6) is said to

hierarchical control unified with local level supervision. constitute the command decisions at leffel+ 1) for level 1

_ The subproblem is defined as follows. Subject to a spegge to the constraints imposed at higher levelsh).* These
ification pair (Ej,;"", K })l h =0, N, for a DESG*  commands are control decisions 6ff ,, of G"*.

(5), let B, = Lyn(Gy,) N 07 (E,"), where Gj, = To depict the overall approach, Fig. 2(c) shows a realinatio

Supcon(G", K") = S" M G" for some state-reduced superviof the control hierarchy depicted in Fig. 2(b), based on the
sor $"; and G} = Higen(G},). Then the subproblem is to supproblem structure depicted in Fig. 2(a). Ror= 2, the
find Sy, (3) for G", Supcon(G", E,) = 5, N G", such that  figure shows the consecutively overlapping control stmestu
N of three optimization subproblems of the same kind, aderkss
Lin(Ghy1) = 0(Lin (S 1 G™)), to build an organizational control architecture for a DEO
G = Gy || G1 || G2. Under control lawfy, up determines

0 — h+1 ph+1 ..
where G}, = Supcon(Gy;, E;;). In essence, the AMTD! the set of control decisions at levklto carry out
subproblem is to meet (4) that relates consecutive worlgge commands irpeomdat

(Gh, Gh+1)_ h+1
Now, we can construct a state-reduced supervigpisuch
that Supcon(G, 0~ (EM1)) = Sk GJ. In what follows,
Theorem 1 states the condition for solving the subproblem
Theorem 1:By the foregoing definitions and synthesis, i
the pair (G, G}1') is HCM (1), Ly, (GY 1) = (L (Sk 1
G").
Proof: By the HCM of (GJ,G}:iY), Lin(GY,,) =
O(Lm (S 11 GI)). SinceS, N GM = St 1 Gl it follows Poreisg,, (L (S nGM1)) = L(G10).

B. Optimal and Nonblocking Control Law

We now introduce a mild assumption that asserts some
Tfairness of command at levéh + 1), in that the transitions
of every controllable (virtual or command) event Dﬁﬂ -
s+t are never permanently disabled @, ;:

Assumption 1:Forh =0, --- , N — 1,

- lo?
that L, (Gf ;) = 0(Lm(Sx 1 G")). Hence the theorem. B ynder this assumptiors,, 1 is said to ‘preserve’ the aggre-
Under HCM of (G}, G;/'), an approach to building a gated virtual modet??_ ;.
multi-world control hierarchy is to first solve, succes$§yve Theorem 2:Given that, forh = 0,--- , N, GI is OCC and
bottom-up from levelh = 0, the overlapping hierarchical (G?oaGZ:rl) is HCM. Then, under Assumption ¥; (6) is a
optimization subproblems of the same kind described abogglution control law for Problem 1.
and depicted in Fig. 2(a). The ‘overlap’ in the structures Proof: We need to establish the optimality and non-
between consecutive levels is the aggregated virtual moé#dckingness off;, (6), and show that(L,,(fr,G")) C
GY.,in G (5). Lim(GY 4).
Once HCM is achieved for the paiG},, G}/"), the same 1) Proof of optimality The three conditions for optimality
constructions can be applied again by assigning state sutpu  w.r.t each specification pai@’EZ;rl,Kh), as stated in

in GJ-! - the component obtained under local leygl+ 1) Section 11I-B, are satisfied as follows:
control S"*1 of Gh*1 for K**+1, and bringing in the next By construction Gl = Supcon(G", K*) andGY , | =
level G772, Clearly, HCM can be achieved for the pair Supcon(GIT, EMFY), whereGl T = Higen(GI).

(G-, G2, constructed without disturbing the HCM of SinceG! is OCC, u, as in f, (6) is such that:
(Gl ,G71), and so on. Referring to Fig. 2(a), at each level o € un(fre1 NEY, 1, Gl sP) iff either
h, the component supervisors 6f, and S" for the+v¥orlciIlGh . (Gt e 2@ € X ,) (shoto’ € L(GE,) and
can be constructed given the specification mﬂfi ,K™). 8(s"oto’) = O(shot)r — H(Sh)r) or
In what follows, a control law for the constructed multi-
world hierarchy (GO, Gl, T ,GN—H) of a DEO G (2) is 3|t should be clear thaEfL‘jﬁd“t iS not a constant set and depends in

proposed. Over past event dynamics or event histdryc  general on the event histosf+1 € L(GI+1).



e s"o € L(G) andd(sho) = 0(s")T,
andr € fr 1 NXY, .
SinceG" M S, = (G Shy N (G N Sk),

Condat(G" N Sy, s") = Condat(G" 1 8", ")
U Condat(GP, 1Sk, s™).

Therefore, together with (6) we have
(fh(Gh, s") — Condat(G" 1 S, sh)) C pn(—, Gl sM).

The last stated condition is thus satisfied. Herfgas
optimal.

Proof of nonblockingnes$tating (4) which holds under
HCM of (G, G+') by Theorem 1:

lo’
19(Lm(g\h r Gh)) = Lm(GZ+1)-

Implicitly, 6(L(S, 1 G")) L(GY,,) since, by
construction, L,,(S, 1G*) = L(S, N G") and
Lm(GY. ) = L(GY,,). Then, under Assumption 1 and
OCCG!, it can be shown thatt(f;,, G*) = L(5,1G"),

lo?

and therefore
Lon(f2, G") = L (S, MG"). (8)

It follows easily thatL,,(f,, G*) = L(f», G"). Hence
fnr is nonblocking.

3) Proof of §(Lu,(fa, G")) € Lm(GY_,): From (7) and
(8), it follows that

(L (f1, G")) = Lin(Gh11) € Lin(Gh41)-

Hence the theorem. [ |
In building a multi-world control hierarchy for Problem 1,

we can first apply the HCM synthesis method [3], [20] t

render evenyG: OCC and every paifG}, GI't') HCM.

lo®

2)

()

C. Organizational Control Algorithm

The organizational control architecture can be realized as
control algorithm with a command and control recursion cou-

pling top-down control lawf; (6) to bottom-up information
feedback (by event vocalizatidn).

h
lo?

comdat

Function com( X577

VGl )

Input:  £97m9et, G, andq). Output: APHH™,

begin
it S5t = @ then
| A(’H»l)hr =0
i =¥
else
RE = U QL uoclrlizoi=4ql;
rengomdat
Z = Q1. 21,, 80, 20, QF); Z := RTrim(Z);

Yon "

if Q7 =0 then AlV
else ATDM .= 537 (),

0;

(h+1)h,
return A, |
end

Fig. 3. A basic on-line computational functiem

Procedure Hl - manager (Level h = N)

begin
1 initialize
2 Initialize states inS™, S, G andG";
3 Use initial states to apply off-line condaA™ U AN] to G7;
4 Computez§e™ et .= [AN U AlY] n 2% and send it down to level
(N —1);
5 while true do
6 Wait to receive levelN event occurrence (fror’V) and update
states ins™, SN, GN andGV;
7 Use current states to update off-line conﬁAtN U A{\Z,], and apply
itto GV;
8 Computex§?™ %t := [AN U AlY] n =% and send it down to
level (N —1);
end

Fig. 4. Organizational control: LeveV

Procedure M D- nanager (Level h=1,--- ,N —1)

begin
1 initialize
2 Initialize states inS", SI', GI' and G";
3 Use initial states to apply off-line condaA”™ U Al | to G*;
4 Wait to receive updateE,“L‘j:’{d“ from level (h + 1);
5 Use current= 544t andq)’, to compute condat """ := com,
and apply it toG";
6 Computes;o™dat .= [AM U Al U APTD* A 59 and send it
down to level(h — 1);
7 while true do
8 Wait to receive levek event occurrence (frort™) or updated
£eomdet from level (h + 1);
9 if levelh event is receivethen
10 Update states i5", S;*, GI' and G";
11 Use current states to update off-line confiat® U Al ], and
apply it to G";
12 if current stateg!" is vocalthen
13 Send vocalized everit (¢;%) up to level(h + 1);
14 Wait to receive updated:,ﬁ‘j:’{d“ from level (h + 1);
35 Use currents;%19* andgf’, to compute condat
APTDR . — com, and apply it toG";
16 Computes;e™ @t .= [A" U Al U AT A 50 and send it
| down to level(h — 1);
end

ig. 5. Organizational control: Mid-level

that as part of the control decisions 6#'. Fig. 3 presents
a basic function forcom, where the input event history"
is replaced by the corresponding stafg = 47 (s", ¢ ) of
Gh; and RTrim(Z) returnsTrim(Z M R), a trim automaton
of ZN R for someZ = (Q%,%%,6%, 29, Q%) that isG} but
with initial statezg := ql’g and marked state set

Q U Q;Lo,voc [T]7

comdat
TELI

m -

WhereQ?o,voc[T] = {q € Q?o,uoc | V(q) =TEC EZ:_l}’ and
R is a two-state trim automaton with,,,(R) = E?O,czf(;j‘u if
¥, # 0, and is otherwise an empty automaton.
Specifically, the control algorithm contains three progegu
Hl - manager, M D- manager andLO- manager that im-
plement the hierarchical control at levels = N > 1,

h=1,---,N—1andh = 0, as shown respectively in Figs.

Key to the recursive control algorithm is a command-te} to 6, wherein, following an evolving histors/’, the current

control functioncom that computes:;, on-line, and returns

stateq! = 5;2(5}1,(]?0,0), A" = Condat(G" 1 S, s") and



Procedure LO- manager (Level h = 0)

C. Computational Complexity
1) Off-line versus On-line & Response Timk:is known

begin . .
1 initialize N . [23] that Meet (implementing operator) has (an order of)
2 Initialize states inS®, S;., Gy, andG"; i i i
3 Use inital states (o apply oftine condss® U A? | to GO complexity in thg produqt of the state sizes of the twq input
4 Wait to receive updatedc°™ 4 from level 1; automata, and’rim has linear complexity in the state size of
5 Use cyrrenrzoi"md“f andq;, to compute conda\ ) := com, and the input automaton. Following which, it can be easily shown
o | wrhpl o G that the on-line computational complexity fesmn at level h
7 Wait to receive leveb event occurrence (front®) or updated (see Fig. 3) is linear in the state size @FO.
neomdat from level 1; . . (h+1)h
8 if Teveld event is receivethen Now, given f;, (6), it can be shown that for sontg, ,
9 Update states i5°, S2, GY. and GY; B LA .
10 Use current states to update off-line confia® U A? 1, and L (Sl(o +Dh ((Sh M Gh) | Ghar--- |l GN))
apply it to G;
11 if current stateg), is vocalthen h h
12 L Send vocalized everit' (¢p,) up to levell; = L(fn,G") || L(fht1 N Zhs1,G" || Ghy1)
13 Wait to receive updateﬂl?‘””d“t from level 1; | h
| L(fn N EN, G || Gy - || G-

14 Use currentS§°™4et and ¢! to compute condan;® := com, . . .

| and apply it toG®; Clearly, the on-line functiorcom for u; of f; (6) in the

organizational control architecture does away altogether
. . . . (h+1)h

computationally intensive synthesis &f that would
otherwise be required as in existing work [3], [20]. This
evidently reduces the off-line time complexity and memory
; ) - requirements in organizational control built accordingrtee-
Aj, = Condat(Gy, I Slo,s )- orem 2, but comes at the expense of increasing the on-line

Note that, \;vhere it is necessary to have a procedure t0 tragKe complexity. Though linear, the total time incurred due
the states iy, , during operation, procedukd - manager  rimarily to on-line computation byom at every responding
can be easily modified to send vocalized events to the proegirol level’, = 0.--- . N — 1 needs to be accommodated
dure that updates the current stateGlfy ;. by the required response time, if the proposed hierarchical
control approach is to be preferred over that of having to

V. DISCUSSION e DR 1S, where S, is effectively the

end

Fig. 6. Organizational control: Base level

constructS, =
A. Incremental Synthesis control solution for DESG (2). Investigating this real-time

The approach to organizational control as described f@asibility issue is beyond the logical DES scope of thisgrap
Section IV-A can be said to apply incremental synthesis of 2) Memoization Strategy in Dynamic Programminghe
HCM to build a multi-world control hierarchy using virtualfunctional solution equation (6) furnishes the basis of a
projection. Incremental synthesis in general entails esgige Caching or memoization strategy in the dynamic programming
construction of a hierarchy by synchronizing some remainir¢ontrol implementation (Figs. 4 to 6). By memoization, the
system components with abstracted controlled subsystems\alid on-line decision cache previously computed is reused
control synthesis at consecutively higher levels, unticom- When computing new control decisions. So by this strategy,
ponent is left at the highest level of the hierarchy. Thigphel the computation of the next control decisions following an
to m|t|gate Synthesis Comp|exity by avoiding Computatigaro evento € X occurrence can Continua”y reuse the on-line
the synchronous product of all system components. command cachez;?14* previously computed, as long as

The conceptual idea of incremental synthesis is found #€ cache remains valid, in that the current sigte(of G7.)
originate with the work of [27] in DES control researchentered is due te € %" and is not vocal. It can also reuse
Therein, however, it is formalized using natural projectiothe off-line control cachgAf, U A"} without updating it,
as abstraction, and applied to synthesize modular coetsollas long as the event € ¥ that occurs is from the higher
entirely off-line, whereas it is formalized in our work ugin levels, U;_, ,, ¥i. This means that in response to an event
virtual projection as abstraction, and applied to build atoi  0ccurrence, the caching strategy can always keep the ¢ontro

organization that performs control computations pastiath- data of the solution controb, validated, without having
line based on hierarchical system evolution. to recompute or redundantly update any valid command or

control decisions.

B. Design Reusability

The organizational control architecture as proposed aRd On-line Transparency of Control Operations
depicted in Fig. 2 offers reusability in the sense that alleve The individual off-line synthesis of suEervisoS" and
k > 1 component other thad? can be modified without S} that constitute the subproblem solutish leads to on-
having to redesign the lower levels--- ,(k — 1). It is also line (or runtime) transparency of control operations foe th
possible that the higher levelst-1), - - - , N for some smallest respective specificationdg” and E"*!, namely, we can
i > k need not be redesigned. However, this is provided tlheow what stepwise control decisions are needed to enforce
modification and redesign made at leitedoes not change thethe respective specifications. By being able to succegsivel
virtual componentH, which may not always happen. explicate the levek control decisions made specifically to



carry out levelth + 1) commands throughom, the on-line B. Bottom-up Design Modeling: Specifications & Abstracsion

transparency is increased to include control operatiotvgden With N = 2, the organizational control structure has four
consecutive levels, namely, we can also know what stepwiggy|ds at leveld). - - - . 3 (see Fig. 8), and can be built by suc-
contrql decis.ions are needed_to carry outa cpmmand decisifysively solving each overlapping subproblem (with agintr
from immediately above. This is a beneficial byproduct ofircture as depicted in Fig. 2(a)) bottom-up, as follows.

organizational control. « At level 0 is the robot joint space®) to be controlled
so that the obstacle can always be avoided. Given local

) ) _ level specificationK® for obstacle avoidance;! =
We consider a robot transfer manipulator moving work- Supcon(GP, K°), which is reconstructed withG:l, =

pieces from an input buffer to an output buffer in an obstacle Higen(GY,) such that the paifGY,, G} ,) is HCM. N;t

constrained manufacturing workspace. This simple butinte  ghown Gl is an automaton that contains the same
' )

VI. | LLUSTRATIVE EXAMPLE

esting example is adapted and modified from [19]. transition structure a&?, except that every transition
o into a state is labelled with an event vocalized by the
A. Problem Description latter’s corresponding state.

« Next, we need level- to model the robot task space,
which is an abstracted model of transporting workpieces
(GY) without oscillation between adjacent states (result-
ing from some high-level specificatiah,), interleaving
with the hand operationgx). G = Supcon(G;,, E}..).
Ensuring no oscillation entails underlying supervisikih

Magnetic Obstacle sinceL,, (G?) C Ly, (G}lu.)_
Hand Following, the resultant task space modgl =
@) GY | Gy is to be controlled to ensure that a proper
Input <] Output . . . . e
ufter | D ‘] Buffer workcycle is continually carried out. Given specification
H i K for workcycle, G}, = Supcon(G*, K1), which is
. ‘ ‘ ‘ reconstructed witly;, = Higen(G},) such that the pair
Fig. 7. Physical layout of a robot transfer manipulator asdworkspace (Gllo’ G}2”) is HCM.

o Further up, level needs to model the robot workspace,
which is an abstracted pick-and-drop manipulator model
(GY) resulting fromE?, = L,,,(G2,), interleaving with
the buffer operations{,). SinceG4 = G7,, no underly-
ing supervision is required.

Following, the resultant workspace modgt = GY ||
G is to be controlled to ensure no overflow or underflow

As shown in the physical layout in Fig. 7, the robot
manipulator consists of an extendible arm and a magnetic
hand, and is motor driven to traverse horizontally along a
track between two buffers. The capacities of the input and
output buffers are two and one, and are initially full and mp
respectively. Initially, the arm rests extended, with thed left
open (by eIectri(_:aIIy Furning_off the magnet_)_and touching ¢ of the input and output buffers due to their capacity
foremost Workple_ce in the m_put buffer. Initially on the tief limits. Given specificationc® for buffer limits, G2, =
the motor can drive the manipulator back-and-forth, betwee Supcon(G2, K2). °
the left and the right. The workpieces enter the system when, ’
they are put and held in the input buffer, and exit the system
when they are taken out of the output buffer that they were
transferred into. The arm can contract, or extend so that the
hand attached to its end can reach a buffer to pick or to drop a
workpiece. The hand picks and drops a workpiece by closing
and opening, respectively.

By designer intuition, the DES can be modeled and hi-
erarchically modularized a& = Gy | Gy || G2, where
Go = ARM || MOTOR, G; = HAND and G2 = InBUF ||
OutBUF (look for these component automata in Fig. 8, which
depicts the overall system and multi-level control).

In Fig. 8, an automaton is represented by an edge-labelled ) _
directed graph with a state represented by a node, and & trafys Control Synthesis & Implementation
tion §(o, q) = ¢’ by a directed edge from stageto ¢’ labelled Since@! can be used as the composite state sefof1
with the symbols of an event whose occurrence it represents’, the off-line local control data at each leviel= 2, 1,0 is
A controllable event may be indicated by an optional tick ocomputed and listed ad”(q) in Tables I(a), I(b), and I(d),
its edge ¢—f=-o). The initial state is represented by a nodeespectively, where € QI . DenoteQ{ as the state set @f¢.
with an entering arrow, a marked state by a darkened nodéen a subset of the composite state@ét Q9 can be used
and a vocal state by a node containing the symbol of an evastthe state set ¢f?, such that for every reachable stétex)
that it vocalizes. inGYMSY, g€ QY andz = (¢, q) € QY x QY . Abbreviating

lo?

Finally, level3 needs to model the storage usage with
the workpieces entering or exiting the system, and with
the robot manipulator never holding on to a workpiece
indefinitely (G9). It turns out thatG$ and an equivalent
model of G}, can be obtained by projecting out all
events exceptn and out in G?, and replacing them
by enter and exit, respectively. Clearly no underlying
supervision is required sina8% = G3,. Assuming that
no level-3 state tracking of:§ is required, the design
reconstruction of57, with G3, = Higen(G?,) to render
the pair(G3,, G3;) HCM is not necessary.

lo’



enter entey

Buffer Limits(G2)

éZa out 20 drop 2c out 2d
) Vi ot Vi
Gy AN SRR
8 inl pickSJn| pick in in
STORAGE(G’) \\
2 | 2e out |2f drop 2g out 2h
Lo [ el | 0"«
T Robot WorkspacéG?) || 1\, 1> A .
IC| ICI
D T _ pICk n out n p Kk n p Kk n n
2 a2 [ ) ‘
(S8 6! ie, @ 2 o mmz
drop D) O < Q O
6
“ N MANIPULATOR (G;) InBUF||OutBUF(GZ) Workcycle(Gi,)
. Ic contractedld todrop le open
| & e Fee | 0——0
T Task Spac¢G)
0 =l | contrac;edéb contrailcted\éc todrop \id close ’12 ,]Q 19 L
) contracte
‘ Sl,Al '::| Glg ‘” G1 via ~ ~ , close * topick contracted
topick \\/-If c(l)ntractedG/E conltracted open
) Y TRANSPORT(GY) HAND (G,)
‘ AL |ﬁ SO:AO I:__’l GO | Obstacle AvoidancéGy)
lo 0!™lo ’IO | 0a  contract 0P motorRight OC extend
H ; Joint SpacéG®)
O — contract motorRight
B
extend motorLeft
ARM | MOTOR (G,)

Fig. 8. Organizational control architecture: Bottom-up M@ystems modeling for multi-level control of a robot traersfnanipulator

TABLE |
CONTROL DATA

(a) Local control data ag € Qfo (Level 2)

A%(2a) = {in, out} A%(2b) = {in} A%(2¢) = {in,out} A2(2d) = {drop,in}
N?%(2e) = {out} N%2(2f) = {pick} A%*2g) = {out} A2%(2h) = {drop}
A2%(2i) = {pick,out} N%(25) = {pick} A2*(2k) = {out} A2%(21) = {drop}
(b) Local control data ag € Qllo (Level 1)
A'(la) = {contracted} AY(1b) = {open} Al(1le) = {open} AY(1d) = {open}
A'(1e) = {contracted} A (1f) = {close} A'(lg) = {close} A'(1h) = {close}
(c) High-level control data at € X(Sh,) C QY x Q) (Level 0) (d) Local control data ay € QY (Level 0)
A (vla,0a) =10 A (v1b,0b) = {extend} A°(0a) = {motorRight} A°b) =0
AY (vic,0¢) = {motorLeft} A (vld,0d) =0 A%(0c) =0 A%0d) = {motorLeft}
AV (vle,0c) = {extend} AY (v1f,0b) = {motorRight}

AO

lo

to GY M SY is computed and listed in Table 1(c).
lo lo p

With the essential components of the architecture &and nonblocking.

place, the control implementation of thEl - nanager,

(q,z) asA? (z), the off-line (high-level) control data duetively from Figs. 4 to 6). It is easy to deduce that Assumption
1 holds. Hence the resultant control implementation ismogtti

To illustrate how the implementation mechanism works,

M D- manager and LO nanager is immediate (respec- we refer to Fig. 8 and Tables | and Il. Suppose the



system is in state(2h, 1d,vlc,0c), at which A?(2n) =
{drop}, virtually disabling eventirop at level2; Al(1d) =
{open}, disabling evenvpen at level 1; and AP (vie,0c) U
A°%(0c) = {motorLeft}, disabling eventnotorLeft at level
0. When, say, the enabledrtend at level 0 occurs, the
state [vlc,0c] is updated to[vid,0d], and AY (vld,0d) U
A%(0d) = {motorLeft}, disablingmotorLeft with state0d
vocalizingtodrop which is sent up to level. Upon receiving
todrop, stateld is updated tale, following which Al(le) =
{contracted}, virtually disabling eventontracted at levell.
With Y5omdat .— fdrop} since A%(2h) = {drop}, condat
A?L = com({drop}, G}, 1e), which returns{open}, dis-
ablingopen at levell. Now, Zf"mdat := {contracted}, which
is sent down to level. Upon receiving the updatedsemdat
from level 1, condatA;? com({contracted},GY.,0d),

lo’

which returns{contract}, disablingcontract at level 0. In

10

multi-level hierarchical DES's. A recent development jgras

a system decomposition method [28] that can be applied to
an OCC DESGY for computingu;, of control law f;, (6)
even more efficiently. Many other issues of complexity for
organizational control can be investigated in future, gsad-
vanced synthesis tools and incorporating architectuedlfes
such as modularity and decentralization, as well as stralctu
formulation such as DES flexible marking [29].
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us that the control decisions to disahlgen at level 1 and
contract at levelQ are because of the command decisions
disabledrop at level2 andcontracted at level1, respectively.
The decisions in stat&h, 1d, vlc, 0c) and the new decisions
in state (2h, le,vld,0d) upon executing eventztend are
summarized in Table II.

TABLE Il
COMMAND AND CONTROL DECISIONS AT TWO DIFFERENT SYSTEM STATES

State (2h, 1d, vlc, 0c)
drop

open
motorleft

(2h, 1e, vid, 0d)

drop
open, contracted
motorLeft, contract

Level
2
1
0

Note: Commands (or disabled virtual events) are underlined

VIl. CONCLUSION

In this paper, we have introduced, formulated and addressed
nonblocking multi-world control for a class of multi-level [7]

hierarchical DES’s in an organizational control architeet

solely responsible for the presented work.
to
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