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Abstract—In supervisory control of timed discrete-event sys- concept of forcible events [11], and a rich set of control-
tems (TDES's), a conceptually well-founded finitary control theoretic results [16], [17] has been developed for the rode
synthesis framework is developed, and it requires specifications with control synthesis tool support (e.g., TTCT [18]). As
to be prescribed as finite (-trace) automata in the form of . . ’ e .
timed transition graphs (TTG's). However, prescribing real- & deS|_gn paradigm, the_z automated control-theoretic t_ooI is
time specifications as TTG’s is a non-trivial task that must be attractive as the supervisor (or controller) for a TDES that
resolved before the formal framework could expect to become synthesizes is guaranteed to conform to a given control-spec
widely used. In addressing this specification problem, metric ification in a nonblocking and maximally permissive fashion
temporal logic (MTL) is proposed in this paper as a control gy nonplockingness, every initiated task is allowed to ran t
specification language for use with the TTG-based control syn- L . .
thesis framework. MTL is a designer-friendly formalism due to completlon, and by mgXImaI perm|SS|veqe§s, the Iarge'sn':fse.t
its human or natural language expressiveness and readability, feasible TDES execution sequences within the specification
and is well-suited for specifying real-time control specifications. are allowed. Besides, research is being actively pursued to
In automating TTG prescription, this paper proposes an MTL  evolve TTG-based control synthesis into a practical fotinda
interface to the control synthesis framework. The interface is of greater realism (e.g., [19], [20], [21], [22], [23], [24]

proved to be a correct and complete translation algorithm that . : . o .
converts finitary control specifications written in state-based Essentially, the synthesis also requires the specificaddre

MTL formulae for a given TDES model into deterministic finite ~ given as a TTG.
TTG's. Integrated, the MTL interface and the control synthesis In practice, control requirements are initially described

framework combine the human expressiveness and readability of in patural language statements; human designers understan
MTL with the algorithmic computability of TTG’s, and together  hase statements and prescribe TTG specifications acgtydin

provide a new and convenient MTL specification-based design o ,
tool for automated prescription of TTG’s and real-time control However the task of prescribing in finite automata that TTG's

synthesis. lllustrative examples demonstrate the utility of the are is non-trivial [25], and must be resolved before the
MTL interface. supervisory control framework [11] could expect to become
Index Terms—Timed discrete-event systems, timed transition Widely used, motivating the use of alternative specifiatio
graph, metric temporal logic, formal specification, supervisory languages that are more human or natural language expgessiv
control and readable [4]. Language expressiveness refers to thetas
description and readability refers to the fluency of expoess
. INTRODUCTION for clarity that aids in understanding a given specification

Supervisory control of discrete-event systems proposed IEgscrlbed in the language. Moreover, most designers would

Ramadge and Wonham [1], [2], along with its many extensio d it. e_asier to write and understand. a specificatio_n in-a
[3], [4], [5], [6], provides an effective formal frameworlot escrlptlye language such mporal Ioglc rather than in a
model and control complex systems. The logical framewomescnptlve'one thatutomatais [26]. Adding atemporal Iogl ~
has been applied to a wide variety of applications such H'%‘”S'?t!on mterfac_e_to the TTG ‘?°F‘”°' '_synthe_5|s fra ) 0
manufacturing systems [7], [8], [9] and intelligent traogp- can mitigate the difficulty of specifying directly in TTG'ss

tion [10], to name a few. For handling real-time system.i:t wquld support the alternate.writing of a class of.control
Brandin and Wonham [11] have augmented the frameworr?(qulrements as_temporal .I.ogu? formulae that th? interface
with timing features for supervisory control of timed diste- can convert o TTG speuﬁcatlons fof qlgonthmlc contrpl
event systems (TDES's), providing an effective framewo&ynthes's' That writing in temporal logic is generally_ easl
for real-time control synthesis that has found application and clegrer Is due to the natu_ral Ianguage regdab|l|ty and
domains such as task scheduling [12], [13], multiprocess((e))épn:“SS'Vem:‘\SS of .temporal logic furnished by.'ts temporal
resource allocation [14] and transformer voltage contiél][ Operators that define a fragment of the English language

In the Brandin-Wonham framework [11], [16], [17], a TDE 27]. This practical utility of temporal logic as a designer

to be controlled is modeled as a finite (-trace) automaton §Re0|f|cat|on 'Ianguage Is intuitively ewplent, and is sufed :
fé\ the experience of the temporal logic research community

the form of a timed transition graph (TTG) that encompass .
all the possible timed execution sequences of the syst S]t [2|9].|_tlt-||owever, t_o the besthof Olirtrlfnfwligge’ therfe IS
The TTG control system model formulation is useful as rtef‘.'JI !;/e yt It eTODrI';g prlo(; rleséearcl ;/vort at, ml | elceufx:lto |
is able to capture the time urgency of control with the cdntr ni e—,s ate model, transiates temporal logic foaaul
0 TTG's to harness the specification benefit of temporaldogi
This work was supported by the Singapore Ministry of Edwsatunder for TTG control synthesis.
NTU-ACRF Tier 1 Grant No: RG65/07. _ Metric temporal logic (MTL) [30] is well recognized as
The authors are with the School of Computer Engmeerlnga h desi friendly f l f .. I-ti
Nanyang Technological University, Republic of Singapore397108. u.man. esigner- I’IeITI y Orma_'sm ‘?f writing real-time
{anTi 0005, askt seow}@t u. edu. sg specifications [31]. In this paper, this version of tempdwogic



is proposed as the real-time specification language for itbe witerature. We believe that the MTL interface for TTG-based
the TTG-based control synthesis framework [11], [3]. MTL igontrol synthesis would add value to the design framework as
chosen because its underlying timing semantics can belyeadiadapts to the common background of TDES control theorists
adapted to match the TTG model in terms of qualitativelsgnd practitioners by not making too many changes in their
defining the passage of time as ticks of the global clock. Aparaditional research and practice of designing contrsjléor
from offering simple syntax and semantics for descripyivelexample, the TTG modeling formalism that they are familiar
writing qualitative specifications that are paraphrastinatu- with is not changed. Motivated as it is by the specification
ral language, MTL also allows timing constraints to be cancuneeds of control designers, the translation ability of thELM
rently specified using its time-bounded temporal operataors interface could in turn influence the control designershkhi
automating TTG prescription for TTG-based control synihesing.
an MTL interface is proposed. This interface is a correct The rest of the paper is organized as follows. Section Il
and complete translation algorithm which converts finitameviews the relevant background in TDES’s and MTL. Section
control specifications, easily expressed in state-based. MTI presents the new MTL translation algorithm, and estab-
formulae, to deterministic (finite) TTG specifications. t8ta lishes its correctness and completeness. Section IV demon-
based MTL formulae express control requirements in terms sifates the utility of the translation algorithm as a speatfon
the state information of TDES's. Integrated, the MTL intexé interface with three examples. Section V concludes thepape
and the real-time control synthesis framework combine the
expressiveness and readability of MTL with the computgpbili Il. BACKGROUND
of TTG’s, and provide a convenient MTL specification-based _. ) )
design tool for automated prescription of TTG's for reanei - 1imed Discrete-Event Systems (TDES's)
control synthesis. Importantly, while the TTG-based cointr We review the TDES control framework proposed by
synthesis tool guarantees producing supervisors thategize Brandin and Wonham [11]. In this framework, a TDES is
“the specifications right”, the interface fills the gap ofiaieg modeled as a timed transition graph (TTG), which is a finite
designers to prescribe “the right specifications”. It helpst automaton displayed as an edge-labeled directed graph such
recent research efforts [32], [33] allow MTL specificationfs that its nodes denote states of the TDES and edges denote
common real-time requirements to be obtained directly frotimed transitions.
descriptions given in structured natural language (Ehplis The base model of a TTG is a finite automat@n.; =
These techniques, which have been successfully applied(ityct, Xact, dact, a0, Ap) called anactivity transition graph
several real-world applications [34], [35], [36], have read(ATG). The ATG describes the untimed behavior of a TTG.
it possible even for non-specialist designers to write MTIn ATG G, Aace is the finite set of activitiesy,., is the
specifications for realistic systems [37]. finite alphabet of eventSi,.; : Yact X Ager — Aaet IS the

In a related work [31], an algorithm is proposed to directlypartial) activity transition functiongg € A, is the initial
translate control requirements given as MTL formulae tactivity and A, C A, is the set of marked activities.
automata that realize controllers satisfying these requénts.  Let N represent the set of nonnegative integers. Each event
However, the control setting considered therein is fundemer € X, is associated with bower time bound, € N and an
tally different from that of the Brandin-Wonham frameworkupper time bound:, € NU {cc} such thatl, < u,. Z4e is
that our MTL interface is developed for. In that setting [31]partitioned into two subsets, the S8}, = {0 € Tyet | Uy €
control concepts such as controllability and observabiioc N} of prospective events and the SBt.,, = {0 € s |
not arise naturally, uncontrollable events are charamdri u, = oo} of remote events. The upper time bounds of remote
by nondeterminism, and the output controller may not kevents are infinite while that of prospective events areefinit
maximally permissive. For modeling purposeks, would typically denote a delay and

In some early [38], [39] efforts, timed automata [40] is used,, a hard deadline.
to model TDES'’s for supervisory control. Timed automata is Foro € ¥, let

a popular dense time model for real-time systems [40] and 0,u,], ifoes
To’ :{ s Yol spe

unlike TTG’s [9], the notion of time used is continuous and [0,,] if ey

not discrete-event. It should be noted that with the notibn o

time as tick events, a TTG (system) model is directly amemabi is said to be the¢imer intervalfor o.

to supervisory control since supervisory control actions a Formally, a transition system

event-based. In real-time system modeling and analysiseso G =W, G

researchers prefer to use timed automata over their purely T

discrete-event counterparts such as TTG's. However, beiisgan ATG with state information incorporated. Haredenotes

time continuous, the more general timed automaton modelti finite set of propositional state symbols @fsuch that

not amenable to supervisory control without time evenirat the domain Range(u) over which eachu € ¥ ranges is

[38], which entails the problem of converting timed automat{true, false}. The activity setAd,.; is the Cartesian prod-

to finite transition systems that is PSPACE-hard [40], [41]. uct of the ranges of the state symbols Un (i.e., Age =
The theoretical and algorithmic development of the prd-,.,Range()), so that for any activitys € A,.;, we denote

posed MTL interface for automated prescription of TTG’s ithe value ofu € ¥ assigned by: to be a[u] over its domain.

decidedly a contribution to the TTG-based control systenThie state information im € A, IS uniquely characterized



by the formula] ],y (v = afu]). Henceforth in this paper,
for notational conveniencel is implicitly assumed and we
simply use symbol7,.; to refer to the ATG of any TTG with
state information.

ATTG G = (Q,%,0,q0,Q.) models a TDES. The model

has the lower and upper time bounds of events incorporatgg definition. L,

into its transition structure. The state ggtis defined ag) =
Aget X [[{Ts | 0 € Zact}, such that a statg € @ is an
element of the forny = (a, {t, | 0 € st }), Wherea € A,
andt, € T,. For eachg € (Q, the component,, is called the

We describe the behavior 6f by its prefix-closed language
L(G) and marked languagk,,, (G). Formally,

L(G) {s € (®)" [ 6(s,00)"},
Lin(G) {s € L(G) | (s, q0) € Qu}-

(G) C L(G) is the subset of strings in
L(G) which end in any of the states i®,,, and is a
distinguished subset or sublanguage. By designer chdiee, t
set Q),,, represents completed tasks (or sequences of tasks)
carried out by the system that the modglis intended to

timer of o in ¢. Intuitively, each system state is characterize%presem

by an activity and a timer value for each eventdly,,. Let
Act(q) denote the activity of state, i.e., for ¢ = (a, {ts |
0 € Tact}), Act(q) = a. The set of event& is defined as
¥ = Y. U {tick}, where the additional evertick is used

A stateq € @ is said to bereachableif (Is € (¥)*)
d(s,q0) = ¢, andcoreachablaf (3s € (X)*) §(s,q) € Qm. G
is consideredeachableif all its states are reachable, acdre-
achableif all its states are coreachable, i.&.,,(G) = L(G).

to represent the advancement of one unit of time. The initigl i saiq to betrim if it is both reachable and coreachable. If

stateqy € Q is defined asgy := (ao,{ts0 | 0 € Zact}),

Uy, If o€ Xgpe
L. ifoe., The set@,, C @

of marked states is given by a subsetAf, x [[{T, | 0 €

such thatt, o =

G is not trim, then a trim automaton, denoted Byim/(G),
can be computed by deleting fro6i every state that is either
not reachable or not coreachable.

Yact}, comprising a marked activity with suitable assignmerg Metric Temporal Logic (MTL)

of the timers. The state transition function: ¥ x Q — Q
is defined as followsd (o, ¢) is defined for anyy = (a, {t, |
0 € Yut}t) € Qando € X, written 6(o, ¢)!, if and only if
any of the following three conditions holds.

1) o = tick and (V7 € Xgpe)t; > 0;

2) 0 € Tgpes Oaet(0,a)!, and0 < t, < uy — Ily;

3) 0 € Xremy Oact(o,a)!, andt, = 0.
We write —=d(c, ¢)! to denote thabt(o, ¢)! is not defined.

Wheneveré(a, q)!, an entrance stat¢’ = (a/,{t. | 7 €
Yact}) such that¥(o, q) = ¢ is defined as follows:

o Wheno = tick, ' = a andVr € X,

v { t; — 1, if d4et(7,a)! @andt, >0

tr, otherwise ;
e Wheno € Xoet, a/ = 0qct(0,0), 1), =to 0 andVr € Tye
such thatr # o,
tr,
tT,O?

if Oget(T,0a’)!

=
otherwise

T

The control specification language adopted in this paper is
MTL [30], [31]. In MTL, temporal operators have timing con-
straints associated with them, supporting the specificatio
guantitative temporal requirements that impose time deasl|
on the behavior of TDES's.

1) Syntax:MTL formulae are constructed from a finite set
of propositional symbol$; the Boolean connectives (not)
and A (and); and the temporal connectivés..; (next), O,
(always) andU.; (until), where~ denotes<, <, > or > and
t is a non-negative integer. The following formula formation
rules apply.

1) every propositional symbgi € P is an MTL formula;

2) if w, w; andwy are MTL formulae, so arew, O~w,

Oiw, wiUpwe andwy A wo.
The following equivalenceg=) are also used in addition
to these basic rules to define related connectiveer), —
(implies), and operatof).; (eventually):

Note that the functiom is deterministic in the sense that for

01,09 € X defined at any given statec @ (i.e., (o1, ¢)! and
d(o2,q)!), o1 = o9 implies §(o1, q) = §(o2, ¢q). Consequently
TTG G is said to be deterministic.

w1 Vwy = —\(_‘wl N _\LLJQ), (1)
Wi — wo = —wq V wa, (2)
Quiw = true Uy w. (©)

In TTG's, the eventick is used to represent timing behav- Propositional constantsue and false are defined, respec-

ior. Denoting the duration of an eveat € ¥ as ¢(0), we

have .
0, |f o€ Zact
p(o) =

1, if o =tick

Let X* be the set containing all finite strings of events i

3, including the empty string. A string ¢’ is considered a
prefix of ¢/, if there exists some string such thatt’s = t”.
A languageL over X is a subset of2*. A languagel, is
said to be asublanguageof languageL, if Ly C Ls. The
prefix closureof a languagé., denoted byL, is the language
consisting of all prefixes of its strings. As each stringn
¥* is a prefix of itself, we have, C L. A languagelL is
prefix-closedf L = L.

tively, by the equivalences
true = —w V w,

false = —w A w.

% a timing constraint~ ¢ is associated with a temporal

connective, then the modal formula should hold within a time
period that is satisfied by the relatien ¢. For example, an
MTL formula O<; w is read as “always in the closed time
interval [0, t]”.

2) Semantics‘A finite string of events over an event set
can be considered as a mapping

e:{0,1,--- 4, -} %



such that using the(Og4-formula, whered represents the time elapsed
when a state transition occurs in a state trajectory and has a

def . .
e=e(0e(l)-e(g) -, e(f) €. strictly non-negative real value. More formally, a subfoien
Then, we can say thatis an event string generated lgyif in the expansion havin@), as the main operator is future
there is a “labeling’p of the string by states of/ condition that should hold in the next state occurrihgnits
of time later. The semantics of this formula is
p;{()’l’...’j’...’...}_)Q o . G
EF Qaw iff T(j+1)—T(j) =d and E” w.
such that
et ) ) The expansion of MTL formulae is based on the equiva-
p=p0)pQ)--p(i)-, p(j)€Q lences (4) through (8).
for which 4) Disjunctive Expanded FormAn MTL formula is said
1) p(0) = qo; to be in disjunctive expanded form (DEF) if it is expressed

by a disjunction of a finite number of subformulae, i.e., of
the form\/; (present; A Qafuture;), wherepresent; is a
conjunction of literals and future; a conjunction of literals
and formulae having), OJ or U as the main connective. An
p(NpG+1)---p(i)---, j>0. MTL formula is transformed to its equivalent DEF by apply-
ing equivalences (4)-(8), the usual distributive laws st

We havep(®) = p. The j-prefix of p, denoted byp;, is the Bgolean connectives and the following equivalence:
finite state trajectory

p(0)p(1) -+ p(§), § > 0. Oua(wi Awz) = (Oawr A Qawz).- 9)

The state trajectory; is marked ifp(j) € Q. Subsequently in this paper, we will note the expansion of

MTL formulae expressed over a given TDESare inter- & formulaw with respect to (w.r.t) a state transition of time
preted over models of the forip, 7, 7), where durationd as

2) p(j+1) =6(e(d), p(4))-
Such a finite labeling is called a state trajectory @¥. The
j-suffix of p, denoted by, is a finite trajectory

\/ fj A Odwj.
m:{0,1,--- 4, -} x P — {false, true} j
is a binary function evaluating propositional symbot P in Let Pre(w,d) denote the set containing thg terms in
j-th statep(j), i.e., the expansion of an MTL formula w.r.t a state transition

of time durationd and Fut(f7) denote thefuture condition

m(j,p) = { true, if p holds in Act(p()) corresponding tg/, i.e., for a DEF\/; f/ A O4w’, we have

false, otherwise ’

Fut(f7) =w.
and 7 : {0,1,--- ,g,--- -} = {0,1,--- 4,-c -} iS 5) Finitary Control RequirementsClearly, an MTL spec-
a monotonic function which assigns the time staffify) to ification w for a TDES G (for finitary nonblocking control)
position j. is to restrict the behavior off to a marked sublanguage [4].

If a propositional symbolp holds (i.e., is evaluated to In other wordsw “selects” marked finite state trajectorigg,
be true) at p(j), we simply write =) p, with the model of G such that=" w (read asp,, satisfiesw). Essentially,
(p,m, T) considered to be understood plf) satisfies an MTL this would require removing those (finite) state trajesri
formula w, we write =*” w. Note that the evaluations of aof G that violatew. Such a formula belongs to the bounded
propositional symbop in the j-th state and over gsuffix p/  response class [42], [43] of MTL. In other words, a control
are logically equivalent, i.e5°\9) p = o) p. requirement that we specify in MTL for finitary control of a
Along with the standard rules for Boolean connectived DES is necessarily a bounded response formula.
MTL uses the following rules for temporal operators t@Remark 1. The apparent restriction to finitary control re-
establish the satisfaction of a suffix state trajectory cwer quirements, which represents a large part of what designers
MTL formula. Given MTL formulaew, w; andws, a state are interested in [42], is not as constraining as one would

index j, and a propositional symbgl, we have imagine [44], especially in the case of real-time systen®. [4
o B p iff 7(j,p) = true; Liveness or infinitary control requirements, specified fonn
o £ O~iw iff T(j+1) ~T(j)+t and EpUth W terminating behaviors, wou!d typicaII)_/ require that §ohimag
o 2V O wiffforall &,k > j, " w wheneverT (k) ~ should “eventually” occur_wnhout stating an upper time bdu
TG) +t; for the occurrence. Consider, for example, a requiremeatt th

o 577 Wy Uy iff there existsk, k > j, such thaﬂ’gk) -~ _sorln%I process ShOUIr? terminate eventually. This Woulgt also
T() + ¢ and=0" w, and for alll, j < 1 < k, =" w, :_nc_:: e sﬂua(;uo_ns w te_relprocesg te;rrpnatl(:/r\w/h(_)lcmtjr:_s Eter
wheneverT (1) ~ T(j) + t. imitless (and impractical) period of time. ile this is a

3 E ion Rules:An MTL | b dIiveness requirement, specifying that the terminationutho
) xpansion RUlesAn ormula can be assessed,qer within (say) 100 units of time is a more relevant
over a state trajectory as j@esent condition that holds in

; - finitary) control requirement.
the current state of the trajectory andature condition that ( ) a
must hold in the next state of the trajectory. This is formedi A literal is a propositional symbol or its negation.



ONth{de, if d~1t @)

false, otherwise

O =4 WwNOab<iaw, ifd<t
== w, otherwise

®)

OdDZt—d w, if d <t andt 7& 0
Osiw =4 OqOso w, if d>tandt+0 (6)
W/\OdDZO w, ift=0

_ wg\/(wl/\ﬁwg/\Qd w1 Ugt,d wg), if d<t

wiliciws = { wa, otherwise ()
QOd w1 Ust—q wo, if d<tandt#0

wlUthg = Od w1 Uzo w2, if d>tandt 7é 0 (8)

WQ\/(CUl/\_‘WQ/\Od w1 UZO wg), if t=0

6) Conjunctive Normal Form:An MTL formula is said to TDES @, obtained by retaining all strings ih,,(G) whose
be in normal form, if every constituent subformula (withiret corresponding state trajectories satisfy
scope of their outermost temporal operator) in its DEF does
not contain liveness modalities [45]. It is said to be puwsiiif
only its propositional symbols are negated. Any MTL formul

can be transformed to its equivalent positive form by usieg D FOr an input MTL specification, in CNF, Procedure

transition of time duratiord.

g\. ProcedureExzpand

(w1 Upwe) = (Oi—wa) V (mwa Ui (—wr Aws)),  (10)

(Do) = O, 11) Procedure Exzpand(w, d) . _ .
Input: An MTL formula w (in CNF) and time duratiom;
7 O~t w = (Ont—w) V Owrtrue, (12)  Output: An expansion ofu w.r.t d (in DEF);

where ~ is used to denote the convetsef the ordering
relation ~ [45].

The positive normal form is a conveniently recognizable
structure of a bounded response MTL formula and is expressed
using temporal modalities)., 0., U< or U<,. Finally,
an MTL formula in positive normal form with].; as its
outermost operator is said to be in invariance normal form. . h

In what follows, we consider a class of MTL formulae® L return Vj N Oaw?;
representing (finitary) control requirements in conjuetior-
mal form (CNF). A CNF is defined as a conjunction pf
subformulae,; > 1, where each subformula is in positive

normal form. Because the bounded response class is clopegperty 1. Given an MTL formulaw in CNF and time

under conjunction [46], a CNF is a bounded response formulfyration d. For f, /7 € Pre(w,d) such thatf! # f7, we
Also, a CNF is said to be in invariance normal form if all ithave fi A f7 = false.
subformulae are in invariance normal form.

1 begin
2 Expandw w.r.t d using equivalences given in Section
[I-B3. Do logic arithmetic on the expanded formula
to reduce it to a finite number of terms of the form
7 A Oaw’, where f7 is a state formula such that
the conjunction of any two such formulae false
andw’ is an MTL formula;

A CNF has the following property.

The satisfaction of this property is facilitated by logic

. TRANSLATION AND ANALYSIS arithmetic (including the use of appropriate validity atisas)

) _ and expansion rules given in Section 11-B3.
In this section, we present the development and analysis

of a translation algorithm as a specification interface ® th

real-time (TTG) control synthesis framework. The algarith B- Translation Algorithm

automatically prescribes a TTG specificatiéh for a TDES We now present our translation algorithm that trans-
G from an MTL specificationv in CNF specifying a finitary |ates an MTL specificationo in CNF for a TDESG =
control requirement. The basic operation in the algoritertoi (Q, 3, 6, qo, Q,,) to @ TTG specification.

compute a trim TTG that generates a marked sublanguage ofhe MTL specification. expanded w.r.t a state transition of

o _ o time durationd into DEF \/.(f7 A Og4w’) can be intuitively
2The converse of a relation is obtained by switching the omfethe J

elements in the relation. The converse of ordering relations<, >, and > INterpreted as gresent condition f/ that is to be satisfied
are>, >, <, and <, respectively immediately and a correspondinfuture conditionw’ that



should be satisfied in future] unit of time later, wherel is  Algorithm 1: A CNF-to-TTG Translation

Oorl Input: An MTL specificationw (in CNF) for TDES
The algorithm begins by obtaining the DEF, AN Qaw’ G=(Q,%,6,q0,Qm);

of w w.r.t d = 0 using ProceduréZxpand®. If any f7 holds Output: A trim TTG specification of

at qo, then its correspondinguture condition@’ should be H=(Y,%,¢, 90, Ym) on G;

satisfied by all state trajectories starting fram prompting 1 begin
the algorithm to associate’ with qo, by assigning(qo, @) - Y =
as the initial state of{. 3 =0
Formally, satisfaction of an MTL formulay; at ¢; over a 4 Let V; fIA Qaw? = Expand(w,0);
state trajectoryy; > q;41--- IS established by evaluating ag if any 7 holds atqo then

present condition atg; and postponing guture condition to ¢ o = {(qo, @) };
be evaluated af;;1, ¢ (o) unit of time later.H is computed Y=Y U{yh:
by: 8 if go € Q. AW is in invariance normal form
1) recursively applying MTL expansion rules (given in Sec- then
tion 11-B3) on w; w.r.t d = (o) and transforming it into ¢ L Y i= Y Udyo s

DEF \/, (/9 A Oui)): /
2) selecting a disjuncf? A Og@’ such that itspresent 10 | Y =0; )
condition 7 is satisfied by the state transitign% ¢,,, 1 | While Y =Y’ 30 do

(i.e., f7 holds atg;+1) and associating the corresponding? Select any(q1,w1) € Y
future condition@’ with ¢, by assigning(g;;1,@/) 3 foreach o € ¥ such thaté(c, ¢1)! do
as a state off; and 14 V; 2 A Oaw’ = Expand(wi, ¢(0));
3) defining state transitiod(c, (¢;,w;)) = (¢i+1,@%). 15 if any f’ holds ati(c,q:) then
We now present our algorithm. 16 Let (g2, w2) = (6(0, 1), &7);
. . e 17 Y=Y U{(ge,w2)};
Theorem 1. Given an input MTL specn‘lcatmq in CNF ;¢ Define (o, (q1,w1)) = (g2, w2);
for a TDESG = (Q,X%, 0,90, @Qm), the outputTrim(H) of 4 if 6(c,q1) € Qm AW is in invariance
Algorithm 1 is deterministic. normal formthen
Proof. Let H = (Y, %, ¢, 40, Y;). Consider an arbitrary state? | Yo=Y U{(g2,02) )5
(¢,w) € Y and eventoc € X of H. By Property 1, for -
w expanded w.rt the time duratiop(cs) of o into equiv- 21 L Y=Y U{(q,w1)};

alent DEF/; A Qaw’, we have for two nonidentical 2 return Trim(H) where H = (Y, X, ¢, yo, Yim);
71, 172 € Pre(w, (o)) that f7* A f72 = false. As a result —
(and as(G is also deterministic), for each € > at most one
f? € Pre(w,¢(0)) holds atd(o,q). Hence, there exists at ) o
most one state off, defined ad(c, q), Fut(f7)) such that 1) 3f° € Pre(w,0),F f and (qo,»") € Y is the initial
(o, (¢;m)) = (8(c,q), Fut(f7)). It follows thatTrim(H) is stateyo of H;

deterministic. m 2 for everyp, of G with ¢, € Q. if there exists
o a state trajectory(qo,@°) (q1,@")- - (gm,@™) of H
Definition 1 Let Pm = such that for alli, 0 < i < m, F% f for some

(40,@°)(q1,@") -~ (¢i,@") - - (g, ™) be a marked finite f' € Pre(@ ", p(e(i 1)), thene,, i € Ly (H);
state trajectory ofH, for which there exists a corresponqu'vhere — Fut(f)

string e,;,—1 = e(0)e(1)---e(i)---e(m — 1) € L, (H) such
that for all i, 0 < i < m, (giy1,@'" ) = ((e(i), (¢;,w")) Theorem 2. The outputl'rim(H) of Algorithm 1 is correct
and g;+1 = d(e(i),q;). Then,Trim(H) is said to be correct w.r.t an input CNF specificatiow and complete w.r.t the given
w.r.t CNFw if TDESG.
1) 3f° € Pre(w,0),E% 0 and (qy,@°) € Y is the initial
statey, of H;
2) for everyem 1 € L,,(H), there exists a state trajectory

Proof. Given an input CNF specification for a TDESG, it
follows from Definitions 1 and 2 that the outplit-im (H) of

. Algorithm 1 i t w.r.tv and lete w.r.&. |
(00, 7°)(q1. @) -+ (g, &™) such that=% fi for some gorithm 1 is correct w.r.tv and complete w.r
1 S Pre(*l 1,<p( (i—1))), forall i, 0 <7 <m;
wherew® = Fut(f?). C. Computational Complexity

The number of different subformulae that can be pro-
duced using equivalences (4)-(8) for an MTL formulais
gletosure(w)| “whereclosure(w) denotes the set containing all
its subformulae. It can be easily shown thébsure(w)| <
2N [31], where N denotes the number of Boolean and
temporal connectives iw. Let 7 be the maximum value
3d = 0 because the initial time stanip(0) = 0. that occurs as a timing constraint associated with the teahpo

Definition 2. Let p,, = qoq1 - qi - - - ¢ b€ @ marked finite
state trajectory of TDESZ, for which there exists a corre-
sponding stringe,,,—1 = e(0)e(1) - --e(m—1) € L,,(G) such
that for all i, 0 < i <m, ¢iy1 = d(e(4),q). Then,Trim(H)
is said to be complete w.r.t TDES if



connectives ofu. Then there can be at most + 1 different TABLE |
time arguments. Hence, withi/, there can be at most PROPOSITIONAL SYMBOL DEFINITIONS FORTASK SCHEDULING

|Q|22N(7+1) states, wheréQ| denotes the cardinality of set Propositional symbol Activity

Q. It follows that the worst case complexity of Algorithm 1 Dormant Task is dormant

is exponential inV and.7. Arrived Task has arrived
Although our algorithm is of exponential complexity in the Pending Task is pending execution

worst case, its translation complexity is expected to belmuc Ending Task is ending execution

lower in practice. It has been empirically shown that in the

very large majority of cases encountered, the inherent-expo _ )
nential nature of translation algorithms of this kind may be 1) Example 1: Task Schedulinkecent work [12] has pro-

of little practical significance [47], [48], [31]. For a terogl posed a preemptive scheduling scheme that uses the Brandin-

logic formula that a system designer could think of for ¥/onham framework for supervisory control of TDES's to
system specification, it is almost always very short and go tRUtomatically synthesize schedulers for systems withaspor

translated automaton obtained (or TTG in the TDES contdSks. Herewith, a scheduler accepts a newly arrived iostan
considered) incurs a reasonable time complexity [26]. of a spore}dlg task only if .the task instance can be com.pleted
without missing the deadline for the task and other preous
IV. SPECIFICATION INTERFACE AND accepted tasks. The synthesis procedure requires a deadlin
APPLICATION EXAMPLES specification TTG for each task. Such a TTG specification,
A. A Specification Interface for TTG-based Control Synthes\?!hlch has to be prescrl_bed by a designer, should include al
possible (timed) execution sequences of the task that meet
- DES with e its deadline. Later in this example, we will show how our
specification w  information MTL interface can automate the prescription of deadline
specification TTG’s, making the interface-integrated owoint
framework more human designer-friendly.
We consider a sporadic task, modeled as TDESthat
! 1 can arrive at any arbitrary time. Once an instance of the
task has arrived, a scheduler catrept or reject the task
instance. While modeling, the task is divided into segments
such that each segment takes one unit of time to execute. In
the Brandin-Wonham framework, this can be represented in a

MTL Interface

Control TTG
Specification

TTG Model

H of TDES

Real-Time Control Synthesis

Machine TTG by a transition of eventick following each instantaneous
segment. Once a task instance is accepted, each segment of
Supervisor TG the task is executed one by one, until finally the task inganc

is complete. For simplicity and without loss of generality, in
this example we consider the case where the task has only
one execution segment. The ATG model Gf along with

Real-time supervisor synthesis engines or machines suchiafe bounds of events is given in Fig. 2(a). Table | defines
TTCT [18] have been developed to automatically synthesigeunique propositional symbol for every activity of this ATG
supervisors from TTG specifications. Our translation @gor  The TTG G having timing constraints explicitly represented
can be implemented as an MTL interface for use with a TTGrsing transitions ofick is given in Fig. 2(b).

based control synthesis machine, integrated as depictéidin A deadline specification for a task asserts that once an

Fig. 1. MTL Interface to a TTG-based Control Synthesis Maehi

1. instance of the task is accepted, it should complete exatuti
within a certain period of time. Considering 2 time units as
B. Application Examples the deadline for the task under consideration, this spatific

We now present three examples to demonstrate the utility@n be easily written in MTL as a CNF
our MTL interface. Using the first example, we also explain
the workings of the translation algorithm. In all the exaeg!
every activity of each ATG model formulated is charactatize This MTL formula can be paraphrased as “whenever an
by a unique propositional symbol, i.e., the symbakige only instance of the task i®ending execution, it must return to
at the activity it defines and igalse elsewhere. In the TTG Dormant (after completing execution) within 2 time units”.
models of these examples shown in Figs. 2, 3 and 4, the evéhe deadline specification TT@&, obtained fromw and G
timer value defined for each state is implicitly understoobly applying Algorithm 1, is given in Fig. 2(c). Note that we
and not shown. The ATG and TTG models are graphicallgpresentrue U<; Dormant as ¢, for brevity.
represented by edge-labeled directed graphs, with a noddhe computational workings to producé& by Algo-
denoting an activity or state and an edge denoting an everithm 1 are explained as follows. Initially, the algorithm
labeled transition. The initial activity or state is repeted uses Procedurdxpand to expand the MTL specification
by a node with an entering arrow, and a marked activity or = 0Oso[Pending — O<2 Dormant] for G into its
state is represented by a double-concentric circle. DEF (—~Pending VV Dormant) A QOg(w) V (Pending A

w = Osg[Pending — O<2 Dormant].



arrive: [0,00)

accept: [0,0]

segment: [0,00)

reject: [0,0]

complete: [1,1]

(a) Task ATG

tick tick

accept

segment

complete

(b) Task TTG

Pending, _, wAg,

Ending, _, whg, Ending, _, whdy

segment

arrive

Pending, _, wh$, Ending, _

L WGy

accept segment

reject

complete

complete

(c) Deadline Specification TTG

w = Oyg[Pending - true U<, Dormant] m
d=¢() = { _iffﬂ € tzacka w = —Pending v Dormant A O (@) \/Pendiny A true A= Dormant A QOg(w A true Ug,_y Dormant)
ifo = tic

(Dormant, _, w) is a marked state as (Dormant, _) is a marked state and w is in invariance normal form

complete | [Dormant A O (w)]

w A ¢y = Dormant A Oy (w) \/ true A- Dormant

A Qq(w A true U<y_q Dormant)

A ¢, = Dormant A Oy (w) v true A— Dormant

A Qu(w A true U<y_q Dormant)

w A ¢p = Dormant A Qg(w) \/ true A— Dormant

A Qi(w A true U<q_y Dormant)

[=Pending v Dormant A Oy(w)]

[~Pending v Dormant A Oy(w)]

® = =Pending vV Dormant A Og(w) v Pending A true A— Dormant

A Qi@ A true U<,y Dormant)

Arrived, _, w

accept | [Pending A true A - Dormant A Qp(w A true U<, Dormant)] [Dormant A Qp(w)] |complete

w A ¢y = Dormant A Qg(w) v true A - Dormant
true A = Dormant A A Qu(w A true U<y_yq Dormant)

Or(w A1)

[true A = Dormant A Qp(w A $3)]

segment segment | [true A= Dormant A Og(w A ¢1)]

A ¢ = Dormant A Oy (w) v true A— Dormant
Ending, _, whg, Ending, _, wh$,

A Qa(w A true U<y_yq Dormant)

[true A = Dormant A Oy(w A ¢1)] tick | [true A = Dormant A Oy (w A o))

Ending, _, wh, Ending, _, whg,

Fig. 2. Task Scheduling

WA ¢
_ |Dormant A Oy (w) v true A Dormant A QOg(w A true U<o Dormant) ifd =0
Dormant A Oy (w) ifd =1

(d) Computation of Deadline Specification TTG




request: [0,0) turn_red: [1,)

turn_green

turn_red

(a) Traffic Light ATG (b) Traffic Light TTG

tick

turn_green

turn_red

(c) TTG Specification

Fig. 3. Pedestrian Traffic Light

true A —Dormant) A Qalw A true U<;—q Dormant), TABLE I

for d = 0. The procedure accomplishes the expansion PROPOSITIONALSYMBOL DEFINITIONS FORTRAFFIC LIGHT
using equivalences (4)-(9) and the usual distributive laws Propositional symbol Activity

between Boolean connectives as described in Section 11-B4. RED Traffic light is red

As —Pending V Dormant € Pre(w,0) holds at the initial RED¢ Traffic light is red after a
state g9 = (Dormant,_) of G (line 5), the algorithm request to turn green
associatesFut(—Pending V Dormant) = w with ¢ to GREEN Trafnic ight is green

compute the initial statgy, = (Dormant,_,w) of H (line

6). As g9 € @Q,, andw is in invariance normal form (line . . .
8), yo = (Dormant,_,w) is identified as a marked state/l9ht must turn green withi2 time units following a request to

(line 9). For each computed statg,, w,) of H (lines 11-12) turn green. To prevent the system from indefinitely dispigyi

and each event such that a TDES transition is defined frdHfen: it is also required that a traffic light that has turned
the associated TDES statg (line 13), the algorithm uses green should not remain so for more thatime unit. These

ProcedureEzpand to expand the associated MTL formuleStatéments can easily be translated into MTL as a GNE

wy (line 14) w.rtd = 1 if the event under consideration isDZO[REDG — REDg U<y GREEN]AD>o[GREEN —
tick, and otherwise setg§ = 0. If any present condition of QSP_GREEN]’ )

the expansion is satisfied by the destination TDES stateeof th 1 NS MTL formula can be paraphrased as “whenever there
transition (line 15), then the correspondifigiture condition 1S & request to turn the traffic light green when it is red
is associated with the TDES state to compute a new statelof-» ZEDc = true), the light should remain so until it
H (line 17). A transition of the event under consideration {&Ms green (i.e.GREEN = truc) within 2 time units
defined from(q:,w:) to the newly computed state (line 18)2nd whenever the traffic light is green (i€ REEN =
which is assigned as marked (line 20) if its associated TDE&!€), it should stop being green (.eGREEN = false)
state is a marked state of the TDES and its associated M#thin 1 time unit”. By equivalence (3), the MTL formula
formula is in invariance normal form (line 19). These stefss alS €quivalent toll> [REDG — REDg U<z GREEN] A
repeated until no new state is computed. These computation0 G REEN — true U<;~GREEN]. The TTG specifica-
steps produce the TT®& given in Fig. 2(c), and are depictedt'on obtained by applying Algorithm 1 is given |n1 Fig. 3(c).
in Fig. 2(d) where, beside each state, the expansion of Not€ that we represengEDG U<t GREEN as "¢, and
associated MTL formula is given and beside each defindgi¢ U<t "GREEN as*¢, for brevity.

transition, thepresent condition of the expansion that the state

transition satisfies is given. TABLE IIl
PROPOSITIONALSYMBOL DEFINITIONS FORMULTIPROCESSOR
2) Example 2: Pedestrian Traffic Lighfthe second exam- RESOURCEALLOCATION
ple is that of a traffic light for pedestrians. The traffic ligh Propositional Symbol Activity
modeled as a TDES, can turn red #urn_red) or green iPUj Processing uniPls;, i €
(turn_green), and can accept request to turn greemyest). {1, 2} has executeg task
The ATG model ofG along with time bounds of events is _ segments
given in Fig. 3(a). Table Il defines a unique propositional 1Ty Task: is dormant
symbol for every activity of this ATG. The TTG> having 1T Taski has arrived
|Tj j segments of Taskhave

timing constraints explicitly represented using traosi§i of been executed
tick is given in Fig. 3(b). iTr Taski has finished execut
A real-time control requirement fal asserts that the traffic tion
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tick

2PU,

€, €1, C11, €21, meu»en»Can

tick

(a) Processing Unit TTGPU; (b) Processing Unit TTGPU2
tick, as, tick, az, tick, as, tick, a, tick, as,
e, €, er1, €2, €1, €22, €1, €2, €1, €22,

€21, €21 €21, C21 €21, €21 €21, C21 C21, C21

Cly, €

(c) Task TTG, Ty

tick, ay, tick, ay, tick, ay, tick, a,,
€11, €12, €1, €12, el €12, €11, €12,
Ci, Cn €11, C11 Ci, Cn €1, Cn

a. 2 €22 >

(d) Task TTG,T>»

(e) TTG Specification

Fig. 4. Multiprocessor Resource Allocation

3) Example 3: Multiprocessor Resource AllocatiollVe two processing units modeled by TTGRU; and PU,, and
now consider the example of resource allocation in a multwo tasks modeled by TTG'$} and75. Table Ill defines a
processor having two or more processing units (adapted framique propositional symbol for every activity of the resipee

. A controller that allocates tasks to the processingsu 's. These 's are structurally similar to their
14]). A troller that allocates tasks to th ATG's. These ATG tructurall lar to their TTGsch
of the multiprocessor such that all the given real-time comot shown.
straints on task executions are satlsflgd can bg automw!cal PU, and PU, have computing capacity of 1 and 2, respec-
generat.ed once a T[.)ES of the processing units in the m.L.Ht'pER/er. This means thaPU; can execute 1 segment of a task in
c??sor mtler?lctlng W'tth qste'[ of taskzalnc(ija Co_:l':_rgl, Spetidita one time unit, whilePU, can execute 2 segments. The TTG
of the real-ime constrainis are modeled as S models of PU; and PU, are given in Figs. 4(a) and 4(b),

In this example, we consider the case where two tasks aespectively.
to be allocated on a multiprocessor with two processingsunit Each task TTGI}, i € {1,2}, is modeled as follows. Arrival
Each proce;sing unit has iFS own computing cap.acity andof"an instance of télstﬂ» is7denoted by an event;, and each
;)a?okr eTX:?T:J;'TJ?“?Q SO?T:Of;Z?:guzg 2?\2230332?““”9 cta;pach is d_ivide_d into v; segments, _Where each s_egment has an

P ' execution time of one time unit. The execution of segment

In this example, we consider a TDES consisting of k € [1,v;) of taskT; in processing unitPU; is denoted by
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event symbolk;;. We use an event symbo}; to denote the transparent TTG specifications that are easier to compdehen
execution of the last segment of a ta®k in PU;. In this has been proposed in [52]. Our interface, in conjunctior wit

example, we consider a case where= 3 andv, = 2. The the TTG specification transparency framework [52], should
TTG models of7} andT; are given in Figs. 4(c) and 4(d),lead to a more effective specification-synthesis paradigm,

respectively. where the ease of specification in MTL combined with the
The TDESG is formed by the composition [11] of TTG’s comprehensibility of transparent TTG’s should inspire reve
Ty, Ty, PU; and PUs. more confidence that a control specification in TTG - a

The real-time controller has to allocate the two tasks to teandatory real-time computational model for control sgsth
two processing units such that the deadline for each fask in the Brandin-Wonham framework - does indeed capture the
denoted byD; is not violated. In this example, we consider théntended requirement.
case whereD; = 1 and D, = 2. This deadline requirement To experimentally ascertain the usefulness of the proposed
can be easily given as an MTL formula = O>¢[174 — MTL interface, future work includes conducting an observa-
O<1 1Tp] AO>0[2T4 — Q<2 2Tr]. The TTG specification tional study on TDES control design by human designers, with
H obtained by translating: using Algorithm 1 is given in and without the interface. Developing complexity mitigati
Fig. 4(e). techniques for the proposed translation algorithm is also a
In summary, by the three examples, it should be clear trgignificant subject for future research.
without the MTL interface, attempting to prescribe by hand
the translated specification TTG’s (or their equivalents)ld
be tedious and error-prone. Unlike reading an MTL formula,
it is often not easy to interpret the control meaning of g1] P. J. Ramadge and W. M. Wonham, “Supervisory control of asclaf
given TTG against the specification statement in English tha discrete event processeS§IAM Journal of Control and Optimization
it dlv f l ithout truct | derstaodif vol. 25, no. 1, pp. 206-230, January 1987.
I suppose y formalizes without a structura i,ln erstag ] [2] P. J. Ramadge and W. M. Wonham, “The control of discrete teven
the given TDES model as well, and so there is less confidence systems,Proceedings of the IEEEoI. 77, no. 1, pp. 81 — 98, January
of the correctness and completeness of the TTG prescribed \}\/98%' Wonham. S _ ol of discret { toyes”
. . 'onham, upervisory control O ISCrete-even S,
by hand. Th.e examples demonstrate that MTL formulas f Systems Control Group, Department of Electrical and Computer
control requirements are often easy to write and read, and Engineering, University of Toronto, Toronto, Ontario, @da, Tech.
this supports clear interpretation and give more confid¢ace E’e?did 2013. [Online]. Available: http://www.control.wnto.edu/cgi-
. . . . . in/dldes.cgi
control deSIQne_rs m_ dEtermlnlng if the written formulas d‘? C. G. Cassandras and S. Laforturefroduction to Discrete Event
reflect the specification statements. Once an MTL formula iS™ systems Springer, 2008.
determined as specifying the right specification, the pserjo [5] S_. Takai and R. Kumar, “_Dec_entralized diagnosis _for_ nduafas of
MTL interface converts it to a TTG that is guaranteed to be discrete event systems using inference-based ambiguity ey,
. L o IEEE Transactions on Systems, Man and Cybernetics, PartysteBs
correct and complete, underlining the significant utilifyttoe and Humansvol. 40, no. 2, pp. 406 —412, March 2010.

interface. [6] K. T. Seow, “Organizational control of discrete-eveyst®ems: A hier-
archical multiworld supervisor designlEEE Transactions on Control
Systems Technolog2013, Accepted.
V. CONCLUSION [7] W. M. Wonham, “Supervisory control theory: Models and nueth,”
in Workshop on Discrete Event Systems Control, 24th Intevnati
In this paper, we have proposed an MTL specification trans- Conference on Application and Theory of Petri Nets (ATPN3300

; ; s , ; Eindhoven, The Netherlands, June 2003, pp. 1-14.
lation interface for finitary control of TDES’s. The inteca M. P. Fanti and M. zhou, “Deadlock control methods in aut

can translate MTL specifications from the bounded response manufacturing systems/EEE Transactions on Systems, Man and Cy-
class into TTG’s. The translation is made within the context ?emetlcséozirt A: Systems and Humansl. 34, no. 1, pp. 5 — 22,
. . ) anuary .
of the TDES model defined in the conceptually well-foundedy, " 5o imakani. J. K. Mills, and B. Benhabib, “Deadloaieé schedul-
control framework initiated by Brandin and Wonham [11], and ~ ing and control of flexible manufacturing cells using automtatory,”
is proved to be correct and complete. Importantly, it erable IEI(EjE Transacti?ngeon Syzstemsél;/lan ggd Cyberrr]lezfggé PartysteBis
P e e ; and Humansvol. 36, no. 2, pp. 327 — 337, Marc .
automated TTG prescription basgd on writing spemﬂcatlo?l%] K. T. Seow and M. Pasquier, “Supervising passenger -teasport
in MTL that is practically expressive and readable, and this " systems; IEEE Transactions on Intelligent Transportation Systems
should mitigate, if not solve, the difficult problem of speci vol. 5, no. 3, pp. 165-176, September 2004.

; 4 ; ; (11] B. A. Brandin and W. M. Wonham, “Supervisory control ofmgd
fymg real tlm_e control requirements dlreCtIy as TTG madel discrete-event systems|EEE Transactions on Automatic Contyol
in the Brar_ldln-Wonham c_qntrol framework. Three examples o). 39, no. 2, pp. 329-342, 1994.
presented illustrate the utility of the interface. [12] Seong-Jin Park and Kwang-Hyun Cho, “Real-time preenepsivhedul-

[T Iy ; ing of sporadic tasks based on supervisory control of discexent
The output TTG specification of the proposed interface systems Information Sciences/ol. 178, pp. 3393-3401, 2008.

represents the_ full nonblocking behavior of TDES and [13] p. C. Y. Chen and W. M. Wonham, “Real-time supervisory oainof
a human designer who wants to further ascertain that the a processor for non-preemptive execution of periodic tadkeal-Time

translated TTG models the intended requirement may find_jt Systemsvol. 23, no. 3, pp. 183-208, 2002. o .
e . " . . . [14] V. Janarthanan and P. Gohari, “Multiprocessor schiaduh supervisory
difficult to comprehend and intuitively validate it agairtse control of discrete-event systems framewor&pntrol and Intelligent

MTL counterpart. Recent work has proposed the concept of Systemsvol. 35, no. 4, pp. 360-366, September 2007.

specification transparency to facilitate human comprebans[15] A. A. Afzalian, S. M. Noorbakhsh, and W. M. Wonham, “Diste-event
supervisory control for under-load tap-changing transfens (ultc):

of graphical SpeCiﬁca_-tionS [49], [50], [51]. In pgrtigiilem from synthesis to plc implementatiorDiscrete Event Simulationgp.
framework to automatically restructure TTG specificatione 285-310, 2010.
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