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Abstract
Large online social rating networks (e.g., Epinions, Blippr)
have recently come into being containing information related
to various types of products. Typically, each product in these
networks is associated with a group of members who have pro-
vided ratings and comments on it. These people form a product
community. A potential member can join a product commu-
nity by giving a new rating to the product. We refer to this
phenomenon of a product community’s ability to “attract” new
members as product affinity. The knowledge of a ranked list of
products based on product affinity is of much importance to be
utilized for implementing policies, marketing research, online
advertisement, and other applications. In this paper, we iden-
tify and analyze an array of features that exert effect on product
affinity and propose a novel model, called AffRank, that utilizes
these features to predict the future rank of products according
to their affinities. Evaluated on two real-world datasets, we
demonstrate the effectiveness and superior prediction quality of
AffRank compared to baseline methods. Our experiments show
that features such as affinity rank history, affinity evolution dis-
tance, and average rating are the most important factors affect-
ing future rank of products. At the same time, interestingly,
traditional community features (e.g., community size, member
connectivity, and social context) have negligible influence on
product affinities.

Keywords: Web mining, Web information systems, Informa-
tion Retrieval, Filtering, Classification, Summarization, and Vi-
sualization, Business intelligence, Product ranks, Ratings, Rec-
ommendation

1 Introduction
Due to the proliferation of on-line communities in recent times,
we are faced with the opportunity to analyze social network
data at unprecedented levels of scale and temporal resolution.
Consequently, this has attracted increasing research attention
at the intersection of the computing and social sciences. For
instance, large online social rating networks (e.g., Epinions 1 ,
Blippr 2 ) have recently come into being containing information

1http://www.epinions.com
2http://www.blippr.com

related to many categories of products. Within these websites,
individual users are allowed to publish their comments or give
ratings on different products. Besides, they can set up friend-
ships by linking to each other. Figure 1 depicts the structure of
such a social rating network. Observe that for a particular prod-
uct (i.e., p2), there is a group of people who have given ratings
and published their comments on it (i.e., u2, u3). These people
form a community (i.e., c2). In other words, each product in
a social rating network is associated with a community [31].
In the sequel, we refer to such a community as product com-
munity. Clearly, these communities are a potential gold mine
for all kinds of marketing and business analysts as users’ com-
ments and ratings toward a particular product may affect other
consumers’ purchasing behavior [31].

In social rating networks (srn) a new user can join a prod-
uct community by giving a new rating (review) to the product.
Note that a review that is updated by an existing member is not
considered as new. Hence, the growth of a product community’s
size can be implicitly measured by the number of new reviews
(from new users) it receives during a particular time slot. We
refer to this phenomenon of a product community to “attract”
new users by giving new ratings as product affinity. Specifi-
cally, it is measured by the number of new ratings a product
receives from new members during a particular time period. In
fact, existing social rating networks often display a ranked list
of products that received the most number of new ratings on a
daily, weekly, or monthly basis. We refer to this ranked prod-
uct list at a particular time slot as affinity rank. For example,
consider Figure 2. It depicts two affinity ranks of top-5 movies
extracted from the Blippr website during weeks t − 2 and t − 1,
respectively. Observe that Ninja Assassin and Sherlock Holmes
received the most number of new ratings.

It is important to compare the aforementioned notion of
product affinity to affinity in marketing research, which refers
to a marketing strategy [13]. In the latter, affinity involves two
parties. The first party known as the “affinity group”; seeks to
add value to its existing customers, members or donors by pro-
moting products and services they do not currently sell (e.g., fi-
nancial services). The second party known as the “product sup-
plier”; seeks to acquire new customers by using the strength of
another organization’s relationship with its customers, through
which it aims to distribute its product or service. In other
words, the aim of affinity marketing is to build and develop new
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Figure 1: Social rating network structure.
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Figure 2: Product affinity and affinity ranks.

customer relationships through the existing distribution chan-
nels of a third party. In contrast in srn, a product community
is similar to an affinity group as the former promotes (or de-
motes) a product that they do not sell to its members by giving
reviews or ratings. On the other hand, the “product supplier”
in srn seeks to attract new customers by exploiting the affinity
strength of an “affinity group” (product community). In this
paper, we undertake a quantitative study to analyze and predict
the affinity strengths of product communities.

1.1 Motivation
The affinity ranks of products in the past weeks/months high-
light the reviewers’ affiliation of products in the (recent) past.
Although such historical information is important for several
applications, prediction of future affinity ranks of products is
even more important to marketing and business strategists. For
example, reconsider Figure 2. Suppose in week t − 1 a com-
pany intends to put advertisements on 5 movie products during
week t. Then, it makes sense to predict 5 most popular prod-
ucts at time t so that optimum benefit can be achieved. That
is, it is desirable to predict the affinity ranks of products in the

near future. In this context, instead of just listing most popu-
lar products, ranking them based on their affinity ranks makes
more sense as a company may allocate different shares of their
advertisement budget depending on the popularity of the prod-
ucts. Note that such top-k products may vary considerably at
two different time points. For instance, consider the top-5 prod-
ucts during weeks t−2 and t−1 in Figure 2. Observe that Sher-
lock Holmes moved from rank 5 to the top rank in successive
weeks. Further, Invictus first appeared in the top-5 list in week
t − 1 whereas Crazy Heart failed to remain in the top-5 list in
this week.

Recent research on ranking products in srn have primarily
focused on evaluating a product by the strength of connections
among its users [31] or by the features related to a particular
product item (i.e., price, released time etc.) [35]. However,
these techniques are not designed to predict the ranks of prod-
ucts based on their affinities. In this paper, we propose a novel
quantitative model called AffRank that utilizes historical and
evolutionary affinity information as well as other features to
predict the future ranks of products according to their affinities
3 .

1.2 Overview

The problem of predicting and ranking product affinity is re-
lated to recent efforts [5, 26, 38, 39] in predicting commu-
nity growth as the former is influenced by the number of new
members joining the community. Specifically, these efforts re-
veal that the community size, connectivity between community
members, number of friends a user has in a community [5], and
similarity of interests a member has with a community have
strong influence on the growth of communities [26]. Hence at a
first glance, it may seem that these features should also strongly
influence the product affinity. However, our study demonstrates
that the effects of these features are negligible in product com-
munity as it is not strictly similar to traditional social network
communities (e.g., users are sparsely connected). Hence we
propose three additional features, namely affinity rank history,
average ratings, and affinity evolution distance, related to the
product communities that may exert significant effect on affin-
ity. In particular, affinity rank history represents the historical
affinity ranks of products over time; average ratings measures
the average of ratings received by a product at a given time
point; and affinity evolution distance measures the distance be-
tween affinity evolution of a pair of different products. To the
best of our knowledge, these features have not been studied sys-
tematically in the literature.

In Section 5, we evaluate the performance of all the afore-
mentioned features and further compare the three new features
with the traditional features for affinity rank prediction. Addi-
tionally, our investigation with two real-world datasets (Epin-
ion and Blippr) revealed several interesting and novel findings
related to these three features. For instance, we observe that
product affinity is more likely to increase spikily and drop down
smoothly. Further, there is 0 ∼ 3 days lag between the peak

3A shorter version of this paper appeared in [25]
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time of affinity and users’ ratings. Also, average distances be-
tween affinity evolution of products in the same category are
always smaller than those from different categories.

Based on these findings, we propose the AffRank model to
predict the future affinity rank of a product. Experiments con-
ducted over real-world datasets demonstrate that our prediction
and ranking scheme generates high quality results and outper-
forms several baseline methods. In summary, the main contri-
butions in this paper are as follows.

• In Section 3, we investigate an array of features that exert
effect on the evolution of product affinity and affinity rank
prediction. To the best of our knowledge, we are the first
to study the evolution of product affinities with the goal of
predicting affinity ranks.

• In Section 4, we formulate the task of ranking product
affinity as an autoregressive problem with exogenous in-
put features. We propose a quantitative model called Af-
fRank that utilizes historical ranks and evolutionary prod-
uct affinity information to predict the future ranks based
on product affinity.

• By applying AffRank to real-world datasets, in Section 5,
we show its effectiveness and superiority of its prediction
quality compared to baseline methods. Further, our exper-
imental results show that traditional community features
(e.g., community size, member connectivity, and social
context) presented in [5, 26, 38, 39] have negligible influ-
ence on product affinities. Instead, features such as affinity
rank history, affinity evolution distance, and average rating
exert significant influence on affinity rank prediction.

In the next section, we review related research.

2 Related Work
We address related work from a number of relevant research
areas, including: affinity in marketing research; community
affinity; community evolution and dynamics; ranking of prod-
uct communities; collaborative filtering; and product sales and
correlation between product sales and public sentiments.

Affinity in marketing research. Fock et al. [13] explored the
importance of relationship, which exists between targeted users
and their affiliated communities, for marketing. Affinity mar-
keting has achieved breakthrough results in terms of advertis-
ing effectiveness, particularly in the credit card industry [30].
Research in this field mainly uses existing data and statistical
analysis methods to show that the difference is obvious between
the case where affinity marketing strategy is adopted and the
case that does not. In this way, they prove that affinity market-
ing is an effective approach in many marketing field. In this
paper, we also utilize the affiliation of users with product com-
munities. However, we do not focus on investigating various
statistical properties of marketing data. Instead, we employ
machine learning models to investigate the behavior of product
affinity. Specifically, we evaluate and predict behavior of users

joining a product community associated with srn. The results
of this research can be utilized in advertising and marketing, es-
pecially affinity marketing where advertisers or marketers can
determine which product community is the most valuable to
target for advertisements in the near future.

Community affinity. More germane to this work is efforts in
studying the factors that exert effect on users’ inclination to
join a community. Table 1 summarizes the differences between
AffRank and existing approaches. For instance, Backstrom et
al. [5] demonstrated that the community size, connectivity be-
tween community members, and number of friends a user has
in a community have strong influence on community affinity.
They modeled the affinity problem as a standard classification
task: the nodes eventually join a group are denoted as posi-
tive while those do not are denoted as negative samples. They
extract several features (friends in the group, clustering coef-
ficient of the group etc.) for each nodes being examined and
employed a decision tree to predict the sign of node samples.
They showed that community affinity is highly affected by ex-
istence of friends in the target community.

Leskovec et al. [23] showed that an individual’s probability
of buying a dvd increases with the number of recommendations
he has received. There is a saturation point at the value of 10,
which means after a person receives 10 recommendations on
buying a particular dvd, the probability of buying does not in-
crease anymore. Further, they employed a logistic regression
model to test the success of recommendation based on their
findings on the affinity of buying a product. Cha et al. [9] con-
ducted a study on Flickr over the same problem. They reported
that the probability for a user to become a fan of a photo in-
creases with the number of her friends who are already fans of
the photo.

The aforementioned efforts did not undertake any system-
atic study on the effects of evolutionary properties of histori-
cal affinity and average ratings on community affinity. Further,
they did not address the issue of predicting the future affinity
ranks of products in a product community which is more valu-
able in many applications. In contrast, we take into account the
evolution of community affinity and the difference of affinity
evolution patterns between communities in order to rank com-
munities according to their ability to attract new users in the
near future.

Li et al. [24] analyzed a large publicly-available collections
of blog information to predict which blogs are highly likely to
join a blog cascade in the future. Specifically, they showed that
four features, namely, number of friends, popularity of partici-
pants, number of participants, and time elapsed since the gen-
esis of the cascade, played important roles in predicting blog
cascade affinity. However, affinity problem in that work was
targeted to blog networks whereas in this paper we explore this
problem in social rating networks which has important applica-
tions in e-commerce and marketing strategies. Moreover, blog
cascade affinity prediction did not involve investigation of the
temporal and evolution characteristics of features that are im-
portant in srn.

Community evolution and dynamics. Table 2 compares Af-
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Table 1: Summary of community affinity research.
Models Features adopted Method Target network Affinity evolution study
Group formation [5] friends in the group, group size,

clustering coefficient
decision tree collaboration

network
No

Dynamics in VM [23] #recommendations, price, #re-
views

logistic regression recommendation
network

No

Propagation in Flickr [9] #fans, #friends statistic analysis flickr network No
Blog cascade [24] #friends in a cascade, cascade

size, elapsed time, cascade pop-
ularity

svm regression blogosphere No

AffRank affinity rank history, affinity
evolution distance, average rat-
ing besides above features

arx social rating
network

Yes

Table 2: Summary of community dynamics research.
Models Difference measure Parameter-free Evolution pattern comparison
GraphScope [41] minimum description length Yes -
monic [40] cluster intersection No -
Stable Cluster [6] jaccard similarity No -
FacetNet [27] KL-divergence No -
AffRank ∆affinity and ∆affinity rank Yes DTW distance

fRank with recent research on community dynamics. Graph-
Scope [41] is a parameter-free algorithm where the Minimum
Description Length (mdl) principle is employed to extract com-
munities as well as their changes. monic [40] models the
changes within each individual community. The authors de-
fined a set of key events: survive, split, disappear, which are
used to model the changes of clusters. Asur et al. [4] proposed
another algorithm to study how communities are formed and
dissolved using a group of microscopic events. Bansal et al. [6]
used jaccard similarity to model community evolution. It is
computed as the intersection of community members at differ-
ent time points divided by the union of the members. Berger-
Wolf et al. [7] used a generalized jaccard similarity to measure
the change of a group of people over time. FacetNet [27] is
a framework to identify communities as well as their evolu-
tions. It employed a KL-divergence based method to measure
the distance between consecutive temporal community struc-
tures. Specifically, it measures the distance between the parti-
tions of community over time instead of the change of commu-
nity itself.

As depicted in Table 2, existing techniques adopted different
measures to analyze consecutive versions of a community at
different timesteps. In AffRank, we analyze the evolution based
on changes to affinity and affinity rank. Unlike AffRank, none
of the aforementioned efforts explored the historical evolution
pattern of a community or comparison between the evolutions
of different communities. Evaluating the historical evolution
pattern of a community enables us to comprehend the future
trend of a community’s evolution. Besides, comparing the evo-
lution of different communities facilitates us to understand the
significance of role a community may play compared to others
in attracting new users. In this paper, we study the evolution
of product communities not only from the aspect of network

structure but also with respect to their historical affinity ranks
and evolution distances between communities.

Ranking of product communities. In [31] the authors ana-
lyzed the effect that users’ ratings exert on the trust between
users and vice versa. Their research is conducted within an E-
commerce website in Japan (@cosme) where users can book-
mark their trusted users and post their own ratings toward dif-
ferent cosmetics. They proposed a measure called Community
Gravity, which can be viewed as brand strength from user-
interaction perspective. However, the result of the work is
hard to evaluate as it is difficult to explicitly measure gravity.
Moreover, they assumed that the gravity for a brand is constant.
This may not be the true in srns as user-interactions are highly
evolving. In this paper, we propose affinity rank which can be
easily and explicitly evaluated in many srns. We also take into
account the evolution of user-interactions in srns.

Collaborative filtering. Several existing works in product
research belong to the field of collaborative filtering which
mainly studies user preferences over products based on the re-
lationships between users as well as interdependence among
products. For instance, the work reported in [20] studies the
factors and temporal dynamics in modeling user behavior based
on user preferences and item features. There are several differ-
ent user tasks in collaborative filtering, each is associated with
some evaluation metrics [17, 42, 44, 37, 22]. These efforts pri-
marily investigated the relationships between products which
are always bought together by the same user or the similarity
between users who often bought the same products. Hence,
these models are able to recommend users a series of goods
that match their interest or filtering discussion postings to de-
termine which ones are worth reading.

Similarly, we also analyze the user ratings of products as
well as historical popularity of products. However, in contrast
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to these conventional approaches in collaborative filtering, we
take an evolutionary view by studying the evolution patterns
of ratings and product affinities. Furthermore, we predict the
future trend of all products instead of recommending products
to users at a specific time point.

Product sales and public sentiment. Public opinions and ac-
tivities have been studied in several work in order to acquire
better understanding of customer behaviors. [33, 34] discussed
many models that are used to extract opinions and sentiments
from a given document. Based on these models, a comment on
a product can be summarized and quantified into a value indi-
cating whether the author likes or dislikes that product. Conse-
quently, many work have been proposed to analyze the correla-
tion between public sentiment and product sales. For instance,
the study in [28] analyzed sentiments from users’ comments
toward movies to predict box office trends of movies. It proved
the existence of relationship between users’ reviews and prod-
uct sales, inspiring several recent works including the work re-
ported in this paper. Although it took into account the historical
sentiment in the regression model, the sentiment evolution pat-
tern has not been explored. It did not propose any method to
compare the sentiment evolution between different movies or
to rank the movies. Lastly, it did not explore the source of the
product sales: users’ affinity towards a product.

A recent technique [3] evaluates the weight that customers
place on individual product features. Additionally, several re-
cent studies reveal the correlation between product sales and
the public sentiment [15, 29, 14, 11]. These efforts only take
into account the current sentiment and model the relationship
between the sentiment and sales. However, these models do
not take into account user interactions or the word-of-mouth
effect. Moreover, the evolutionary pattern of product commu-
nities cannot be shown by considering only the temporal sen-
timent. In this paper we study the products from the aspect of
their affinities and their evolution patterns. We predict the affin-
ity rank of products so that marketers have an idea on which
products are most valuable to invest. Note that we do not focus
on sentiment analysis as the users’ ratings of products are ex-
plicitly available in the representative srns. If such ratings are
not explicitly provided then a preprocessing stage can be built
on top of our model that uses existing techniques to extract and
quantify sentiments.

3 Features for Affinity Prediction

In this section we describe the features that are used in our rank-
ing model. We begin by introducing the real-world datasets we
have used for our study. Then for the sake of completeness, we
briefly describe existing community-based features proposed in
the literature that influence the community size. Next, we pro-
pose new features for addressing the affinity rank prediction
problem. All the values for these features are normalized into
the interval [0,1] using Min-Max Normalization [16]. In the
sequel, we shall use the notations shown in Table 3 to represent
different concepts.

Table 4 describes two real-world datasets that are used in
this paper. The Blippr dataset was crawled using Blippr api 4

till August, 2009. It includes user ratings toward 75 different
products. The Epinions dataset was downloaded from TrustLet
5 . It contains ratings proposed during 2001. Additionally, we
crawled the Epinions website to retrieve product category and
user-user relationships information as TrustLet dataset does not
provide them.

3.1 Traditional Features

Recall from preceding section, several previous work have
demonstrated the existence of correlation between character-
istics of a community and its affinity. These characteristics
include the community size, connectivity between commu-
nity members, number of friends a user has in a commu-
nity [5, 21, 18], and the similarity of interests people have with
a community [38, 39]. We refer to these features as traditional
features as they are associated with communities in conven-
tional social networks. In this section, we describe in detail
how we utilize and compute these traditional features in the
product community.

Community size. The relationship between community size
and its affinity has been studied in several work [5, 45]. There-
fore, we incorporate community size in our model to predict the
future affinity ranks of products. Formally, the size of a product
community at time t is calculated as |Ct

i |.
Member connectivity. According to a recent study [5], peo-
ple are attracted to a community not only because they have
friends in it but also the close connections among friends. Thus,
the connectivity within the community affect the community’s
affinity. Clustering coefficient [5, 21, 32, 10] is widely adopted
to measure the connectivity within a community and is com-
puted as follows.

CCi(t) =
|3 × closed triplets in Ct

i |
|triplets in Ct

i |
(1)

We compute the clustering coefficient for each community and
use them to predict the future affinity rank.

Social context. According to some existing studies [26, 38, 39,
12, 43], people are more probable to join a community he/she is
interested in. Social context represents the similarity in the in-
terest between the members of the community and their friends
who are not in the community yet. The friends of users in Ct

i
can be computed by the following equation.

St
i = (

∪
u j∈Ct

i

F j) \ Ct
i. (2)

To measure the similarity in the interests between Ct
i and St

i ,
we first define interest-similarity between a pair of users. Let
Int(u) be the set of product categories user u is interested in.

4http://api.blippr.com/v2/
5http://www.trustlet.org/
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Table 3: Symbols and Semantics.
Symbol Semantics
u1, . . . , un ∈ � users
p1, . . . , pm ∈ � products
c1, . . . , cm ∈ � communities
Ct

i users in ci at time slot t
F j friends of user u j

St
i friends set of Ct

i
Ut

i set of new users on product pi at time slot t
Rt

i bag of new ratings on product pi at time slot t
R

t
i average rating

at
i number of new users for pi at time slot t

αi(t) affinity intensity of pi at time slot t
ρt (pi) affinity rank of product pi at time slot t
rt (pi) predicted value of ρt (pi)

Table 4: Statistics of the datasets.
Dataset #products #categories #ratings #users #user-user links
Blippr 75 5 8,032 2,219 10,480

Epinions 678,725 12 13,362,381 132,000 242,831

Then, the interest-similarity between users u and v is defined as
follows.

sim(u, v) =
|Int(u) ∩ Int(v)|
|Int(u) ∪ Int(v)| (3)

Using the above similarity measure we can compute the
interest-similarity between two groups of users St

i and Ct
i . The

interest-similarity between two sets of users U and V is defined
as follows.

simC(U,V ) =
∑

u∈U,v∈V
sim(u, v) (4)

In our model, we calculate simC(Ct
i,St

i) for each product com-
munity at time t and then normalize it to [0,1] as of other fea-
tures.

3.2 Affinity Rank History
We now present three new features related to product communi-
ties that have been ignored in the literature, namely affinity rank
history, affinity evolution distance, and average rating. We be-
gin with the affinity rank history.

Recall that (Section 1) each product pi is associated with an
affinity rank at time t, denoted by ρt(pi). For example, in Fig-
ure 2 the affinity ranks of Sherlock Holmes movie is 5 and 1
in weeks t − 2 and t − 1, respectively. Since the affinity rank of
a product depends on the number of new users (product affin-
ity), here we characterize the evolutionary behaviors of product
affinity and affinity rank. We first investigate how the affinity
changes between consecutive time points in the history. We de-
note the number of new users for product pi at time slot t as
at

i = |Ct
i | − |Ct−1

i |. Figures 3(a) and 3(b) report the distribu-
tion of ∆at

i = at
i − at−1

i over all products pi and time t. Observe
that in Figure 3(a) the count of cases where ∆a ∈ [−1,−2] is

more than that of ∆a ∈ [1, 2]. Besides, the absolute value of
power law exponent for the tail at negative side (α− = −0.96)
is bigger than that of the positive side (α+ = −0.76). It in-
dicates that the positive affinity change is more likely to have
bigger ∆a than the negative one. We observe the same phe-
nomenon for Epinions dataset in Figure 3(b). Specifically, the
count of negative changes is larger than the positive ones when
∆a ∈ [−8, 8]; the absolute value of power law exponent for
the tail at negative side (α− = −3.62) is bigger than that of
the positive side (α+ = −3.48). Both of the above phenomena
indicate that the product affinity for all the products discussed
in this paper is more likely to increase spikily and drop down
smoothly. As affinity is the number of new users associated to
a product within a time interval, this phenomenon reflects the
speed of growth of product community size. It suggests that
the speed of growth tends to increase to a peak in a short time
and diminishes slowly subsequently. The aforementioned phe-
nomenon is generally applicable to most products, although we
do acknowledge that in some specific categories (e.g., car bat-
teries) this may not be true. However, investigating why such
phenomenon occurs and to what extent it is applicable to dif-
ferent products is orthogonal to the problem addressed in this
paper. In the following, we show that the change of affinity rank
is symmetric while that of affinity is asymmetric according to
above discussion.

We now investigate the change of affinity rank between con-
secutive time slots in the history for each product. In particular,
the change of affinity rank for a product between times t−1 and
t is measured as follows.

∆ρt(pi) = ρt(pi) − ρt−1(pi). (5)

We calculate the count for each ∆ρt(pi) value over all prod-
ucts and time slots. The distribution of ∆ρ is reported in Fig-
ures 3(c) and 3(d). Clearly, it follows a long-tail distribution. If
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Figure 3: Distributions of ∆a and ∆ρ: ∆ρ show symmetrical patterns while ∆a do not.

Table 5: Exponents in each specific category.
Blippr Epinions

M&T 6 Game Music Book Appln 7 Media Cars Elecs 8 Games H&G 9

α+ -2.03 -1.50 -1.37 -1.30 -1.54 -1.80 -1.82 -1.78 -1.77 -1.78
α− -1.92 -1.51 -1.36 -1.35 -1.50 -1.81 -1.81 -1.83 -1.81 -1.82

we fit the curve in Figure 3(c) using power law models at both
the left and right sides of ∆ρ = 0 separately, the exponents
equal to -1.51 for the negative changes where ρt−1(pi) > ρt(pi)
and -1.53 for the positive ones. The exponents are so close
that the distributions of positive ∆ρ and negative ∆ρ are almost
symmetrical. Figure 3(d) shows that Epinions dataset also ex-
hibits the same behavior (α+ = −1.78,α− = −1.82). Besides,
such a phenomenon also indicates that the change of rank is
most probable to be within a small range. We observe that
the aforementioned phenomenon also exists for each specific
category of products in both datasets. Table 5 reports this phe-
nomenon for a representative set of product categories. Thus,
the rank of a product at any time slot is highly related to that of

the previous time slot.
In summary, the distribution of ∆a is asymmetrical over the

positive and negative sides while the distribution of ∆ρ is sym-
metrical. In the next section, we shall exploit the symmetric
property of ∆ρ instead of asymmetric ∆a in our AffRank model.
As we shall see in Section 5, our AffRank model outperforms
the approach based on ∆a.

3.3 Affinity Evolution Distance
We now analyze and compare the evolutionary nature of dif-
ferent product affinities. We begin by introducing the notion

6Movie & TV
7Application
8Electronics
9Home & Garden
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of affinity intensity. Recall from Section 1, new users join a
product community by giving new ratings.

Definition 1 [Affinity Intensity] Let |Ut
i | be the number of new

users towards product pi at time slot t. Then the affinity inten-
sity of pi at t is defined as:

αi(t) =
|Ut

i |∑T
τ=1 |Uτ

i |
(6)

Note that Ut
i represents the set of new users towards product pi

at t. In the above definition, T is the number of time slots over
which the affinity is normalized. The affinity intensity can be
viewed as a normalized histogram where the values in each bin
sum up to 1.

Figure 4 reports the evolution of affinity intensity values of
five different products over time. Note that the label in front of a
product name indicates the category of the product. The x-axis
denotes the number of weeks since the product first appeared
in the website, while y-axis represents the affinity intensity to-
wards the product over different weeks. In the sequel, we refer
to such curve as Affinity Intensity Curve (aic). In the Blippr
website (Figure 4(a)), Gmail and Twitter belong to the same
category (online applications). The Dark Knight belongs
to the movie category while the other two belong to the game
category. Observe that out of the five aic in Figure 4(a), the aic
of Twitter and Gmail look similar, the two products of game
also exhibit similar aic while that of The Dark Knight is quite
different from the rest. We observe similar phenomenon for the
Epinions website as well (Figure 4(b)). In other words, these
curves show that products in the same category tend to have
similar affinity evolution patterns. We now quantitatively mea-
sure the distance between affinity evolution patterns and inves-
tigate if this hypothesis holds.

As the aic is a one-dimensional time series data, we can com-
pute the distance between different curves using Dynamic Time
Warping (dtw) distance. dtw distance is widely used to match
similar time series data. In this paper, we adopt the dtw dis-
tance with Sakoe-Chiba band [36] which adds a window con-
straints w to the warping path found by dtw algorithm. As a
result, the dtw algorithm will only match similar shaped data
series that have small displacement within window w.

We compute the dtw distance between each pair of aic. We
fix the length of each data sample to be T = 25 weeks. We set
w ∈ {T/4,T/5,T/6}. Interestingly, the average distances be-
tween products in the same category are always smaller than
those from different categories for all values of w. Table 6
shows the average dtw distances between representative prod-
uct categories in Blippr (for w = T/5). Similar phenomenon is
observed in Epinions (Table 7).

We now elaborate on how we compute affinity evolution dis-
tance for a product pi at time t (denoted by ϕ t

i ) using the notion
of dtw distance. Since we intend to measure how similar an aic
of a product is compared to the product in the same category
with most number of new users, we quantify ϕ t

i by measuring

Table 6: Avg. DTW distance between different categories
(Blippr)

M&T
M&T 0.5376 Game
Game 0.6235 0.5896 Music
Music 0.6891 0.6884 0.6565 Book
Book 0.7324 0.6519 0.6765 0.5993 Appln
Appln 0.7088 0.6348 0.7414 0.6877 0.4455

Table 7: Avg. DTW distance between different categories
(Epinions)

Media
Media 0.4268 Cars
Cars 0.5975 0.5226 Elecs
Elecs 0.7214 0.6194 0.5837 Games
Games 0.7067 0.6322 0.6215 0.6071 H&G
H&G 0.6125 0.6571 0.6732 0.7025 0.4455

Algorithm 1: Affinity evolution distance.

Input: affinity a j
i for all products pi ∈ � and j ∈ [t − T, t − 1],

Output: the value of affinity evolution distance: ϕ t
i for products

pi ∈ � at time t
begin

forall the pi ∈ � do
compute affinity intensity αi( j) according to Definition 1
for j ∈ [t − T, t − 1];
λi = i;
forall the p j ∈ � and p j.category = pi.category do

if ρt−1(p j) < ρt−1(pλi ) then
λi = j

forall the pi ∈ � do
ϕ t

i =

DTW ([αi(t−T ), . . . ,αi(t−1)], [αλi (t−T ), . . . ,αλi (t−1)]);

the dtw distance between the aic of a product pi and the aic of
product p j whose affinity rank is the highest in the same cate-
gory. The procedure for computing ϕ t

i is shown in Algorithm 1.

3.4 Average Rating
Observe that the affinity evolution distance feature describes
evolutionary relationship between different products. We now
focus on each individual product and investigate the relation-
ship between a product’s aic and the evolution of average rat-
ings it received. Note that users’ ratings towards each product
are explicitly provided in both datasets. In the case when the
ratings are not explicitly provided in a specific dataset, an ex-
isting sentiment analysis model [33, 34] can be used to extract
and quantify the users’ comments into ratings. Extraction and
quantification of such sentiments from users’ comments is or-
thogonal to this work and hence it is not discussed here.

Definition 2 [Average Rating] Let Rt
i be the bag of ratings that

product pi received during time slot t. Then the average rating
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Figure 4: Affinity intensity evolution of different products.
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Figure 5: Lag between the average rating evolution and affinity intensity curve.

of pi during t, denoted by R
t
i , is defined as:

R
t
i =

1
|Rt

i |
∑
r∈Rt

i

r. (7)

Figure 5(a) depicts the aic of Gmail in Blippr dataset as well
as its average rating evolution. Observe that the evolutions of
affinity intensity and average rating follow similar trend except
that there is a certain delay δ between the peaks of the two
curves. Similarly, Figure 5(b) shows the same phenomenon
in Epinions dataset. In the following, we conduct a series of
analysis on δ to characterize the relationship between users’
ratings and affinity intensity.

Firstly, we study the correlation between the affinity intensity
at time t and the average ratings at times t − δ (weekly). The
correlation coefficients using different δ on the Blippr dataset
are shown in Table 8. The affinity intensity is correlated with
the average rating in the same week (week 0) with an average
correlation coefficient of 0.7221. It is much higher than the
correlation with average ratings in any of the previous weeks.
The same phenomenon exists in Epinions as shown in Table 9.
Thus, we can conclude that δ is less than a week.

Next, in order to find the exact value of δ , we conduct an-
other set of experiments. For each product, we detect the first

peaks 10 in both the aic and average rating curve by days. After
that, we compute the interval between the peaks of these two
curves for each product. Finally, we calculate the probability
distribution of δ according to the following equation.

P(δ = n) =

∣∣∣{pi|Peakα (pi) − PeakR(pi) = n}
∣∣∣

|{pi}|
. (8)

where Peakα (pi) (resp. PeakR(pi)) represents the day when the
first peak appears in the aic (resp. average rating evolution
curve) of product pi. The probability distribution of δ separated
by category is reported in Figure 6. Observe that in Blippr the
δ values for music are most likely to be 0 while the distribu-
tion of δ for book is stable across [0, 2]. Such a phenomenon
may be due to the characteristics of products in various cate-
gories. Intuitively, the average ratings for musical product can
take instant effect on future affinity intensity as potential users
can listen to the music (often online) as soon as they see others’
ratings. However, potential readers of a book need more time
to purchase the book, read it, and present their ratings. In gen-
eral, it is evident from Figure 6 that most of the δ values fall in
the interval [0, 3].

Based on the above observations, we incorporate the average
users’ ratings for δ ∈ [0, 3] days as a feature in our affinity rank

10We use the Matlab function “peakdet” downloaded from http://www.
billauer.co.il/peakdet.html to detect the peak.
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Table 8: Correlation between previous ratings and current affinity intensity (Blippr)
Lag time (in weeks) M&T Game Music Book Appln

0 0.6328 0.6737 0.8216 0.7347 0.7183
1 0.1691 0.1745 0.1856 0.0860 0.4965
2 0.1132 0.0252 0.0484 0.0601 0.4121
3 0.0542 0.1460 -0.0600 0.0936 0.4319
4 0.0590 0.0608 0.0057 0.0418 0.3379

Table 9: Correlation between previous ratings and current affinity intensity (Epinions)
Lag time (in weeks) Media Cars Elecs Games H&G

0 0.4572 0.7101 0.7496 0.6883 0.6015
1 0.2106 0.1061 0.1374 0.1140 0.1700
2 0.0892 0.0545 0.1007 0.1032 0.2093
3 0.0770 0.0819 0.1220 0.1529 -0.1059
4 -0.0600 -0.0940 0.1019 0.0429 0.1731
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Figure 6: Probability distribution of δ .

prediction model. If we denote the upper bound of δ as ℓ, then

this feature can be computed as R
t−δ−1
i over all δ ∈ [0, ℓ].

4 Affinity Ranks Prediction
In this section, we propose the AffRank model in detail and
present an algorithm to predict the affinity ranks.

It is evident from our earlier discussions that the affinity rank
of a product is highly related to its ranks in the near past. How-
ever, how long of the past history should be taken into account
is unknown yet. Thus, svm-based regression technique (and its
variants) cannot be adopted as it is difficult to define data sam-
ples with unknown dimensions. Instead, arx (AutoRegressive
model with exogenous inputs) is best suitable for this case as
discussed in [8]. arxmodel is capable of incorporating external
inputs and is widely used in modeling various types of natural
and social phenomena [8]. More importantly, it can find the
best length of the period that should be taken into account by
simply varying the order parameter in the model. Additionally,
as arx is a linear model, the weight of each feature clearly in-
dicates how important that feature is. We can simply find from

the features which are important and which can be ignored.
The arx model of orders g and h is given in the following

equation.

yt = εt +

g∑
i=1

φiyt−i +

s∑
j=1

h∑
i=1

wi, jbt−i, j (9)

In this equation, y is the time series data (i.e., product ranks
in various different time slots), s is the number of exogenous
input features; φ1, . . . ,φg and w1,1, . . . ,wh,s are the parameters
to be estimated from the training data. Both g and h are the
orders in the model to be manually determined before model
estimation. In our context, g is the order of product rank which
determines the number of previous product ranks to be consid-
ered in the modeling; h is the order of feature determining the
number of past time slots from which the values of the corre-
sponding features to be involved in the model estimation. The
variable bt−i, j is the value for feature j at time t − i, and εt is
white noise. The estimation of the arx model is efficient as it
solves linear regression equations in analytic form. Also, the
solution is unique and always satisfies the global minimum of
the loss function [8].
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Figure 7: (a)(b)ARX model order optimization; (c)(d)Feature parameter setting.

In the arxmodel, the order of product rank g and the order of
feature h need to be manually determined [28]. A common way
of selecting g and h is to fix the value of g (or h) and try a range
of values for h (or g); for each pair of g and h values, evaluate
the accuracy of the model estimated using a measure called fpe
11 . A smaller fpe value means a more accurate model. Fig-
ures 7(a) and (b) report the fpe measures of varying values of g
while fixing h = 1, and varying h while fixing g = 5, respec-
tively. Based on the fpe measures, we set g = 5 and h = 1
for our experimental study (Section 5). Observe that in Fig-
ures 7(a) and (b), the size of the training data (e.g., 10, 15, 20
weeks) has marginal impact on the accuracy of the estimated
model for a given pair of g and h values. Hence in our exper-
imental study, we use the latest 10 weeks data to estimate the
arx model.

We now present the algorithm to predict the affinity ranks
using the learned arx model. Detailed in Algorithm 2, for each
product, the value of each feature j discussed in Section 3 at
time t − i (denoted by bt−i, j) is derived and stored in feature
vector Ψt

i . The target value yt is predicted by the model using
Ψt

i .

11More details of fpe measure can be found in [2].

Algorithm 2: Affinity rank prediction.
Input: arx model parameters {φ1,φ2, . . . ,φp},

{w1,1,w1,2, . . . ,wh,s}, test dataset Ψt
i for pi ∈ �

Output: the affinity rank rt (pi) for all products pi ∈ � at time t
begin

while j < �.size do
compute yi

t according to Equation 9 using Ψt
i ;

Y [ j] = yi
t ;

j + +;

sort(Y ) by ascending order;
forall the Y [ j] = yi

t do
rt (pi) = j + 1;

5 Experiments

In this section, we report experimental results on Blippr and
Epinions datasets. On Blippr, the experiments are conducted on
all 75 products with statistics reported in Table 4. On Epinions,
a subset of 1,311 products, each of which received at least 200
ratings, is used in our experiments. There are in total 343,154
ratings in this subset. The goals of the evaluation were to estab-
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lish whether the proposed AffRank model can reliably predict
product affinity ranks; compare the performance of the AffRank
model and three baseline models; and seek to understand the
importance of various features in the proposed model.

We begin by reporting the performance metric used to eval-
uate the accuracy of the predicted product affinity ranking.

Performance Metric. To evaluate the accuracy of the pre-
dicted product rank against the ground-truth rank at a given
time slot, we adopted Normalized Discounted Cumulative Gain
(ndcg) [19] measure which is commonly used in Information
Retrieval (IR) to evaluate the effectiveness of ranking algo-
rithms for Web search and other related applications. It is de-
fined in the following equation.

NDCG@k =
1
Z

k∑
i=1

reli
log2 (i + 1)

(10)

In the above equation, i is the rank position and k is the num-
ber of top-ranked retrieved documents to be considered in ndcg
computation. reli is the relevance of the ith retrieved document
in IR setting. With a perfect ranking, a more relevant document
shall be ranked higher than the less relevant document and so
on. Lastly, Z is a normalizing constant that ensures the per-
fect ranking (i.e., the ground-truth rank in our case) achieves
NDCG@k of 1.0.

Note that we chose the aforementioned metric for the fol-
lowing reason. In viral marketing and online advertising con-
text, logarithmic decay by positions is a reasonable assump-
tion when products are presented in a list format [1]. For in-
stance, consider the scenario discussed in Section 1.1. A com-
pany may allocate different investment budget for each movie
in the top-5 list. Obviously, more investment should be put
into higher ranked movies. Hence, accurate prediction of top
ranked movies is much more important compared to lower
ranked movies. Consequently, we use ndcg as it employs a log
function to discount the positions and as a result the top posi-
tions are considered more valuable than the lower positions.

In our experiments, we vary k from 5 to 25 at the step of
5 to evaluate the accuracy of the rank involving top-k ranked
products. We define the relevance of a product pi to be the
inverse of its ground-truth rank: 1

ρt (pi)
. Observe that the value of

ndcg heavily depends on the definition of relevance (i.e., reli).
However, for a given relevance definition (e.g., 1

ρt (pi)
), ndcgwell

reflects the accuracies of different ranking models.

Feature Parameter Setting. Following the approach reported
in [28], we now evaluate the impact of the feature parameters.
The two feature parameters are the number of time slots T in-
volved in the computation of affinity evolution distance (see
Section 3.3), and the time lag ℓ in computing average rating
(see Section 3.4). With the arx model fixed with g=5 and h=1,
we evaluate the impact of T while fixing ℓ=3. As reported in
Figure 7(c), the ranking model achieves the best performance
when T = 5. Similarly, we fix T = 5, and report the effect of
varying ℓ in Figure 7(d). On Blippr dataset, the best perfor-
mance is achieved when ℓ = 3; On Epinions dataset, the best
performance is when ℓ = 2 followed by a marginal drop in per-

formance when ℓ = 3. On both datasets, the performance drops
significantly when ℓ is greater than 3. Hence, in the sequel we
set T = 5 and ℓ = 3.

Comparison to Baseline Methods. In this section, we com-
pare the performance of the proposed AffRank with three other
methods.

LazyRank. This model predicts product rank at time slot t to
be the same as the rank obtained in the last time slot t − 1.

AR. AR model refers to the AutoRegressive model without tak-
ing exogenous input features (see Equation 9). In another
word, the product rank yt is predicted solely by the ranks
in the past g time slots, yt−g to yt−1, for a given product
rank order g.

AffValueRank. With AffValueRank, instead of predicting the
affinity rank, the exact affinity value is predicted using the
arx model. That is, yt−i in Equation 9 is set to be the
affinity at−i

i . Using the learned model, the affinity values
at

i is predicted; the products are then ranked accordingly.

As reported in Figure 8, the proposed AffRank model out-
performs all three baseline models on both datasets for every
k value. Overall, AffValueRank is the second best perform-
ing model followed by AR. The LazyRank model performs the
worst. Considering the features involved in the four models, the
experimental results show that, (i) product affinity rank can be
better predicted using the past few product ranks than the single
last rank (i.e., AR > LazyRank), (ii) the extra features besides
the product rank lead to better prediction (i.e., AffValueRank
> AR), and (iii), product affinity ranks can be better predicted
than the affinity values (i.e., AffRank > AffValueRank) probably
due to the smoother distribution of product affinity ranks than
affinity values (see Section 3.2).

We also tested two other baseline methods: one is to rank
products by actual user rating (i.e., Rating) and the other is to
rank products by the social context feature (i.e., Soc Context).
However, none of these approaches can outperform the sim-
plest LazyRank model as shown in Figure 8.

Case Study. Table 10 shows an example of predicted affinity
rank in Blippr. The second and third columns show the top-10
ranked products in weeks 12 and 13 of year 2009, respectively.
The remaining 3 columns list the predicted ranks using differ-
ent models. Obviously, our model AffRank accurately predicts
the top 10 products in week 13 although the exact ranks for
products Google Earth, Google and Tweetie for iPhone are not
accurate. Besides, our model also detects that Google Earth
will acquire more affinity than Google in week 13. Compared
to week 12, there are four products newly listed in top-10 (i.e.,
Tweetie for iPhone, The Dark Knight, The Shawshank Redemp-
tion, and Watchmen). Our AffRank predicted all four accurately,
AffValueRank missed one of them, AR missed two of them, and
the LazyRank missed all four.

Affinity Feature Comparison. In the learning of the arx
model, all feature values were normalized into the same range
of [0, 1]. Hence, the larger the learned weights (e.g., φi and wi, j

12



 0.7

 0.75

 0.8

 0.85

 0.9

 0.95

 1

5 10 15 20 25

N
D

C
G

@
k

k values

AffRank
LazyRank

AR
AffValueRank

Rating
Soc Context

(a) Blippr

 0.7

 0.75

 0.8

 0.85

 0.9

 0.95

 1

5 10 15 20 25

N
D

C
G

@
k

k values

AffRank
LazyRank

AR
AffValueRank

Rating
Soc Context

(b) Epinions

Figure 8: Comparison with other models.

Table 10: Top 10 popular products in weeks 12 & 13 (2009) and predicted ranks. (Blippr)
Rank Week 12

(LazyRank)
Week 13 Predicted rank in week 13

AffRank AR AffValueRank
1 Twitter Twitter Twitter Twitter Twitter
2 Gmail Gmail Gmail Gmail Gmail
3 Mashable Mashable Mashable Mashable Mashable
4 Google Tweetie for iPhone Google Earth Google Earth Google
5 Google Earth Google Earth Google Google Google Earth
6 OK Computer Google Tweetie for iPhone Google Reader The Dark Knight
7 Google Reader The Dark Knight The Dark Knight The Dark Knight Tweetie for iPhone
8 Dropbox The Shawshank Re-

demption
The Shawshank Re-
demption

Tweetie for iPhone The Shawshank Re-
demption

9 WordPress Google Reader Google Reader WordPress Google Reader
10 In Rainbows Watchmen Watchmen OK Computer OK Computer

in Equation 9) in the arx model the more strongly it influences
product affinity ranking. Table 11 reports the average learned
weights over both datasets. Observe that besides affinity rank
history, affinity evolution distance has the biggest weight value
which indicates that it plays an important role in the model. As
average rating feature has a negative weight value, it suggests
that a larger rating leads to a higher rank. Also observe that the
affinity rank history (φ1 to φ5) follows a decreasing tend, sug-
gesting that the more recent product ranks have more impact on
its future rank. However, the three traditional features, listed in
the bottom part of the table, all have very small weights indi-
cating their negligible impact on product affinity ranking.

In summary, in social rating networks, community size,
member connectivity, and social context do not have significant
impact on the affinity of a product. Instead, growth of a prod-
uct community is mainly because of its high affinity ranks in
the past few weeks (which may make the product reach larger
audience by appearing in the top ranked list on the website’s
homepage) and the received good ratings from users. Besides,
a product showing similar affinity intensity evolution pattern
with the most popular product is also likely to be popular in
near future.

Table 11: Learnt weights of features with g = 5, h = 1.
Feature Weight φ,w in Equation 9
Aff. Rank History (φ1 - φ5) [0.720, 0.295, 0.267, 0.131, 0.113]
Aff. Evolution Distance 0.210
Average Rating -0.124
Community Size 0.021
Social Context 0.007
Member Connectivity −0.013

6 Conclusions and Future Work

In this paper, we analyzed two publicly-available social rating
networks and proposed a predictive model called AffRank, that
utilizes an array of features to predict the future rank of prod-
ucts according to their affinities. Informally, product affinity
refers to a product community’s ability to “attract” new mem-
bers and is measured by the number of new ratings during a
specific time slot. Such information plays an important role
in several real-world applications such as online advertisement
and marketing research.

We formulate the product affinity prediction problem as an
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autoregressive model with exogenous inputs (features). We
have identified in total six features, namely community size,
member connectivity, social context, affinity rank history, affin-
ity evolution distance, and average rating, for predicting prod-
uct affinity. Our investigation revealed that the community size,
member connectivity, and social context do have negligible in-
fluence on product affinities. Instead, the remaining features
are the most important factors affecting future rank of prod-
ucts. Specifically, we discovered several interesting findings
related to these features which we exploit in our model. Firstly,
affinity of a product for most products tends to increase spikily
and decrease smoothly. Secondly, the average dtw distances
between products in the same category are always smaller than
those between products from different categories. Thirdly, we
studied the lag between the peak in the average rating curve
and that in the affinity intensity curve. The affinity intensity is
highly correlated with the users’ average ratings. Particularly,
as the average rating increases the affinity intensity increases
accordingly within 3 days. Our exhaustive experimental study
demonstrates the effectiveness and superior prediction quality
of AffRank compared to three baseline methods.

As part of our future work, we intend to investigate predic-
tion of future ranks of newly-released products (products that
appear in the social rating networks less than a month ago).
These types of products do not have sufficient historical infor-
mation in the srns to make accurate prediction. Hence, external
information (e.g., online news media) may need to be exploited
for predicting product affinities.
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