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Abstract Citation count is an important indicator for measuring research outputs. There have been numerous 

studies that have investigated factors affecting citation counts from the perspectives of cited papers and citing 

papers. In this paper, we focused specifically on citing papers and explored citations sourced from prestigious 

affiliations in the computer science discipline. The QS World University Rankings was employed to identify 

prestigious citations, named QS citations. We used the Microsoft Academic Graph, a massive scholarly dataset, 

and conducted different kinds of analysis between papers with QS citations and those without QS citations. We 

discovered that papers with QS citations are generally associated with higher total citation counts than those 

without QS citations. We extended the analysis to authors and journals, and the results indicated that when authors 

or journals have higher proportions of papers with QS citations, they are usually associated with higher values of 

the H-index or the Journal Impact Factor respectively. Additionally, papers with QS citations are also associated 

with a higher Altmetric Attention Score and a higher number of specific types of altmetrics such as tweet counts.    
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Introduction 

The evaluation of research outputs is a highly investigated topic in the scholarly community, entailing many 

important aspects, ranging from the discovery of impactful scientific work, the determination of tenure promotion, 

to the allocation of research resources. With a dramatic boost in the number of research publications in the past 

years, an increasing number of impact indicators have been developed to facilitate the process of research 

evaluation. Citation counts, however, have become one of the most widely acknowledged metrics to assess 

research quality, in spite of controversial drawbacks (MacRoberts and MacRoberts 1989, Thelwall 2016, 

Leydesdorff and Shin 2011). Most other recognized indicators, such as the H-index for researchers and the Journal 

Impact Factor (JIF) for journals (Hirsch 2005, Garfield 2006), are also intrinsically based on citation counts. Thus, 

many studies have been conducted on citation analysis for understanding the factors that affect citation counts. 

A recent literature review summarized 28 factors affecting the citation counts from 198 articles, and found that 

some factors such as the JIF and the number of authors, may play very important roles in citation performance 

(Tahamtan et al. 2016). Slyder et al. (2011) made similar observations by examining the influence of a variety of 

factors, in which the seniority of authors and the JIF showed stronger impacts on citation counts. Some studies 

analysed highly cited papers from a bibliometric perspective and identified the characteristics of these papers, for 

example highly cited papers typically involved more collaborative research (Aksnes 2003, Ivanovic and Ho 2016). 

Other studies mainly investigated specific factors, such as institutional interaction and international cooperation 

(Yan and Sugimoto 2011, Rousseau and Ding 2016, Persson 2010, Khor and Yu 2016). Apart from the studies on 

the impact of different factors, some studies used statistical methods or machine learning algorithms to predict the 

future citation counts of papers based on various factors such as the number of authors and the number of 

references (Brizan et al. 2016, Yu et al. 2014). These studies have covered a wide range of factors to different 

extents, mostly from the perspective of the cited papers. 

According to Tahamtan (2016), a paper’s citation count could be affected by its citing papers, as the citing papers 

could increase the cited paper’s visibility and subsequently induce further citations. There are related studies on 

leveraging the impact of citing papers. At the paper level, Yan and Ding (2010) proposed a technique of weighted 

citation, employing the JIF of the citing journals to assign weights, and evaluating the cited papers through the 
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total values of the weighted citations. At the author level, Ding and Cronin (2011) investigated weighted citations 

to distinguish between an author’s popularity and his prestige. While the popularity of an author was measured 

by the number of times an author was cited, the prestige of an author was measured by the number of times an 

author was cited by highly cited papers. At the journal level, popular journal-level impact indicators such as the 

JIF, the Immediacy Index, the Cited Half-life, and the Scimago Journal Rank have been extensively analysed and 

compared with one another (Leydesdorff 2009). Alternatives to these recognized indicators have also been 

proposed, for example the Integrated Impact Indicator (I3) which is based on percentile ranks (Leydesdorff 2012), 

and the Highly Cited Papers Index (HCP Index) which provides a measure of the level of international excellence 

of institutions (Tjissen et al. 2002). Additionally, a method of weighted PageRank was examined as an indicator 

of a journal’s prestige (Bollen et al. 2006). The Eigenfactor score (Bergstrom 2007, West et al. 2010) rates 

scientific journals through weighted citations, considering that citations from highly ranked journals make larger 

contributions than citations from lower ranked journals. These previous studies have investigated citing papers 

from a variety of perspectives. 

In this work, we also focused on citing papers, based on the assertion that the weights of citations should be 

differentiated to reflect the prestige of citing papers (Yan & Ding, 2010; Ding & Cronin 2011). However, in 

contrast to previous studies, we leveraged the affiliations of the citing papers to determine the prestige of citing 

papers. Specifically, we investigated the citations sourced from distinguished academic affiliations, as identified 

by the QS World University Rankings1. We labelled these prestigious citations as QS citations. This particular 

type of citation, to the best of our knowledge, has not yet been investigated in previous works. In this paper, we 

studied QS citations in the computer science discipline as a case study, with the aim of extending our analysis to 

other disciplines in future work. The main objective of this study was to understand the association between the 

QS citation and the overall bibliometric and altmetric performances of a paper. We employed the Microsoft 

Academic Graph (MAG), a massive scholarly dataset provided by Microsoft Research (Sinha et al. 2015), and 

conducted a series of experiments investigating QS citations at the paper, author and journal levels. The 

bibliometric indicators used in this study were the total citation count, the H-index and the JIF for papers, authors 

and journals respectively. In addition, since altmetrics has attracted more and more attention as an alternative 

measure of impact (Piwowar 2013, Costas et al. 2015, Bornmann 2015, Erdt et al. 2016), we also analysed the 

association between QS citations and the Altmetric Attention Score provided by Altmetric.com2, as well as other 

specific types of altmetrics, such as tweet counts. Resultantly, this paper proposes and tests three research 

hypotheses: 

• Hypothesis 1 (H1): Papers with QS citations are associated with higher total citation counts than papers 

without QS citations. 

• Hypothesis 2 (H2): Authors and journals having higher proportions of papers with QS citations over all their 

papers, are associated with higher H-index and Journal Impact Factor values respectively. 

• Hypothesis 3 (H3): Papers with QS citations are associated with higher social media attention in terms of 

the Altmetric Attention Scores and other specific types of altmetrics than papers without QS citations.  

This paper is organized in the following manner. In the Methods Section, we present our concept and definition 

of QS citations, as well as a description of our dataset and experiments conducted for testing the three hypotheses. 

Results of the experiments are presented in the Results Section. Final comments and discussions are made in a 

Conclusion Section at the end of the paper.  

 

Methods 

In this section, we firstly introduce and define QS citation and other indicators used in the experiments. Next, we 

describe the process of data retrieval. Finally we present the experiment designs. 

Definition of QS citation 

As the university plays a principal role in the development of academic research, our assertion is that citations 

sourced from prestigious universities are more important than citations sourced from less prestigious universities. 

 
1 http://www.topuniversities.com/university-rankings. Accessed 25 September 2017 
2 http://www.altmetric.com. Accessed 25 September 2017 
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Prestigious universities can be identified through university rankings. We considered three well-known university 

ranking systems, namely the Academic Ranking of World Universities (ARWU)3 (Freyer 2014), the CWTS 

Leiden Rankings (CWTS)4 (Waltman et al. 2012), and the QS World University Rankings (Dobrota et al. 2016). 

All of the three ranking systems cover broad research fields and offer overall rankings for global universities. On 

the one hand, ARWU and CWTS mainly focus on academic and research performance, and their rankings are 

generally based on bibliometric data. The QS ranking, on the other hand, is based more on reputational surveys, 

and thus it is not as much affected by bibliometric data (Dobrota et al. 2016). The CWTS ranking 2015 considers 

neither conference proceedings nor books (CWTS Leiden Ranking 2015 Methodology), thus it is not suitable for 

our study, since conference proceedings are very important publishing sources in the computer science discipline. 

The QS World University Rankings by Subject 2015 - Computer Science & Information Systems lists 400 

universities, while the ARWU-Computer Science 2015 lists 200 universities, and 165 of these are also on the QS 

ranking. Therefore, with an overlap of 82.5% with the ARWU ranking, and covering even more universities, the 

QS ranking was adopted in our work to identify the prestigious affiliations for the computer science discipline. 

We do not, however, conclude that the QS ranking system is better than other ranking systems. The evaluation of 

different university ranking systems is not the main focus of our paper, although there seems to be some 

similarities between the rankings, despite the different methodologies applied (Aguillo et al. 2010). 

In the present work, we refer to universities listed in the QS ranking as QS universities. Conversely, universities 

not listed in the QS ranking are referred to as non-QS universities. We thus define QS papers as papers which are 

affiliated with QS universities, and non-QS papers as papers which are affiliated with non-QS universities. A 

paper is said to be affiliated with a university, when the author of the paper is affiliated with this university. When 

there are multiple authors on a paper, the source affiliation of the paper is determined by the most prestigious 

affiliation of the first author. Note that in our work, the author’s affiliation as stated on the paper is considered 

rather than the current affiliation of the author. If a paper is cited by a QS paper, then the citation is defined as a 

QS citation, otherwise, the citation is a non-QS citation. A paper with a QS citation is defined as a QS-Ci paper, 

otherwise as a non-QS-Ci paper as it has no QS citation. A QS paper is not necessarily a QS-Ci paper and vice 

versa. These relationships are illustrated in Fig. 1. In addition, we define QS50 citations as citations from the top 

50 universities in the QS ranking, and a paper is referred to as a QS50-Ci paper if it has at least one QS50 citation. 

QS50-Ci papers are actually a subset of QS-Ci papers. For clarity, all the terms defined above are presented in 

Table 1. 

 

Fig. 1 Illustration of a QS citation and a non-QS citation 

 
3 http://www.shanghairanking.com. Accessed 25 September 2017. 
4 http://www.leidenranking.com. Accessed 25 September 2017. 
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Table 1 Definitions of terms 

Term  Definition 

QS university A university listed in the QS ranking 

Non-QS university A university not listed in the QS ranking 

QS paper A paper affiliated with a QS university 

Non-QS paper A paper affiliated with a non-QS university 

QS citation A citation sourced from a QS university 

Non-QS citation A citation sourced from a non-QS university 

QS-Ci paper A paper with at least one QS citation 

Non-QS-Ci paper A paper without any QS citation 

QS50 citation A citation sourced from one of the top 50 QS universities 

QS50-Ci paper A paper with at least one QS50 citation 

 

Data Retrieval 

We used the Microsoft Academic Graph (MAG), a massive scholarly dataset provided by Microsoft Research 

(Sinha et al. 2015). The dataset version used in this paper was released on 5th February 2016. We extracted all 

computer science related papers along with their authors, affiliations and citations. The QS universities were 

identified to recognize the QS citations. In addition, the Altmetric Attention Scores and other altmetrics of a set 

of papers were collected from Altmetric.com. Corresponding details are provided in the following sub-sections. 

Computer science paper retrieval 

In our work, the subjects to which the papers belong were determined by the publishing venues. Journal papers 

and conference papers were treated in the same way, since these two kinds of venues are both important in the 

computer science discipline. If a journal or a conference was considered to be in the area of computer science, the 

papers published in this journal or conference proceeding were regarded as computer science related papers. 

Hence, we collected the venue entries indexed in DBLP5, a bibliographic database which covers publications from 

major computer science journals and conference proceedings. Next, we made a mapping on titles of DBLP venue 

entries to the venue entries in MAG. A match indicated that the venue was recorded in DBLP and thus related to 

the computer science discipline. Other venue entries which had different record names in both sources required 

manual checking for further confirmation. Once all of the computer science venues in MAG were identified, the 

corresponding papers were retrieved accordingly. Finally, we acquired a total of 3,595,365 computer science 

papers published across 1,216 journals and 1,279 conference proceedings. 

QS university identification 

The QS World University Rankings by Subject 2015 - Computer Science & Information Systems6 was employed 

in this work. The ranking presents the best 400 universities in the list. A mapping on university names between 

university entries in MAG and the entries in the QS ranking was required. However, it was found in MAG, that a 

single university could be represented by several affiliation entries. For example, there are entries “harvard 

university” and “harvard medical school” in MAG, both of which should be mapped to “Harvard University” in 

the QS ranking. For some QS universities, too many related affiliation entries were found in MAG, thus we sorted 

the affiliation entries in MAG by the number of associated papers, and considered the entries with the most 

associated papers which jointly covered at least 90% of the total number of papers. For example, if a certain QS 

university has five relevant affiliation entries in MAG and the respective paper counts are 1000, 500, 100, 50 and 

10, then only the first two affiliation entries are considered. Using this method, we obtained 435 affiliation entries 

in MAG mapped to the 400 QS universities. 

 
5 http://dblp.uni-trier.de. Accessed 25 September 2017 
6 http://www.topuniversities.com/university-rankings/university-subject-rankings/2015/computer-science-

information-systems. Accessed 25 September 2017 
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Retrieval of Altmetric Attention Scores 

Altmetric.com tracks and analyses the online activities related to the research papers it indexes from a number of 

social media platforms such as Twitter and blogs (Costas et al. 2015). Based on the altmetrics (e.g., tweet counts, 

blog mentions) that Altmetric.com collects for the papers, an Altmetric Attention Score is assigned to each indexed 

paper. The Altmetric Attention Score is intended to measure the online influence of the paper and represents an 

aggregate value of the paper’s altmetrics. It reflects the popularity of the paper on the Internet. A higher Altmetric 

Attention Score indicates that the paper has received more social media attention (Erdt et al. 2016). Since 

Altmetric.com was founded in 2011, when the collection of altmetrics started in earnest, we retrieved Altmetric 

Attention Scores for the extracted computer science papers that were published in 2011 onward and which had at 

least one citation. On 18 December 2016, we finally obtained 66,000 papers for which Altmetric Attention Scores 

were available. The collected values of the Altmetric Attention Score ranged from 0 to 1858.568. Detailed 

altmetrics, such as tweet counts, were also fetched via the API. It is to be noted that the Altmetric Attention Score 

shown on the website is represented as an integer, but it could be in decimal form when fetched via the API 

provided by Altmetric.com.  

Experiments 

We conducted a series of experiments at paper, author, and journal levels to test the proposed hypotheses. 

Comparative experiments were designed in a manner that objects such as papers were allocated to different groups 

for observing the differences between groups, and thereby exploring the association between QS citations and the 

overall bibliometric and altmetric performance of the objects. Furthermore, a Mann-Whitney test was run after 

each comparison to verify the statistical significance of the result.  

Experiments for H1  

In order to test H1, we compared the citation counts between QS-Ci papers and non-QS-Ci papers. At first, we 

considered the latest recorded statuses of papers in the dataset and designed four scenarios to facilitate overall 

comparisons. Next, the age of the paper was also taken into account, so as to ensure that we compared papers of 

the same age. Finally, we studied the association between early citation counts and long-term citation counts for 

QS50-Ci papers, QS-Ci papers, and non-QS-Ci papers.  

The four comparative scenarios are illustrated in Fig. 2. In each scenario, papers were divided into two different 

groups and compared by citation counts. Papers without citations were excluded from the comparisons. In 

Scenario A, papers with citations were divided into QS-Ci papers and non-QS-Ci papers. Scenario B is the 

counterpart of Scenario A, in which papers with citations were divided into QS papers and non-QS papers. While 

Scenario A utilized the affiliations of citing papers to group papers, the affiliations of cited papers were used in 

Scenario B. In Scenarios C and D, QS papers and non-QS papers were respectively further subdivided into QS-

Ci papers and non-QS-Ci papers. 

 

Fig. 2 Illustration of four comparative scenarios for paper comparisons. 

Comparisons in the previous four scenarios were static, but since papers were published in different years, we 

made another analysis based on the age of a paper. At the nth year after publication (n = 1 to 5), papers were 



6 

 

classified into three groups: QS50-Ci papers, QS-Ci papers, and non-QS-Ci papers. For the group of non-QS-Ci 

papers, we also excluded papers without any citation. Citation performance, in terms of average citation counts 

and median of citation counts, was compared amongst the three groups of the same age.  

In addition, since early citations lay a foundation for the citation performance of papers and can be used to predict 

future citation counts (Yu et al. 2014, Stegehuis et al. 2015), we investigated the association between early citation 

counts and long-term citation counts for the three groups of papers: QS50-Ci papers, QS-Ci papers, and non-QS-

Ci papers. Citations received within four years after publication were considered as early citations. At the nth year 

after publication (n = 1 to 4), from the three groups of papers we selected the papers with the same range of citation 

counts. The ranges of early citations were 1 to 5 for the first year, 6 to 10 for the first two years, 11 to 15 for the 

first three years, and 16 to 20 for the first four years. The ranges were based on our assumption that papers 

obtaining such many citations at the particular age should be potentially of high quality, and thus a comparison 

on long-term citation counts amongst the papers is reasonable. We thus compared 5-year citation counts and 10-

year citation counts amongst the three groups of selected papers. Only papers published before 2005 were 

considered to ensure each paper had a 10-year citation window. 

Experiments for H2  

To test H2, we extended our analysis to author and journal levels. However, we considered the proportion of QS-

Ci papers rather than the absolute number of QS citations. For authors, since the H-index has been widely 

acknowledged as an author-level metric (Hirsch 2005, Malesios 2015), we explored its association to the 

proportion of QS-Ci papers in our experiments. For journals, the JIF could be regarded as the most frequently 

used metric (Garfield 2006), and thus the association between the JIF and the proportion of QS-Ci papers was 

investigated.  

We considered the authors who we had previously retrieved as having authored computer science papers, and 

ignored those who had published fewer than 5 papers or who had received zero citations. Thus, there were 206,271 

authors considered in the experiments. We extracted their papers not only from the discipline of computer science, 

but from all disciplines. The H-index values for the authors were firstly calculated. Next, for each author, we 

calculated the proportion of QS-Ci papers over all papers of that author. For example, assuming Author X had 

published 10 papers which included 3 QS-Ci papers and 7 non-QS-Ci papers, then the proportion of QS-Ci papers 

for Author X is 30%. We refer to this proportion as P-QS-Ci rate. The association between the H-index and P-

QS-Ci rate was explored by comparing the average P-QS-Ci rates amongst the authors grouped by different ranges 

of the H-index values. In addition, we also calculated the proportion of papers with at least one citation (including 

both QS and non-QS citations) for each author, and named this proportion P-Ci rate. Average P-Ci rates were 

compared amongst the author groups. Pearson and Spearman correlations were calculated between the H-index 

values and the P-QS-Ci rates, and P-Ci rates respectively. 

Inspired by the H-index, a set of the most influential papers of an author in terms of most citation counts can be 

identified as Hirsh core, or H-core (Burrell 2007). Papers in this core set are referred to as H-core papers and 

conversely the remaining papers are referred to as non-H-core papers. We further investigated the H-core papers 

by looking into the proportion of QS-Ci papers over H-core papers, which was intended to reveal how many H-

core papers had QS citations. For instance, if Author Y had 10 H-core papers, and 6 of these papers were QS-Ci 

papers, then the proportion of QS-Ci papers over H-core papers for Author Y is 60%. We compared the average 

proportions of QS-Ci papers between H-core papers and non-H-core papers. 

For the extracted computer science journals, we computed the 5-year JIF of 2010 by dividing the citation counts 

in 2010 by the total number of papers published in the five previous years, namely from 2005 to 20097. Journals 

with fewer than 50 papers during the 5 years were excluded. As a result, a total of 872 journals were considered. 

For each journal, we acquired a set of papers that were published between 2005 and 2009. In this set, we calculated 

the proportion of papers that received QS citations in 2010, and named it J-P-QS-Ci rate for that journal. For 

example, assuming Journal X published 100 papers between 2005 and 2009. In year 2010, out of 100 papers, 40 

papers received QS citations, so that the J-P-QS-Ci rate for Journal X is 40%. Average J-P-QS-Ci rates were taken 

into comparison amongst the groups of journals in different ranges of JIF. Pearson and Spearman correlations 

were calculated between the 5-year JIF and the J-P-QS-Ci rates. 

 
7 Calculation of five-year impact factor: http://wokinfo.com/essays/impact-factor/. Accessed 25 September 2017 
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We list the terms and paper groups used in the experiments in Table 2.  

Table 2 Definitions of paper groups and terms used in the experiments 

Group or Term  Definition of the group or term 

H-core paper A paper in the core set (Hirsh core) of the most influential papers of an author 

Non-H-core paper A paper not in the core set of the most influential papers of an author 

P-QS-Ci rate A proportion of QS-Ci papers over all papers of an author 

P-Ci rate A proportion of papers with at least one citation (including QS citation and non-QS citation) 

over all papers of an author 

J-P-QS-Ci rate A proportion of QS-Ci papers over all papers considered in the calculation of the JIF 

Experiments for H3  

For H3, the association between QS citations and altmetrics were investigated. The 66,000 papers, for which 

Altmetric Attention Scores and corresponding altmetrics such as tweet counts were collected, were classified as 

QS-Ci papers and non-QS-Ci papers for comparison. According to the fetched data, most of the papers had non-

null records of CiteULike counts, Mendeley counts, and tweet counts, thus we also compared the two types of 

papers based on these three metrics. Furthermore, as papers with high Altmetric Attention Scores attracted more 

attention, we compared the counts of the two types of papers in high score ranges.  

Results 

In this section, the results of different experiments testing the three research hypotheses are presented.  Mann-

Whitney tests were conducted for all comparisons to verify their statistical significance.  

Results for H1  

The paper groups were first compared by citation counts in the four scenarios, shown in boxplots in Fig. 3. It is 

observed in Fig. 3a for Scenario A, that QS-Ci papers (paper group A1) have considerably higher total citation 

counts than non-QS-Ci papers (paper group A2). In this case, the median of the citation counts of QS-Ci papers 

is 8, four times as large as that of non-QS-Ci papers. This difference was found to be statistically significant (p < 

0.01). In Fig. 3b for Scenario B, QS papers (paper group B1) have slightly higher total citation counts (with 5 as 

median) than non-QS papers (paper group B2) with a median of 4. While the difference between the two groups 

is relatively small, it was found to be statistically significant (p < 0.01). In the last two subfigures for Scenarios C 

and D (Fig. 3c and Fig. 3d), considerably higher total citation counts are consistently associated with QS-Ci papers, 

regardless of whether the papers were published by QS universities or not. The comparison results for both 

Scenarios C and D were found to be statistically significant (p < 0.01). 

Fig. 3 Boxplot of citation counts of different groups of papers in the four scenarios A, B, C, and D. For Scenario A: A1 is the 

group of QS-Ci papers (N=1,373,701), and A2 is the group of non-QS-Ci papers (N=803,167); for Scenario B: B1 is the group 
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of QS papers (N=709,766), and B2 is the group of non-QS papers (N=1,467,102); for Scenario C: C1 is the group of QS papers 

that are QS-Ci papers (N=537,969), C2 is the group of QS papers that are non-QS-Ci papers (N=171,797); for Scenario D: D1 

is the group of non-QS papers that are QS-Ci papers (N=835,732), and D2 is the group of non-QS papers that are non-QS-Ci 

papers (N=631,370). 

Table 3 shows the results of comparisons of citation counts amongst the three groups of papers that are at the 

same age. It can be observed that QS50-Ci papers consistently have the highest average total citation counts, 

followed by QS-Ci papers, while non-QS-Ci papers have the lowest average total citation counts. The same pattern 

is found in the comparison of the median total citation counts. Mann-Whitney tests verified that statistical 

significance (p < 0.01) was achieved in the comparisons between QS50-Ci and QS-Ci papers, QS50-Ci and non-

QS-Ci papers, and QS-Ci and non-QS-Ci papers for all age groups considered.  

Table 3 Citation performance (total citation counts) comparison amongst three paper groups of the same age 

Age of 

publication 

Group of papers Number of 

papers 

Mean of total citation 

counts 

Median of total 

citation counts 

1 year after 

publication 

QS50-Ci papers 214,942  5.67 3 

QS-Ci papers 556,945  4.12 2 

Non-QS-Ci papers 622,751  1.76 1 

2 years after 

publication 

QS50-Ci papers 332,591  8.82 5 

QS-Ci papers 808,808  6.1 3 

Non-QS-Ci papers 748,916  2.06 1 

3 years after 

publication 

QS50-Ci papers 414,439  15.9 9 

QS-Ci papers 964,641  10.76 6 

Non-QS-Ci papers 793,575  3.17 2 

4 years after 

publication 

QS50-Ci papers 472,496  29.44 16 

QS-Ci papers 1,065,637  19.84 11 

Non-QS-Ci papers 810,275  5.46 4 

5 years after 

publication 

QS50-Ci papers 513,955  55.81 30 

QS-Ci papers 1,133,269  37.64 20 

Non-QS-Ci papers 815,545  10.01 8 

In Table 4, long-term citation counts were compared amongst the three groups of papers, given that at the same 

age, papers in the three groups have the same range of early citation counts. As seen in Table 4, although the 

papers have comparable early citation counts, QS50-Ci papers grow to become the most influential papers in 

terms of 10-year citation counts, followed by QS-Ci papers. Non-QS-Ci papers show the weakest performance, 

though their 10-year citation counts are in fact not so low. The difference in 10-year citation counts between 

QS50-Ci papers and QS-Ci papers is small, while the difference between QS-Ci papers and non-QS-Ci papers is 

relatively large. For all age groups considered, we ran Mann-Whitney tests over the comparisons on both 5-year 

and 10-year citation counts between QS50-Ci and QS-Ci papers, QS50-Ci and non-QS-Ci papers, and QS-Ci 

and non-QS-Ci papers. The tests results indicated that all other comparisons were statistically significant at p < 

0.01, while the comparison of the 10-year citation counts between the QS50-Ci and QS-Ci papers at the age of 4 

years after publication was significant at p < 0.05 (p = 0.03). 

Table 4 Association between early and long-term citation counts for three paper groups of the same age 

Age of 

publication 

Range of early 

citation counts 

Group of papers Number of 

papers 

5-year citation counts 10-year citation counts 

Mean Median Mean Median 

1 year after 

publication 

1-5 QS50-Ci 61,944  11.26 8 21.77 12 

QS-Ci 162,061  9.78 7 18.79 10 

Non-QS-Ci 217,847  6.45 4 12.37 7 
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2 years after 

publication 

6-10 QS50-Ci 29,200  19.33 17 37.35 29 

QS-Ci 50,877  18.71 17 36.08 28 

Non-QS-Ci 9,096  16.14 14 29.77 23 

3 years after 

publication 

11-15 QS50-Ci 20,021  21.67 20 41.93 35 

QS-Ci 29,418  21.38 20 41.21 34 

Non-QS-Ci 2,053  19.73 18 35.78 29 

4 years after 

publication 

16-20 QS50-Ci 15,427  22.50 22 43.90 38 

QS-Ci 20,457  22.40 22 43.54 38 

Non-QS-Ci 769  21.20 21 36.34 32 

According to the results presented above, in a variety of comparisons, papers with QS citations tend to be 

associated with higher total citation counts than papers without QS citations. We thereby accept hypothesis H1. 

Results for H2 

H2 is concerned with QS citations at author and journal levels. Regarding the association between the H-index 

and the P-QS-Ci rate, it is observed in Table 5 that the P-QS-Ci rate tends to increase alongside the H-index. This 

would indicate that the P-QS-Ci rate shows a common growth trend with the H-index, and thus could be able to 

reflect the level of the H-index which an author could achieve. This is validated with medium to high significant 

correlations (Pearson correlation r = 0.45, Spearman correlation rho = 0.6, p < 0.01) between the H-index and the 

P-QS-Ci rate. For comparison, the P-Ci rates are also presented in Table 5. The correlation coefficients between 

the H-index and the P-Ci rate are however lower (r = 0.39, rho = 0.53, p < 0.01). In addition, as seen in Table 5, 

for authors with H-index higher than 5, their P-Ci rates are quite close, while their P-QS-Ci rates are more 

distinguishable. While the comparisons between all other author groups are statistically significant at p < 0.01, 

the comparisons between authors with the highest H-index and authors with H-index values ranging from 26 to 

30 (i.e., comparisons in the last two rows of Table 5) are statistically significant in terms of the average P-QS-Ci 

rate at p < 0.05 (p = 0.04), but not statistically significant for the average P-Ci rate (p = 0.05). 

Table 5 Average P-QS-Ci rates and average P-Ci rates for authors in different ranges of H-index 

Range of H-index Number of authors Average P-QS-Ci rate Average P-Ci rate 

1-5 155,771 42.53% 67.70% 

6-10 38,709 63.23% 81.46% 

11-15 8,067 66.30% 82.09% 

16-20 2,344 69.61% 83.30% 

21-25 840 72.33% 84.23% 

26-30 314 74.53% 85.60% 

30+ 226 76.32% 86.77% 

 

The associations amongst QS-Ci papers, H-core papers, and non-H-core papers are presented in Table 6, where 

the average proportions of QS-Ci papers in H-core papers are all higher than 80% for authors with H-index 

across different ranges, while the average proportions in non-H-core papers are much lower. This finding 

indicates that most H-core papers generally tend to be QS-Ci papers. It is to be noted that some authors did not 

have non-H-core papers, i.e., all of their papers had received enough citations to become H-core papers. Thus in 

Table 6, the number of authors with non-H-core papers is less than the number of authors with H-core papers for 

all ranges of the H-index. 
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Table 6 Average proportions of QS-Ci papers in H-core and non-H-core papers in different H-index ranges 

Range of H-

index 

H-core papers Non-H-core papers  

Number of authors 

with H-core papers  

Average proportion of 

QS-Ci papers in H-

core papers 

Number of authors with 

non-H-core papers 

Average proportion of QS-

Ci papers in non-H-core 

papers 

H-index > 0 206,271 80.37% 203,163 25.68% 

H-index ≥ 5 73,174 93.68% 70,066 39.14% 

H-index ≥ 10 15,216 98.37% 15,159 51.17% 

H-index ≥ 15 4,662 99.40% 4,659 57.99% 

For journals, the association between the JIF and the J-P-QS-Ci rate is presented in Table 7, where the ranges of 

the JIF were determined by quartiles. In Table 7, journals with a high JIF typically tend to have higher J-P-QS-Ci 

rates than journals with a low JIF. This comparison is found to be statistically significant according to Mann-

Whitney tests. A higher JIF means more citations were received by the papers published in the journal, and a 

higher J-P-QS-Ci rate means more QS-Ci papers were published by the journal, so this is consistent with the 

results for H1 above, which demonstrate that QS-Ci papers are associated with higher citation counts. The 

correlation between the JIF and the J-P-QS-Ci rate is also strong, with a Pearson correlation coefficient of 0.84 (p 

< 0.01) and a Spearman correlation coefficient of 0.94 (p < 0.01). 

Table 7 Average J-P-QS-Ci rates in different ranges of 2010’s Journal Impact Factor (JIF) 

Range of 2010’s JIF Number of journals  Average J-P-QS-Ci rate  

0 to 0.44 219 5.35% 

0.45 to 0.87 225 13.93% 

0.88 to 1.60 210 22.94% 

1.60+ 218 38.69% 

Based on the experimental results at the author and journal levels presented above, we can conclude that authors 

and journals with high proportions of QS-Ci papers are generally associated with high values of the H-index and 

the JIF respectively, thereby accepting H2. 

Results for H3     

Even though the relationship between bibliometrics and altmetrics is still under discussion in the research 

community (Bornmann 2015, Erdt et al. 2016), we found QS-Ci papers to be associated with higher values of 

altmetrics. Table 8 shows the altmetric performance of QS-Ci papers and non-QS-Ci papers. In the last two rows, 

we exclude papers with zero Altmetric Attention Scores. In general, QS-Ci papers outperform non-QS-Ci papers 

in terms of the aggregate Altmetric Attention Scores and other specific types of altmetrics, especially for Mendeley 

counts, where the average value for QS-Ci papers (28.52) is twice as high as that for non-QS-Ci papers (13.79). 

It is worth pointing out however, that when papers with zero Altmetric Attention Scores were included in the 

comparison, the differences in the average Altmetric Attention Score and average tweet count between QS-Ci 

papers and non-QS-Ci papers were not statistically significant (p > 0.05). When these papers were excluded, the 

differences in the average Altmetric Attention Score and average tweet count between QS-Ci papers and non-QS-

Ci papers were statistically significant (p < 0.01). This could be due to the fact that 56.64% (37,383 papers) of all 

the 66,000 papers have zero Altmetric Attention Scores. In Table 9, we can see that there were sufficiently more 

QS-Ci papers than non-QS-Ci papers when looking at the subgroups with Altmetric Attention Scores between 1 

and 5, 5 and 10, 10 and 20, and above 20. Therefore, we can accept H3, that papers with QS citations are associated 

with higher Altmetric Attention Scores than papers without QS citations. 

Table 8 Altmetrics performance across the groups of papers (total number of papers N=66,000) 

Paper group Number of papers  Avg. Altmetric 

Attention Score  

Avg. CiteULike 

count 

Avg. Mendeley 

count 

Avg. tweet 

count 
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QS-Ci papers 41,748 (63.25%) 1.98 0.79 28.52 2.18 

Non-QS-Ci papers 24,252 (36.75%) 1.73 0.43 13.79 1.82 

QS-Ci papers with 

Altmetric Attention 

Scores > 0 

17,791 (26.96%) 4.66 1.01 51.94 5.12 

Non-QS-Ci papers with 

Altmetric Attention 

Scores > 0 

10,826 (16.40%) 3.87 0.42 22.97 4.07 

 

Table 9 QS-Ci paper counts and non-QS-Ci paper counts for papers with different ranges of Altmetric Attention Scores 

Paper type With Altmetric 

Attention Score 

between 1 and 5 

With Altmetric 

Attention Score 

between 5 and 10  

With Altmetric 

Attention Score 

between 10 and 20 

With Altmetric 

Attention 

Score > 20 

QS-Ci papers 5,876 (63.69%) 1,690 (68.92%) 1,017 (68.35%) 683 (68.71%) 

Non-QS-Ci papers 3,350 (36.31%) 762 (31.08%) 471 (31.65%) 311 (31.29%) 

Total 9,226 2,452  1,488 994 

Conclusion 

In this paper, we studied citations sourced from top universities in the computer science discipline. Experimental 

results showed that QS-Ci papers were associated with higher total citation counts than non-QS-Ci papers, not 

only in the overall comparisons but also in the comparisons of papers of the same age. It was also found that if 

papers had early QS citations (QS citations received within four years after publication), they had considerably 

higher long-term citation counts (10-year citation counts), when compared to papers without early QS citations, 

given that both types of papers had similar numbers of early citations. We also performed experiments which 

explored the association between QS citations and the H-index for authors, and between QS citations and the JIF 

for journals. The results showed that if authors or journals had more QS-Ci papers, they had higher values of the 

H-index or the JIF. This was actually consistent with the comparative results at the paper level. In addition, the 

results also revealed that QS-Ci papers gained more attention on social media than non-QS-Ci papers, as QS-Ci 

papers were found to be associated with higher values of the Altmetric Attention Score, as well as higher values 

of other specific altmetrics, such as tweet counts. 

According to our experimental results, we can claim that prestigious citations could be effectively and efficiently 

identified through the source affiliations of the citing papers. Compared to other methods of measuring the prestige 

of citing papers proposed by previous studies, our approach has the following advantages. QS citations can be 

applied to both journal and conference papers, unlike the weighted citations (Yan and Ding 2010) which only 

consider journal papers. When the PageRank algorithm is employed (Bollen et al. 2006) to identify citations of 

more importance, it would require comparatively more computing resources to construct the paper network and 

calculate the PageRank scores. When important citations are identified based on whether the citing papers are 

highly cited papers (Ding and Cronin 2011), it takes time for citing papers to accumulate citations, but QS citations 

could be identified as soon as the citing papers are published.  

There are limitations to this study. We consider a paper as a QS-Ci paper even when it only has one QS citation. 

However, a paper with multiple QS citations could potentially be of better quality. In addition, once a non-QS-Ci 

paper receives its first QS citation, it turns into a QS-Ci paper. When a non-QS-Ci paper gets more and more 

citations, the possibility for it to become a QS-Ci paper increases as well. Consequently, the total citation count 

comparisons between QS-Ci papers and non-QS-Ci papers could be biased. Thus, a further detailed study on QS-

Ci papers and the dynamic process of non-QS-Ci papers becoming QS-Ci papers is required in the future. Other 

results, such as the one investigating early and long-term citations, however show that QS-Ci papers could be 

potentially more important. While the QS ranking was employed in this paper, it is reasonable to infer that similar 

experimental results would be obtained if prestigious citations were identified using other university rankings. 

However, another limitation of the study is that university rankings do not cover research centres established by 

influential industrial companies. One more concern could be raised on the timestamp associated with the 
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university rankings. If the rankings of different years are employed, there could be differences in the ranks of the 

universities, even though the universities listed remain relatively stable across the years. Furthermore, only the 

computer science discipline is considered in this study. 

In future studies, we plan to extend the exploration of QS citations to other disciplines. We also plan an in-depth 

investigation into QS-Ci papers, in order to have a better understanding of the relationship between QS citations 

and total citation counts. Based on such a study, we could develop an effective model to predict the future citation 

performance of papers and authors. Additionally, we could address the issue of identifying prestigious affiliations 

by proposing a more general framework, which would consider a wider range of research affiliations and factor 

in the time effect. 
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