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#### Abstract

Sponsored search auctions (SSAs) have attracted a lot of research attention in recent years and different equilibrium concepts have been studied in order to understand advertisers' bidding strategies. However, the assumption that advertisers are perfectly rational in these studies is unrealistic in the real world. In this work, we apply the quantal response equilibrium (QRE), which is powerful in modeling bounded rationality, to SSAs. Due to high computational complexity, existing methods for QRE computation have very poor scalability for SSAs. Through exploiting the structures of QRE for SSAs, this paper presents an efficient homotopy-based algorithm to compute the QRE for large-size SSAs, which features the following two novelties: 1) we represent the SSAs as an Action Graph Game (AGG) which can compute the expected utilities in polynomial time; 2) we further significantly reduce redundant calculations by leveraging the underlying relations between advertisers' utilities. We also develop an estimator to infer parameters of SSAs and fit the QRE model into a dataset from a commercial search engine. Our experimental results indicate that the algorithm can significantly improve the scalability of QRE computation for SSAs and the QRE model can describe the real-world bidding behaviors in a very accurate manner.


## 1 Introduction

Sponsored search has become a major monetization means for commercial search engines (e.g., Google, Yahoo! and Bing) and has shown great success [23, 29, 38]. When a user issues a query to a search engine, in addition to several relevant webpages, a set of selected advertisements will also be displayed on the search result page. To show his/her ad on the search result page, an advertiser (or bidder) is required to submit a bid for the query. Most of the time, there are many more advertisers bidding for the query than the number of available ad slots and the search engines need a mechanism to decide which ads should be shown on the result page, how to allocate the slots to the shown ads, and how to charge an advertiser if his/her ad is clicked by users.

Generalized Second Price (GSP) is the most popular mechanism used in sponsored search auctions (SSAs) and has attracted much research attention recently $[16,35,38,40]$. Among those studies, equilibrium analysis is a hot topic to understand advertisers' behaviors. Varian [45] studied the concept of symmetric Nash equilibrium for GSP auctions and proved its existence. Edelman et al. [15] defined a subset of Nash equilibria called locally envy-free equilibria which

[^0]are equivalent to the symmetric Nash equilibria. Borgers et al. [5] further proved the existence of multiple Nash equilibria in GSP auctions. The forward looking Nash equilibrium was studied in [7, 8].

A critical limitation of existing studies on equilibrium analysis is that they assume the full rationality of advertisers. That is, advertisers are very smart; they can find their optimal strategies and take optimal actions. In practice, an advertiser may fail in estimating his/her competitors' bidding strategies and therefore cannot take the "bestresponse" action [21, 46]. As a result, it is necessary to study the equilibrium for SSAs based on bounded rationality, which is the focus of this work.
In this paper, we introduce the quantal response equilibrium (QRE) [17, 20, 33, 34] into SSAs, which can deal with bounded rationality and has demonstrated very good performance in general normal form games (NFGs). Specifically, because of the limited information about the market and opponents in the real world, an advertiser cannot calculate his/her accurate utility, where the error is assumed to follow some distribution (e.g., the extreme value distribution [33, 34]) with a precision parameter (i.e., a measurement of a advertiser's rationality). Due to the disturbance of the errors, advertisers can only maximize their inaccurate utilities in each round of the auctions, which makes their outcome policies to form a QRE a mixed-strategy equilibrium in which strategies with higher utilities are more likely to be chosen than those with lower utilities, but the best one is not chosen with certainty. A higher precision parameter implies that the advertiser is more rational and hence can choose the better strategies with higher probabilities.

We focus on designing an algorithm for the search engine (or the auctioneer) to compute the $\mathrm{QRE}^{4}$ in SSAs, which can be used to capture advertisers' bidding behaviors. We show that the calculation of a QRE is equivalent to computing the fixed point of Browder's functions [6, 28, 42], the complexity of which is at least PPAD-complete $[10,11,37]$. We further formulate the problem as finding a solution of a continuous non-linear function. Basic Newton-type algorithms are usually locally convergent and work well only when we could provide a good starting point, which, however, is difficult to find in SSAs. To address this problem, we leverage the homotopy principle $[2,3,30]$, which has been used for equilibrium computation [18, 22, 39, 44]. Advantages of homotopy-based methods include their numerical stability and potential to be globally convergent. We noticed that Gambit [32] used a similar method to compute the QRE for NFGs, which, however, is very time-consuming and cannot be directly applied to large-size SSAs. To tackle this challenge, we leverage some nice properties of the SSAs (as compared to general N -

[^1]FGs), including the context-specific independence structure and the underlying relations between advertisers' utilities, to refine the computational procedure and significantly speed up the algorithm. The experimental results show that the improved homotopy algorithm can efficiently compute a QRE for SSAs in large sizes. We also investigate how to use the QRE model to infer the parameters, including the values and precisions of bidders and the click-through-rates (CTRs). We develop an estimating algorithm based on the commonly used Maximum Likelihood Estimation (MLE) principle [1, 26, 36]. Our experiments show that the QRE model fits the real data well.

To sum up, this paper makes two major contributions. First, we design an efficient homotopy-based algorithm to compute the QRE for large-size SSAs by utilizing the nice properties of SSAs. Second, we fit the QRE model into the real data and do extensive experiments to show that, comparing with Nash equilibria, the QRE is more practical since it can handle bidders' bounded rationality and model the real world in a very accurate manner.

The rest of this paper is organized as follows. In Section 2, we introduce the model of the GSP mechanism and then define the QRE for SSAs. The homotopy-based algorithm is proposed in Section 3, including the methods for significantly improving the efficiency of the algorithm. Section 4 gives the parameter estimation algorithm. Then we conduct extensive experiments in Section 5 to evaluate our algorithms. Conclusions are given in the last section.

## 2 Quantal Response Equilibrium

In this section, we first demonstrate our motivation of investigating the QRE for SSAs, following which we give some notations and assumptions and then define the QRE for SSAs.

### 2.1 Motivation

Given that GSP is not a dominant-strategy mechanism, Nash equilibrium solutions become an important means to understand how bidders behave in SSAs. While there exist quite a few Nash equilibrium concepts proposed and studied for SSAs, symmetric Nash equilibrium [45] and locally envy-free Nash equilibrium [15] are the most famous two: the former captures the notion that there should be no incentive for any pair of bidders to swap their slots, and the latter captures the notion that there should be no incentive for any bidder to exchange bids with the bidder ranked one position above him/her.

While those equilibrium concepts have many nice properties, a common limitation of them is that they assume the perfect rationality of bidders, i.e., bidders have perfect knowledge about their utilities and take optimal actions to maximize their utilities. However, the perfect rationality assumption is too good to be true in real-world SSAs. Therefore, a natural question arises: how can we weaken the perfect-rationality assumption and still obtain some meaningful solution concept for SSAs?
Observing that in real-world SSAs, an advertiser usually has uncertainty about his/her utility and is more likely to choose strategies with higher utilities instead of always choosing the best one. We introduce the quantal response equilibrium to model the bounded rationality of bidders in the following two subsections.

### 2.2 Notations and Assumptions

We focus on the GSP mechanism. Generally there are $N$ bidders competing for $K$ ad slots $(N \geq K)$. We use the symbol $[N]$ to represent the set $\{1,2, \ldots, N\}$. Let $v_{i}$ denote the private value of bidder
$i$, which expresses the maximum per-click price he/she is willing to pay, and the vector $v=\left(v_{1}, v_{2}, \ldots, v_{N}\right)$ represents the value profile of all bidders. We use $b_{i}$ to represent the bid submitted by $i$ to participate in the auction. $\theta_{i k}$ is the CTR of $i$ 's ad when placed at slot $k$, which is usually assumed to be the product of the ad CTR $\alpha_{i}$ and the slot CTR $\beta_{k}$ [38]. We use $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right)$ and $\beta=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{K}\right)$ to denote the profiles of ad and slot CTRs respectively. Following the common practice [38], without loss of generality, we assume

$$
\beta_{1} \geq \beta_{2} \geq \cdots \geq \beta_{K}
$$

In the GSP mechanism, bidders are ranked in the descending order of their ranking scores which is defined as

$$
s_{i}=\alpha_{i} b_{i}
$$

The top $k \leq K$ bidders whose scores are not less than the reserve price $r$ are allocated at the first $k$ slots. If an ad is clicked, the payment of the corresponding bidder is the minimum amount that maintains his/her current rank position.

### 2.3 Definition of QRE

Let $B_{i}$ denote advertiser $i$ 's bid space and $b_{i j}$ be the $j$-th minimal price in $B_{i}$. We define the score space of bidder $i$ as

$$
S_{i}=\left\{s_{i j} \mid s_{i j}=\alpha_{i} b_{i j}, j \in\left[\left|B_{i}\right|\right]\right\},
$$

where $\left|B_{i}\right|$ represents the size of $B_{i}$, and define the joint score space of all advertisers except $i$ as

$$
S_{-i}=\times_{l \in[N] \backslash\{i\}} S_{l}
$$

Then we have that

$$
\left|S_{i}\right|=\left|B_{i}\right|, \forall i \in[N] .
$$

Let $q_{i j}\left(s_{-i}\right)$ and $p_{i j}\left(s_{-i}\right)$ denote the slot allocated to and the payment of bidder $i$, given $s_{-i} \in S_{-i}$ and $s_{i j} \in S_{i}$. Then the utility of advertiser $i$ is

$$
u_{i j}\left(s_{-i}\right)=\left\{\begin{array}{l}
0, s_{i j}<r  \tag{1}\\
\left(v_{i}-p_{i j}\left(s_{-i}\right)\right) \alpha_{i} \beta_{q_{i j}\left(s_{-i}\right)}, \quad s_{i j} \geq r
\end{array}\right.
$$

Let $\sigma_{i}$ be $i$ 's mixed strategy over $B_{i}$ and $\sigma_{i j}$ denote the probability on $b_{i j}$. Similarly, we define $\sigma=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{N}\right)$ and $\sigma_{-i}=$ $\left(\sigma_{1}, \ldots, \sigma_{i-1}, \sigma_{i+1}, \ldots, \sigma_{N}\right)$. The expected utility of $i$ with $s_{i j}$, given $\sigma_{-i}$, is

$$
\begin{equation*}
\bar{u}_{i j}\left(\sigma_{-i}\right)=\sum_{s_{-i} \in S_{-i}} P\left(s_{-i} \mid \sigma_{-i}\right) u_{i j}\left(s_{-i}\right) \tag{2}
\end{equation*}
$$

where $P\left(s_{-i} \mid \sigma_{-i}\right)$ is the probability that the score profile of other bidders except $i$ is $s_{-i}$ given $\sigma_{-i}$. The quantal response $\pi_{i j}$ of bidder $i$ to others' mixed strategy profile $\sigma_{-i}$ is defined as ${ }^{5}$

$$
\pi_{i j}\left(\sigma_{-i}\right)=\frac{1}{\lambda_{i}} \cdot \frac{1}{\left|B_{i}\right|}+\left(1-\frac{1}{\lambda_{i}}\right) \frac{e^{\bar{u}_{i j}\left(\sigma_{-i}\right) \lambda_{i}}}{\sum_{k \in\left[\left|B_{i}\right|\right]} e^{\bar{u}_{i k}\left(\sigma_{-i}\right) \lambda_{i}}}
$$

[^2]\[

$$
\begin{equation*}
=\frac{1}{\lambda_{i}\left|B_{i}\right|}+\left(1-\frac{1}{\lambda_{i}}\right) \frac{1}{\sum_{k \in\left[\left|B_{i}\right|\right]} e^{\left(\bar{u}_{i k}\left(\sigma_{-i}\right)-\bar{u}_{i j}\left(\sigma_{-i}\right)\right) \lambda_{i}}}, \tag{3}
\end{equation*}
$$

\]

where $\lambda_{i} \in[1,+\infty)$ is the precision parameter of bidder $i$. We can easily verify that Eq. (3) is consistent with our expectation that better strategies are more likely to be chosen than worse ones. When $\lambda_{i}=1$, we have $\pi_{i j}\left(\sigma_{-i}\right)=\frac{1}{\left|B_{i}\right|}$, which means that $i$ uniformly chooses any strategy in $B_{i}$; and when $\lambda_{i} \mapsto+\infty$, the choice probability of the bid strategy with the highest expected utility approaches 1 . To sum up, $\lambda_{i}$ is a parameter to measure $i$ 's "rationality". That is, a larger $\lambda_{i}$ suggests that $i$ will choose the best strategy with a higher probability. We use the vector $\lambda=\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{N}\right)$ to denote the precision profile. A QRE [17, 33] is defined as follows.

Definition 1. A quantal response equilibrium with $\lambda$ is a mixed $s$ trategy profile $\sigma$ such that for all $i \in[N]$ and $j \in\left[\left|B_{i}\right|\right], \sigma_{i j}=$ $\pi_{i j}\left(\sigma_{-i}\right)$.

Definition 1 implies that a QRE strategy profile is a fixed point of Browder's functions [6]. Besides, the Nash equilibrium is a special case of the QRE with $\lambda_{i} \rightarrow+\infty$ for all $i \in[N]$.

## 3 Equilibrium Computation

In this section, we design an efficient homotopy-based algorithm to compute the QRE for SSAs. We first describe the algorithm and then show how to significantly speed it up by exploiting peculiarities of SSAs.

### 3.1 The Homotopy-based Algorithm

In this subsection, we discuss how to compute a QRE given $v, \lambda, \alpha$ and $\beta$. We define

$$
U=\sum_{i \in[N]}\left|B_{i}\right|
$$

and obtain a continuous function $F:[0,1]^{U} \mapsto[0,1]^{U}$ from Definition 1 as below:

$$
F_{i j}(\sigma)=\pi_{i j}\left(\sigma_{-i}\right)-\sigma_{i j}, \forall i \in[N], j \in\left[\left|B_{i}\right|\right] .
$$

Now we can see that computing a QRE of SSAs is equivalent to finding a zero point of the nonlinear function $F(\sigma)$. If a good starting point is available, we can directly apply Newton-style iteration methods. However, we have little information about such a good initial point. As pointed out by Allgower and Georg [2, 3], Newton-style iteration methods often fail because poor starting points are very likely to be chosen.

The basic idea of the homotopy is composed of two steps: given a problem we want to solve, first, define a problem with a unique easy-to-compute solution and then build a continuous transformation from the artificial problem into the original problem we want to solve; second, begin with the solution of the easy-to-solve problem and trace solutions of the associated problems of the transformation until finally the solution of the original problem is found.

To design a homotopy-based algorithm, our first step is to propose a degenerate problem which is easy solve. In particular, we can find a degenerated form of $F$ (denoted as $G$ ) by letting $\bar{u}_{i j}\left(\sigma_{-i}\right), \forall i \in[N]$ and $j \in\left[\left|B_{i}\right|\right]$, be zero:

$$
G_{i j}(\sigma)=\frac{1}{\left|B_{i}\right|}-\sigma_{i j}, i \in[N], j \in\left[\left|B_{i}\right|\right] .
$$

Obviously, $G(\sigma)$ has a unique zero point: $\sigma_{i j}=1 /\left|B_{i}\right|, \forall i \in$ $[N], j \in\left[\left|B_{i}\right|\right]$. Then we define a homotopy function $H:[0,1]^{U} \times$ $[0,1] \mapsto[0,1]^{U}$ between $F(\sigma)$ and $G(\sigma)$ as

$$
\begin{array}{r}
H_{i j}(\sigma, t)=\frac{1}{\lambda_{i}\left|B_{i}\right|}+\left(1-\frac{1}{\lambda_{i}}\right) R\left(\sigma_{-i}, t\right)^{-1}-\sigma_{i j} \\
R\left(\sigma_{-i}, t\right)=\sum_{k \in\left[\left|B_{i}\right|\right]} e^{\left(\bar{u}_{i k}\left(\sigma_{-i}\right)-\bar{u}_{i j}\left(\sigma_{-i}\right)\right) \lambda_{i} t},
\end{array}
$$

which is a continuous transformation from $H(\sigma, 0)=G(\sigma)$ to $H(\sigma, 1)=F(\sigma)$ as $t$ grows continuously from 0 to 1 .

We further define the solution set of $H(\sigma, t)=0$ as

$$
H^{-1}(0)=\{(\sigma, t) \mid H(\sigma, t)=0\} .
$$

It follows from Browder's fixed point theorem [6] that, for a given $t \in$ $[0,1]$, there is a $\sigma(t)$ such that $H(\sigma(t), t)=0$. From the definition of $H$ we know that $\sigma(0)$ and $\sigma(1)$ correspond to the zero point of $G(\sigma)$ and $F(\sigma)$ respectively. The remaining problem is to trace out a path consisting of $(\sigma(t), t) \in H^{-1}(0)$, which starts at $(\sigma(0), 0)$ and ends at $(\sigma(1), 1)$. Considering the possibility of the existence of turning points [27], increasing $t$ monotonically when tracing the path may lead to points far away from the path. A common practice to avoid the disturbance of turning points is to view the $\sigma$ and $t$ as functions of an implicit parameter $a$ simultaneously and to compute a parametric path

$$
c(a)=(\sigma(t(a)), t(a)),
$$

which satisfies

$$
\begin{equation*}
H(c(a))=0 . \tag{4}
\end{equation*}
$$

The method we use to trace the path is called predictor-corrector (PC) $[2,3]$, the basic idea of which is to numerically trace the path $c(a)$ by generating a sequence of points $c_{i}=(\sigma, t)_{i}, i=1,2, \ldots$ along the path satisfying $\left\|H\left(c_{i}\right)\right\| \leq \varepsilon$ for some $\varepsilon>0$. In particular, given that we have found a point $c_{i}$ on the path $c(a)$, an Euler predictor step is used to predict the next point $c_{i+1}$ on $c(a)$ :

$$
\begin{equation*}
c_{i+1}=c_{i}+\Delta \cdot \frac{\left.c^{\prime}(a)\right|_{c(a)=c_{i}}}{\left\|\left.c^{\prime}(a)\right|_{c(a)=c_{i}}\right\|}, \tag{5}
\end{equation*}
$$

where $c^{\prime}(a)$ is the derivative of $c(a)$ with respect to $a$ and $\Delta>$ 0 is the step length. Then a corrector phase is necessary to refine the accuracy of $c_{i+1}$. We make use of the Gauss-Newton method as presented below:

$$
\begin{equation*}
\widehat{c}_{i+1}=c_{i+1}-H^{\prime}\left(c_{i+1}\right)^{+} H\left(c_{i+1}\right), \tag{6}
\end{equation*}
$$

where $H^{\prime}\left(c_{i+1}\right)^{+}$is the Moore-Penrose inverse ${ }^{6}$ of the Jacobian matrix $H^{\prime}\left(c_{i+1}\right)$ of $H(\cdot)$ at point $c_{i+1}$, and $\widehat{c}_{i+1}$ is the refined point of $c_{i+1}$. If $\left\|H\left(\widehat{c}_{i+1}\right)\right\|>\varepsilon$, we will substitute $\widehat{c}_{i+1}$ into the right side of Eq. (6) to further refine it. The corrector procedure may be performed several times until we find the satisfactory point which will be used in the predictor phase to infer the next point. The PC method, starting with $(\sigma(0), 0)$, is applied step by step until $(\sigma(1), 1)$ is reached.

Now we discuss how to compute the derivative $c^{\prime}(a)$ in Eq. (5) and the Jacobian matrix $H^{\prime}\left(c_{i+1}\right)$ in Eq. (6). We first consider the calculation of $c^{\prime}(a)$. By differentiating Eq. (4) we get the following equation:

$$
\begin{equation*}
H^{\prime}(c(a)) c^{\prime}(a)=0 . \tag{7}
\end{equation*}
$$

[^3]The solution of Eq. (7) is

$$
\begin{equation*}
c_{d}^{\prime}(a)=\mu \cdot(-1)^{d} \cdot \operatorname{det}\left(H_{-d}^{\prime}(c(a))\right) \tag{8}
\end{equation*}
$$

where $c_{d}^{\prime}(a), d=1, \cdots, U+1$, denotes the $d$-th ${ }^{7}$ component of $c^{\prime}(a)$ and $H_{-d}^{\prime}(c(a))$ is $H^{\prime}(c(a))$ with the $d$-th column removed; $\operatorname{det}(\cdot)$ is the determinant operation; $\mu= \pm 1$ is the sign of $c^{\prime}(a)$ to be chosen. We know from Eq. (8) that once $H^{\prime}(c(a))$ is given, $c^{\prime}(a)$ can be obtained directly. Eq. (6) also involves computing $H^{\prime}(\cdot)$. So next we will concentrate on how to compute $H^{\prime}(\cdot)$. We use $\widetilde{u}_{i j}$ to represent $\bar{u}_{i j}\left(\sigma_{-i}\right) \lambda_{i}$ for simplicity in the remaining part of this paper. Since the function $H$ is a mapping from $[0,1]^{U} \times[0,1]$ to $[0,1]^{U}$, its Jacobian matrix contains $U \cdot(U+1)$ partial derivatives that can be divided into four cases:

Case 1. $i \in[N]$ and $j \in\left[\left|B_{i}\right|\right]$ :

$$
\frac{\partial H_{i j}}{\partial \sigma_{i j}}=-1
$$

Case 2. $i \in[N], j$ and $k \in\left[\left|B_{i}\right|\right], j \neq k$ :

$$
\frac{\partial H_{i j}}{\partial \sigma_{i k}}=0
$$

Case 3. $i$ and $l \in[N], j \in\left[\left|B_{i}\right|\right], m \in\left[\left|B_{l}\right|\right], i \neq l$ :

$$
\begin{array}{r}
\frac{\partial H_{i j}}{\partial \sigma_{l m}}=-\left(1-\frac{1}{\lambda_{i}}\right) R\left(\sigma_{-i}, t\right)^{-2} \frac{\partial R\left(\sigma_{-i}, t\right)}{\partial \sigma_{l m}} \\
\frac{\partial R\left(\sigma_{-i}, t\right)}{\partial \sigma_{l m}}=t e^{-\widetilde{u}_{i j} t} \sum_{k \in\left[\left|B_{i}\right|\right]} e^{\widetilde{u}_{i k} t}\left(\frac{\partial \widetilde{u}_{i k}}{\partial \sigma_{l m}}-\frac{\partial \widetilde{u}_{i j}}{\partial \sigma_{l m}}\right) ;
\end{array}
$$

Case 4. $i \in[N], j \in\left[\left|B_{i}\right|\right]$ :

$$
\begin{gathered}
\frac{\partial H_{i j}}{\partial t}=-\left(1-\frac{1}{\lambda_{i}}\right) R\left(\sigma_{-i}, t\right)^{-2} \frac{\partial R\left(\sigma_{-i}, t\right)}{\partial t} \\
\frac{\partial R\left(\sigma_{-i}, t\right)}{\partial t}=e^{-\widetilde{u}_{i j} t} \sum_{k \in\left[\left|B_{i}\right|\right]} e^{\widetilde{u}_{i k} t}\left(\widetilde{u}_{i k}-\widetilde{u}_{i j}\right) .
\end{gathered}
$$

We choose $\mu$ to ensure that the derivative of $t$ with respect to $a$, which corresponds to the $(U+1)$-th component in $c^{\prime}(a)$, is positive at $(\sigma(0), 0)$, i.e.,

$$
\mu \cdot(-1)^{U+1} \operatorname{det}\left(H_{-(U+1)}^{\prime}(\sigma(0), 0)\right)>0
$$

Substituting $t=0$ into this inequality and combining with cases 1-3, we get

$$
\mu \cdot(-1)^{U+1} \cdot(-1)^{U}=(-1)^{2 U+1} \mu>0
$$

which indicates that $\mu=-1$ at $(\sigma(0), 0)$.
By now we have discussed how to compute Eqs. (5) and (6). Then we can use the PC method to find the point $(\sigma(1), 1) \in H^{-1}(0)$ step by step, the convergence property of which is analyzed in $[2,3]$.

The complete process of our proposed method is summarized in Algorithm 1. In line 1 we assign $t$ with 0 and the starting point $c_{1}$ with $(\sigma(0), 0)$. Line 2 initializes $\Delta$ and $\epsilon$. Lines 3-8 use the PC method to generate a set of points $c_{i}, i=2,3, \ldots$ along the path until eventually the point $(\sigma(1), 1)$ is found. Line 4 is the Euler predictor step which computes the next point $c_{i+1}$ given $c_{i}$ according to Eq. (5). The Gauss-Newton corrector step is performed repeatedly in lines 56 to improve the accuracy of the point predicted in line 4 . The value of $t$ is updated in line 7 and the step length is adjusted in line 8 based on the Asymptotic Expansion method proposed in [2, 3]. The result is returned in line 10 .

[^4]```
Algorithm 1: Computing a QRE
\(t \leftarrow 0, c \leftarrow(\sigma(0), 0) ;\)
    initialize \(\Delta\) and \(\varepsilon\);
    while \(t \neq 1\) do
        \(c \leftarrow c+\Delta \cdot \frac{\left.c^{\prime}(a)\right|_{c(a)=c}}{\left\|\left(\left.c^{\prime}(a)\right|_{c(a)=c}\right)\right\|} ;\)
        while \(\|H(c)\|>\varepsilon\) do
            \(c \leftarrow c-H^{\prime}(c)^{+} H(c) ;\)
        \(t \leftarrow\) the last component of \(c\);
        Adjust the step length \(\Delta\);
    \((\sigma, t) \leftarrow c ;\)
    return \(\sigma\);
```


### 3.2 Efficient Computation for SSAs

Algorithm 1 indicates that we need to compute the Jacobian matrix $H^{\prime}(\cdot)$ at each predictor and corrector step when tracing the path. Thus the efficiency of calculating $H^{\prime}(\cdot)$ will significantly affect the scalability of the algorithm. In this subsection, we discuss how to reduce the complexity of Algorithm 1 through efficient calculation of $H^{\prime}(\cdot)$ by leveraging the properties of SSAs. First. we represent the SSAs as an Action Graph Game (AGG) [24, 25, 43] which can compute the components of $H^{\prime}(\cdot)$ in polynomial time, while general NFGs cost exponential time to calculate them. Second, we further significantly reduce redundant calculations based on the analyses of the relations between advertisers' utilities.

### 3.2.1 Representing SSAs as AGG

The elements in $H^{\prime}(\cdot)$ are classified into four cases as shown in Section 3.1, the last two cases of which involve computing $\widetilde{u}_{i j}$ and $\frac{\partial \widetilde{u}_{i j}}{\partial \sigma_{l m}}$. We can rewrite Eq. (2) as

$$
\begin{align*}
& \bar{u}_{i j}\left(\sigma_{-i}\right)=\sum_{m \in\left[\left|S_{l}\right|\right]} \sigma_{l m} \sum_{s_{-i l} \in S_{-i l}} P\left(s_{-i l} \mid \sigma_{-i l}\right) u_{i j}\left(s_{-i l}, s_{l m}\right) \\
& =\sum_{m \in\left[\left|S_{l}\right|\right]} \sigma_{l m} \frac{\partial \bar{u}_{i j}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}, \forall l \neq i, \tag{9}
\end{align*}
$$

where $S_{-i l}=\times_{i^{\prime} \in[N] \backslash\{i, l\}} S_{i^{\prime}}$ and $s_{-i l}$ is an element of $S_{-i l}$. So the main effort on calculating $H^{\prime}(\cdot)$ is to compute a set of partial derivatives, i.e.,

$$
D=\left\{\left.\frac{\partial \bar{u}_{i j}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}} \right\rvert\, i, l \in[N] ; l \neq i ; j \in\left[\left|B_{i}\right|\right] ; m \in\left[\left|B_{l}\right|\right]\right\} .
$$

We need to traverse the $\prod_{i^{\prime} \in[N] \backslash\{i, l\}}\left|B_{i^{\prime}}\right|$ realizations in $S_{-i l}$ to compute $\frac{\partial \bar{u}_{i j}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}$ if we view SSAs as general NFGs. Clearly, this traversal method (TM for short) is exponential, i.e., $O\left(M^{N}\right)$, where

$$
M=\max \left\{\left|B_{i^{\prime}}\right| \mid i^{\prime} \in[N]\right\}
$$

Fortunately, expected utilities in SSAs with GSP mechanism have many special properties that could be utilized to reduce the computational complexity. Here we take bidder $i$ with $s_{i j}$ and bidder $l$ with $s_{l m}$ as an example ( $s_{i j} \geq r$ ) and define

$$
I_{G}=\left\{n \mid s_{n}>s_{i j}, n \neq i\right\}
$$

Similarly, we further define

$$
I_{E}=\left\{n \mid s_{n}=s_{i j}, n \neq i\right\}
$$

and

$$
I_{L}=\left\{n \mid s_{n}<s_{i j}, n \neq i\right\}
$$

We assume the tie is broken randomly. It thus follows that:

1. When $\left|I_{G}\right| \geq K, i$ 's utility is zero.
2. When $\left|I_{G}\right|<K$ and $\left|I_{G}\right|+\left|I_{E}\right| \geq K$, bidder $i$ has a probability $\frac{1}{\left|I_{E}\right|+1}$ to be allocated at a slot ranging from $\left|I_{G}\right|+1$ to $K$ and his/her payment is $p_{i}=b_{i j}$. According to our assumption on the tie, $i$ ' utility in such case is

$$
\frac{1}{\left|I_{E}\right|+1}\left(v_{i}-b_{i j}\right) \sum_{k=\left|I_{G}\right|+1}^{K} \alpha_{i} \beta_{k} .
$$

3. When $\left|I_{G}\right|+\left|I_{E}\right|<K$, $i$ 's location will be any one from slot $\left|I_{G}\right|+1$ to slot $\left|I_{G}\right|+\left|I_{E}\right|+1$ with an identical probability $\frac{1}{\left|I_{E}\right|+1}$. His/her payment is $p_{i}=b_{i j}$ if ranked at the slot between $\left|I_{G}\right|+1$ and $\left|I_{G}\right|+\left|I_{E}\right|$. On the other hand, his/her payment is $p_{\max } / \alpha_{i}$ if allocated at slot $\left|I_{G}\right|+\left|I_{E}\right|+1$, where

$$
p_{\max }=\max \left\{r, s_{n} \mid n \in I_{L}\right\} .
$$

Bidder $i$ 's utility in this case is

$$
\frac{1}{\left|I_{E}\right|+1}\left(\left(v_{i}-b_{i j}\right) \sum_{k=\left|I_{G}\right|+1}^{\left|I_{G}\right|+\left|I_{E}\right|} \alpha_{i} \beta_{k}+\left(v_{i}-p_{\max }\right) \alpha_{i} \beta_{\left|I_{G}\right|+\left|I_{E}\right|+1}\right) .
$$

The above properties indicate that given bidder $i$ 's score $s_{i}=s_{i j}$, his/her utility only depends on $\left|I_{G}\right|,\left|I_{E}\right|$ and $p_{\text {max }}$, but not on who are in $I_{G}$ and $I_{E}$ or exactly what their bids are, and not on whose ranking score is $p_{\text {max }}$. That is SSAs have considerable contextspecific independence structure and can be represented compactly by an AGG. An action graph (AG) is a trie ${ }^{8}$, each leaf of which corresponds to a tuple $\left(\left|I_{G}\right|,\left|I_{E}\right|, p_{\max }\right)$. Specifically, when computing $\frac{\partial \bar{u}_{i j}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}$, because 1) we just consider the cases where $\left|I_{G}\right|<K$, 2) $\left|I_{E}\right| \leq N$, and 3) $p_{\max }$ has at most $N M$ different values, the AG has $O\left(K N^{2} M\right)$ leaves, which can be built in time $O\left(K N^{2} M N\right)=$ $O\left(K N^{3} M\right)$ by a dynamic program [24]. Compared with that of TM $\left(O\left(M^{N}\right)\right.$ ), it is a significant improvement.

### 3.2.2 Reducing Redundancy

The computation of the set $D$ with AGG involves two steps: 1) building the AGs and 2) calculating the partial derivatives based on these AGs. Intuitively, we need to apply the two procedures to each of the $N(N-1) M^{2}$ elements of $D$. Actually, we can significantly reduce the calculations by utilizing the properties of SSAs.

We first focus on the process of AG construction (i.e., step 1). The AG for $\frac{\partial \bar{u}_{i j}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}$ is built by a dynamic program which traverses the union set

$$
\left\{s_{n k} \mid n \in[N] \backslash\{i, l\}, k \in\left[\left|B_{n}\right|\right]\right\} \cup\left\{s_{l m}\right\},
$$

the first part of which is the same for all $m \in\left[\left|B_{l}\right|\right]$. Thus we can just build one trie with $\left\{s_{n k} \mid n \in[N] \backslash\{i, l\}, k \in\left[\left|B_{n}\right|\right]\right\}$, from which the AGs for $\frac{\partial \bar{u}_{i j}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}, \forall m \in\left[\left|B_{l}\right|\right]$, can be directly derived by further taking $s_{l m}$ into consideration. This observation implies that we can compute $D$ by building at most $N(N-1) M$ AGs. Next we show how to further refine step 1 based on the following propositions.

[^5]Proposition 1. For all $l \neq i, \frac{\partial \bar{u}_{i j}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}=0$ if $s_{i j}<r$.
This proposition is straightforward since Eq. (1) indicates that $u_{i j}\left(s_{-i l}, s_{l m}\right)=0$ if $s_{i j}<r$.

Proposition 2. For all $l \neq i$,

$$
\frac{\partial \bar{u}_{i j}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}=\frac{\partial \bar{u}_{i j+1}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}=\ldots=\frac{\partial \bar{u}_{i j+k}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}
$$

if there is no $s_{l^{\prime} m^{\prime}}, l^{\prime} \neq i$ and $m^{\prime} \in\left[\left|B_{l^{\prime}}\right|\right]$, satisfying $s_{i j} \leq s_{l^{\prime} m^{\prime}} \leq$ $s_{i j+k}$.

Proof. $I_{E}$ is empty under the assumption. Given $b_{-i l}$, bidders except $i$ are either in $I_{G}$ or in $I_{L}$ and will not change their positions when $i$ 's score changes from $s_{i j}$ to $s_{i j+n}, n \in[k]$. Then we have that, for all $s_{-i l} \in S_{-i l}, u_{i j}\left(s_{-i l}, s_{l m}\right)=u_{i j+n}\left(s_{-i l}, s_{l m}\right), \forall n \in[k]$, because they have the same $I_{G}, I_{E}$ and $I_{L}$. Taking expectation over $S_{-i l}$ completes the proof according to Eq. (9).

Proposition 3. For all $l \neq i$, the $A G s$ for $\frac{\partial \bar{u}_{i j}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}$ and $\frac{\partial \bar{u}_{l j}\left(\sigma_{-i}\right)}{\partial \sigma_{i m}}$ are the same if $S_{i}=S_{l}$.

Proof. Since the AG is indeed a trie, we only need to show that they have the same leaves. Given $s_{-i l} \in S_{-i l}$, because $s_{i j}=$ $s_{l j}$ and $s_{i m}=s_{l m}$, the profiles $s_{-i}=\left(s_{-i l}, s_{l m}\right)$ for $s_{i j}$ and $s_{-l}=\left(s_{-i l}, s_{i m}\right)$ for $s_{l j}$ can be mapped to the same tuple $\left(\left|I_{G}\right|,\left|I_{E}\right|, p_{\text {max }}\right)$. By traversing $S_{-i l}$ and considering that there is a one-to-one correspondence between the tuples and leaves, we prove the proposition.

Proposition 2 shows that if a subset $\left\{s_{i j}, s_{i j+1}, \ldots, s_{i j+k}\right\}$ of $S_{i}$ satisfies the constraint, then $\frac{\partial \bar{u}_{i j+1}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}, \ldots, \frac{\partial \bar{u}_{i j+k}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}$ can be obtained directly through $\frac{\partial \bar{u}_{i j}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}$ without building the AGs. Proposition 2 cannot be applied to the case where bidders have the same score space. By contrast, Proposition 3 is particularly useful for this case, which can reduce the number of AGs to $\frac{N(N-1) M}{2}$ in step 1 . The next proposition is used to speed up step 2.

Proposition 4. For all $l \neq i$,

$$
\begin{array}{r}
\frac{\partial \bar{u}_{i j}\left(\sigma_{-i}\right)}{\partial \sigma_{l m_{1}}}=\frac{\partial \bar{u}_{i j}\left(\sigma_{-i}\right)}{\partial \sigma_{l m_{2}}} \\
\text { if 1) } s_{l m_{1}}, s_{l m_{2}} \leq r \text { or 2) } s_{l m_{1}}, s_{l m_{2}}>s_{i j}
\end{array}
$$

Proof. Similar to the proof of Proposition 2, we just need to prove that for all $s_{-i l} \in S_{-i l}, u_{i j}\left(s_{-i l}, s_{l m_{1}}\right)=u_{i j}\left(s_{-i l}, s_{l m_{2}}\right)$, which is true due to the fact that $\left(s_{-i l}, s_{l m_{1}}\right)$ and $\left(s_{-i l}, s_{l m_{2}}\right)$ correspond to the same tuple $\left(\left|I_{G}\right|,\left|I_{E}\right|, p_{\max }\right)$ for $s_{i j}$ on each of the two conditions.

We use an example where bidders have the same score space to analyze the effects of Propositions 3 and 4 in step 2. We assume $r=0$ for ease of analysis. Given $i$ and $l$, we only need to compute $\frac{\partial \bar{u}_{i j}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}$ for $j<M$ and $m \leq j+1$, and $\frac{\partial \bar{u}_{i M}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}$ for $m \leq M$, because those for $j<M$ and $m>j+1$ are equal to $\frac{\partial \bar{u}_{i j}\left(\sigma_{-i}\right)}{\partial \sigma_{l j+1}}$ according to Proposition 4. Then the amount of components calculated with AGs is

$$
(2+3+\ldots+M+M)=\frac{M^{2}+3 M-2}{2}
$$

On the other hand, given $j$ and $m$, Proposition 3 implies that $\frac{\partial \bar{u}_{i j}\left(\sigma_{-i}\right)}{\partial \sigma_{l m}}$ and $\frac{\partial \bar{u}_{l j}\left(\sigma_{-i}\right)}{\partial \sigma_{i m}}$ as a pair can be computed simultaneously
with one AG. There are $\frac{N(N-1)}{2}$ such pairs. As a result, the number of calculations reduced in total is

$$
\begin{aligned}
& N(N-1) M^{2}-\frac{N(N-1)}{2} \frac{M^{2}+3 M-2}{2} \\
& >\frac{3}{4} N(N-1) M(M-1) .
\end{aligned}
$$

Since $D$ has $N(N-1) M^{2}$ elements, the efficiency for step 2 is improved by about $75 \%$.

## 4 Parameter Estimation

In this subsection, we propose an algorithm based on the principle of MLE and QRE to estimate $v, \alpha$ and $\beta$ of SSAs from real data. It is pointed out in [19] that the auctioneer itself can not accurately estimate the CTRs and it is not rare to get a $50 \%$ error. Our model provides an alternative way for the search engine to infer these parameters when they are unknown.

Given a QRE strategy $\sigma$, the logarithmic likelihood of the unknown parameters $v, \lambda, \alpha$ and $\beta$ is

$$
\begin{equation*}
L(v, \lambda, \alpha, \beta \mid \sigma)=\log \left(\prod_{i \in[N]} \prod_{j \in\left[\left|B_{i}\right|\right]} \pi_{i j}\left(\sigma_{-i}\right)^{\sigma_{i j}}\right) \tag{10}
\end{equation*}
$$

Then the parameters can be estimated by maximizing the likelihood as shown in the following optimization problem:

$$
\begin{gather*}
\max _{v, \lambda, \alpha, \beta} L(v, \lambda, \alpha, \beta \mid \sigma)  \tag{11}\\
\text { s.t. }\left\{\begin{array}{l}
v_{i} \geq 0, \forall i \in[N] \\
\lambda_{i} \geq 1, \forall i \in[N] ; \\
1>\beta_{s} \geq \beta_{s+1}>0, \forall s \in[K-1] \\
0<\alpha_{i}<1, \forall i \in[N]
\end{array}\right. \tag{12}
\end{gather*}
$$

However, $q_{i j}\left(s_{-i}\right)$ is not a continuous function of $\alpha_{i}, \forall i \in[N]$, nor are the utilities of bidders. As a result, the likelihood defined in Eq. (10) is not continuous with respect to $\alpha$.

To address the discontinuity of the likelihood function, we split the unknown parameters into two groups and sequentially optimize them: we treat $v, \lambda, \beta$ as a group and $\alpha$ as the other group; in each iteration, we first optimize $v, \lambda, \beta$ and then $\alpha$.

The function $L(v, \lambda, \alpha, \beta \mid \sigma)$ in Eq. (11) is continuous with respect to the parameters in the first group. We can learn a better set of $v, \lambda, \beta$ by solving the following sub optimization problem:

$$
\begin{gather*}
\max _{v, \lambda, \beta} L(v, \lambda, \alpha, \beta \mid \sigma)  \tag{13}\\
\text { s.t. }\left\{\begin{array}{l}
v_{i} \geq 0, \forall i \in[N] ; \\
\lambda_{i} \geq 1, \forall i \in[N] ; \\
1>\beta_{s} \geq \beta_{s+1}>0, \forall s \in[K-1]
\end{array}\right. \tag{14}
\end{gather*}
$$

Since the above optimization problem is non-convex, it is difficult to find the global maximum. We turn to find a set of local maxima with different starting points and then choose the best one to improve the possibility of reaching the global maximum of the sub problem.

As aforementioned, the likelihood function is not continuous with respect to $\alpha$. Here we do not optimize bidders' ad CTRs simultaneously. Instead, we deal with them one by one. Let us take the ad CTR $\alpha_{i}$ of bidder $i$ as an example and keep $\alpha_{j}, \forall j \neq i$ fixed. Given that all
the other parameters are fixed, it is easy to know that the likelihood has the following discontinuous points:

$$
\left\{\frac{\alpha_{j} b_{j}}{b_{i}} \left\lvert\, 0<\frac{\alpha_{j} b_{j}}{b_{i}}<1\right., j \in[N] \backslash\{i\}, b_{i} \in B_{i}, b_{j} \in B_{j}\right\}
$$

Then we can partition the feasible domain of $\alpha_{i}$ into several intervals where the likelihood function $L$ is continuous with respect to $\alpha_{i}$, and then by solving the optimization problem defined in Eq. (15) in each interval we can find a better $\alpha_{i}$ given all the other parameters:

$$
\begin{equation*}
\max _{\alpha_{i}} L(v, \lambda, \alpha, \beta \mid \sigma) \tag{15}
\end{equation*}
$$

s.t. $\alpha_{i}$ in the continuous interval.

Similarly, the above optimization problem is not convex. To avoid being tracked into a bad local maximum, we can also find a set of local maxima with different starting points and choose the best one.

```
Algorithm 2: Parameter estimation
    \(L^{*} \leftarrow-\infty\);
    Randomly generate an ad CTR profile \(\alpha\);
    while True do
        Fix \(\alpha\) and update \(v, \lambda, \beta\) by solving the problem shown in
        Eqs. (13) and (14);
        for \(i \leftarrow 1,2, \cdots, N\) do
            Fix \(\alpha_{j}, \forall j \neq i, v, \lambda, \beta\) and update \(\alpha_{i}\) by solving the sub
            problem as shown in Eq. (15) in each continuous
            interval;
        \(\hat{L} \leftarrow L(v, \lambda, \alpha, \beta \mid \sigma) ;\)
        if \(\hat{L}>L^{*}\) then
            \(L^{*} \leftarrow \hat{L} ;\)
        else return the learned parameters \(v, \lambda, \alpha, \beta\);
```

The complete procedure is presented in Algorithm 2. In line 1 we initialize the likelihood of the original optimization problem with negative infinity. Line 2 sets an initial $\alpha$. Lines 3-9 iteratively optimize the two groups of parameters. Line 4 fixes $\alpha$ and updates $(v, \lambda, \beta)$. Lines 5-6 fix $(v, \lambda, \beta)$ and update $\alpha$. Lines 7-10 control the optimization process: if we make progress in this iteration, we continue the optimization; otherwise, we return the latest parameters. Again, to avoid a bad local maximum, we run the algorithm for multiple times with different initial $\alpha$ 's in Line 2 and choose the best parameters as the final output in our experiments.

## 5 Experimental Evaluation

We conduct extensive experiments to evaluate the algorithms for QRE computation and parameter estimation.

### 5.1 Effectiveness of the Homotopy Algorithm

We first evaluate the runtime of the three different approaches for computing $D$ : TM, AGG, and AGG combined with our speed-up methods (AGGSU for short). The experiments are divided into two groups based on whether bidders have the same score space. In each group, we test the three methods with different game sizes where $N=5,6, \ldots, 20$ and $M=10,15,20$. In all the experiments, $\alpha, \beta$ and $B_{i}, \forall i \in[N]$, are sampled from uniform distributions with supports $(0.1,1)^{N},(0.1,1)^{K}$ and $(0, M)^{M}$ respectively. We let $K=\lfloor N / 2\rfloor$ and $v_{i}=\max _{b_{i} \in B_{i}} b_{i}, \forall i \in[N]$. The runtime for each method in each setting is averaged over 100 experiments. The
results are depicted in Figure 1 with logarithmic y-axis, where data greater than $10^{4}$ seconds are not displayed and the symbol "-S" ("-D") denotes the same (different) score space group. Since the runtimes for TM in the two groups are almost the same, we just plot the average of them.

We see from Figure 1 that the runtime of TM increases exponentially as $N$ grows. The $8 \times 10$ (i.e., $N=8, M=10$ ) game cannot be solved by TM within 1 hour. As a comparison, both AGG and AGGSU are much more efficient than TM. We observe that AGGSU-D (AGGSU-S) is about ten times faster than AGG-D (AGG-S), which confirms the efficiency of our speed-up methods proposed in Section 3.2.2. We further notice that AGGSU-S (AGG-S) always runs slower than AGGSU-D (AGG-D). That is because $I_{E}$ is almost an empty set for AGGSU-D (AGG-D) and thus its AGs have $O(K N M)$ leaves, while the AGs for AGGSU-S (AGG-S) contain $O\left(K N^{2} M\right)$ leaves. Overall, our AGGSU method performs the best in all the settings.

Next we evaluate the performance of Algorithm 1. The parameters of the experiments are generated as above and $\lambda$ is uniformly sampled from the support $(0,10)^{N}$. We do not assume the identical score space and the set $D$ is computed with AGGSU-D. The experiments are based on three different settings (game sizes). We use dynamic (Dy) and various fixed step lengths to test Algorithm 1. The results are depicted in Table 1, which shows the runtime of the algorithm in seconds (time), the number of Euler steps (\#E), and the averaged amount of Gauss-Newton steps (\#G) in one Euler step.

Table 1. Performance of Algorithm 1

|  | $N=10, M=5$ |  |  | $N=10, M=10$ |  |  | $N=15, M=10$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta$ | time | \#E | \#G | time | \#E | \#G | time | \#E | \#G |
| Dy | 0.55 | 5.10 | 2.40 | 5.66 | 8.00 | 2.44 | 19.5 | 5.42 | 2.38 |
| 0.1 | 1.92 | 26.0 | 0.73 | 18.6 | 47.0 | 0.76 | 82.1 | 29.1 | 0.68 |
| 0.3 | 0.85 | 10.9 | 1.03 | 8.58 | 18.1 | 1.05 | 37.8 | 11.2 | 1.03 |
| 0.5 | 0.82 | 7.45 | 1.71 | 7.67 | 12.3 | 1.83 | 33.0 | 8.03 | 1.37 |
| 0.7 | 0.81 | 6.76 | 2.40 | 7.68 | 10.7 | 2.32 | 26.8 | 5.45 | 2.44 |
| 0.9 | 0.82 | 5.44 | 2.60 | 7.92 | 8.12 | 3.56 | 30.1 | 4.96 | 2.75 |
| 1.1 | 0.85 | 4.34 | 3.25 | 10.8 | 10.2 | 3.91 | 37.7 | 5.02 | 3.03 |

We learn from Table 1 that larger step lengths usually lead to fewer Euler procedures, but more Gauss-Newton processes are needed to correct the zero point predicted in the Euler phase. The GaussNewton corrector often fails to converge when $\Delta \geq 1.3$, which implies that Newton-style methods cannot be directly used to compute the QRE. When $\Delta$ is small, the predicted zero points are often accurate enough and the corrector step is not needed, hence the averaged number of Gauss-Newton steps may be less than 1 . Another interesting finding is that the numbers of steps for the predictor and corrector phases do not increase with the game size. We can verify that, given the numbers of bidders $(N)$ and strategies $(M)$, the runtime of Algorithm 1 is positively correlated to the total amount of steps and the dynamic step length strategy outperforms those strategies with fixed step lengths. The results indicate that our algorithm can efficiently compute the QRE for large-size SSAs.

### 5.2 Evaluate the Estimation Algorithm

We first used Algorithm 2 to infer the parameters of the QREs computed in Section 5.1 and found that the estimated parameters are always equal to the generated ones, which verifies the effectiveness of Algorithm 2 in parameter estimation. Next we conduct experiments based on Yahoo's public data on advertising and market [14, 41, 47], which contain the information about advertisers' bids and ranks over

4 months. More than $89 \%$ of the queries ${ }^{9}$ in the dataset have less than 5 bidders. We find that bidders' information in many queries are very incomplete, i.e., there are only several records about a bidder over the 4 months. As in some related work like [13], we pick out 70 queries with almost complete information in the $\log$ (which do not include the queries containing just one bidder), and further remove the bidders who give a very high or very low bid and never make a change since these bidders will create singularity issues for the estimation and provide little information about bidders' behaviors.

We fit the QRE model into the processed dataset, in which the distribution of the number of bidders is shown in Table 2. Specifically, for each query, we first compute bidders' real mixed strategy profile $\sigma$ with the $\log$ file, then we use Algorithm 2 to infer parameters with the QRE model, next by substituting the estimated parameters into Eq. (3), we compute bidders' quantal responses $\pi_{i}$ for all $i \in[N]$. We first evaluate whether $\pi_{i}$ is equal to $\sigma_{i}, \forall i \in[N]$, for each query, i.e., whether advertisers' bidding strategies ( $\sigma$ ) form a QRE. To do this, we calculate the error $\frac{1}{\sum_{i \in[N]}\left|B_{i}\right|} \sum_{i \in[N], j \in\left|\left[B_{i}\right]\right|}\left|\pi_{i j}-\sigma_{i j}\right|$ for each query, based on which we compute the maximum, minimum and average of the errors over each of the four scenarios. The results are depicted in Table 2.

Table 2. Fitting Accuracy Evaluation

| scenario | No. of <br> bidders | distribution | maximum | minimum | average |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | $77.14 \%$ | 0.0732 | 0.0002 | 0.0373 |
| 2 | 4 | $15.71 \%$ | 0.0813 | 0.0002 | 0.0388 |
| 3 | 5 | $4.29 \%$ | 0.0922 | 0.0011 | 0.0432 |
| 4 | $\geq 6$ | $2.86 \%$ | 0.1078 | 0.0106 | 0.0592 |

We see from Table 2 that for some queries, the minimal errors are at the magnitude of $10^{-4}$, and on average the errors are less than 0.06 , which indicates that the QRE can model advertisers' behaviors in the real world well. In most cases, the worst-case errors are around 0.08 . Thus it is reasonable to assume that bidders were playing the QRE. Next, following the practice in [45], we use two specific queries to show details about the parameters estimated with QRE model and then make a comparison with the mixed strategy Nash equilibrium (MSNE) model ${ }^{10}$.

The parameters estimated with the QRE are depicted in Table 3, by substituting which into Eq. (3) we compute bidders' quantal responses $\left(\pi_{i}\right)$ and expected utilities $\left(\bar{u}_{i}\right)$, as shown in Tables 4 and 5. We see that better strategies are chosen with higher probabilities, which is consistent with the principle of QRE. We find that the quantal responses $\left(\pi_{i}\right)$ are very close to the real mixed strategies $\left(\sigma_{i}\right)$ in both tables, which implies that the QRE model can accurately describe bidders' bidding behaviors in the real world.

Table 3. Estimated parameters with QRE

| query | $i$ | $v_{i}$ | $\lambda_{i}$ | $\alpha_{i}$ | $\beta$ | $L^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 66.5 | 85 | .04 | .07 |  |
| 1 | 2 | 43.0 | 1078 | .03 | .06 | -3.2804 |
|  | 3 | 61.4 | 1602 | .03 | .05 |  |
|  | 1 | 6.00 | 6251 | .13 | .15 |  |
| 2 | 2 | 1.65 | 222 | .55 | .10 | -2.6098 |
|  | 3 | 5.67 | 4700 | .18 | .05 |  |
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Figure 1. Runtime of TM, AGG and AGGSU

Table 4. Strategies comparison for query 1

| $\sigma_{1}$ | $\pi_{1}$ | $\bar{u}_{1}$ | $\sigma_{2}$ | $\pi_{2}$ | $\bar{u}_{2}$ | $\sigma_{3}$ | $\pi_{3}$ | $\bar{u}_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| .1261 | .1239 | .1202 | .2975 | .2979 | .0479 | .2609 | .2607 | .0906 |
| .3025 | .3563 | .1328 | .5950 | .5948 | .0485 | .3565 | .3697 | .0908 |
| .4202 | .3714 | .1333 | .1074 | .1073 | .0469 | .3826 | .3697 | .0908 |
| .1513 | .1484 | .1224 |  |  |  |  |  |  |

Table 5. Strategies comparison for query 2

| $\sigma_{1}$ | $\pi_{1}$ | $\bar{u}_{1}$ | $\sigma_{2}$ | $\pi_{2}$ | $\bar{u}_{2}$ | $\sigma_{3}$ | $\pi_{3}$ | $\bar{u}_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| .2927 | .2682 | .0339 | .6897 | .6881 | .0633 | .0522 | .0524 | .0581 |
| .2439 | .2682 | .0339 | .1466 | .1040 | .0548 | .1304 | .1304 | .0583 |
| .4634 | .4635 | .0340 | .1207 | .1040 | .0548 | .8174 | .8172 | .0587 |
|  |  |  | .0431 | .1040 | .0548 |  |  |  |

We learn from Table 3 that bidders' precision parameters differ from each other significantly. Note that Eq. (3) implies that besides $\lambda_{i}$, the magnitude of the difference between bidder $i$ 's expected $u$ tilities has a strong impact on his/her quantal response. To see this impact, we take bidder 1 in query 2 for an example. We know from Table 3 that $\lambda_{1}=6251$ for query 2 , which seems to indicate that bidder 1 should be very rational because $\lambda_{1}$ is large. However, the quantal response $\pi_{1}=(.2682, .2682, .4635)$ for query 2 in Table 5 indicates that bidder 1 is not very rational since he/she does not choose the optimal strategy with very high probability. That is because the difference between the components of $\bar{u}_{1}$ is at the magnitude of $10^{-4}$, which reduces the effect of $\sum_{k \in\left[| | B_{1} \mid\right]} e^{\left(\bar{u}_{1 k}\left(\sigma_{-1}\right)-\bar{u}_{1 j}\left(\sigma_{-1}\right)\right) \lambda_{1}}$ in Eq. (3) even though $\lambda_{1}$ is at a magnitude of thousands.

Next we fit the MSNE into the dataset, where each player' expected utilities by choosing different pure strategies are the same. Hence we solve the following optimization problem with Algorithm 2:

$$
\begin{align*}
& \widetilde{L}(v, \alpha, \beta \mid \sigma)= \log \left(\prod_{i \in[N]} \prod_{j \in\left[\left|B_{i}\right|\right]}\left(\frac{\bar{u}_{i j}\left(\sigma_{-i}\right)}{\sum_{k \in\left[\left|B_{i}\right|\right]} \bar{u}_{i k}\left(\sigma_{-i}\right)}\right)^{\frac{1}{B_{i} \mid}}\right)  \tag{16}\\
& \text { s.t. }\left\{\begin{array}{l}
v_{i} \geq 0, \forall i \in[N] ; \\
1>\beta_{s} \geq \beta_{s+1}>0, \forall s \in[K-1] \\
0<\alpha_{i}<1, \forall i \in[N]
\end{array}\right. \tag{17}
\end{align*}
$$

which get its maximal value when

$$
\frac{\bar{u}_{i j}\left(\sigma_{-i}\right)}{\sum_{k \in\left[\left|B_{i}\right|\right]} \bar{u}_{i k}\left(\sigma_{-i}\right)}=\frac{1}{\left|B_{i}\right|}, \forall i \in[N], j \in\left[\left|B_{i}\right|\right]
$$

or equivalently, when

$$
\bar{u}_{i j}\left(\sigma_{-i}\right)=\bar{u}_{i k}\left(\sigma_{-i}\right), \forall i \in[N], j \in\left[\left|B_{i}\right|\right], k \in\left[\left|B_{i}\right|\right] .
$$

The estimated results are in Table 6. It shows that the maximal likelihoods of the queries with $\operatorname{MSNE}\left(\widetilde{L}^{*}\right)$ are less than those with

QRE ( $L^{*}$ ), which implies that QRE is more accurate than MSNE for modeling advertisers' pricing policies. We learn from the log that $B_{1}=\{10,15,20,30\}, B_{2}=\{10,20,25\}$ and $B_{3}=\{15,25,35\}$ for query 1 . The values estimated by QRE are all larger than bids, which is consistent with the experience that bidders usually do not overbid [21]. As a comparison, the values predicted by MSNE are not very reasonable. Besides, the estimated CTRs $\left(\theta_{i k}\right)$ of MSNE for query 1 are overly large, e.g., $\alpha_{1} \beta_{1}=0.42$ and $\alpha_{2} \beta_{1}=0.76$, while the CTRs in the real world are generally lower than $10 \%$. Furthermore, the log shows that the maximal bid in query 2 is not greater than 10 , while the estimated values are at the magnitude of $10^{6}$, which does not make sense. The slot CTRs ( $\beta$ ) estimated by MSNE for query 2 also seem strange since in the real world CTRs usually decrease from the top position to the bottom one. As a comparison, those estimated with QRE match the real world well. Overall, QRE can fit the real data much better than MSNE.

Table 6. Estimated parameters with MSNE

| query | $i$ | $v_{i}$ | $\alpha_{i}$ | $\beta$ | $\widetilde{L}^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 18.1 | .51 | .83 |  |
|  | 2 | 12.8 | .91 | .02 | -3.5835 |
|  | 3 | 112.2 | .16 | .02 |  |
| 2 | 1 | $8.4 \times 10^{6}$ | .02 | .07 |  |
|  | 2 | $4.8 \times 10^{6}$ | .05 | .07 | -4.7594 |
|  | 3 | $3.08 \times 10^{6}$ | .09 | .07 |  |

## 6 Conclusion

In this paper, we introduced the solution concept of QRE into SSAs to model the bounded rationality of advertisers' bidding behaviors. Along this line, we made two key technical contributions. First, we designed an efficient homotopy-based algorithm to compute the QRE for SSAs. By further utilizing the special structure of advertisers' expected utilities, we significantly improved the efficiency of our algorithm which can be applied to large-size SSAs. Second, we developed an estimation algorithm and fitted the QRE model into real data to infer values, precisions and CTRs of the SSAs. In addition, we conducted extensive experiments to evaluate the performance of our algorithms, which show that the proposed homotopy algorithm for computing QRE is very efficient and the QRE model can fit the real data much better than previous models.
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