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ABSTRACT
Financial trading is a crucial component of the markets, informed
by a multimodal information landscape encompassing news, prices,
and Kline charts, and encompasses diverse tasks such as quantita-
tive trading and high-frequency trading with various assets. While
advanced AI techniques like deep learning and reinforcement learn-
ing are extensively utilized in finance, their application in financial
trading tasks often faces challenges due to inadequate handling of
multimodal data and limited generalizability across various tasks.
To address these challenges, we present FinAgent1, a multimodal
foundational agent with tool augmentation for financial trading.
FinAgent’s market intelligence module processes a diverse range
of data—numerical, textual, and visual—to accurately analyze the
financial market. Its unique dual-level reflection module not only
enables rapid adaptation to market dynamics but also incorpo-
rates a diversified memory retrieval system, enhancing the agent’s
ability to learn from historical data and improve decision-making
processes. The agent’s emphasis on reasoning for actions fosters
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trust in its financial decisions. Moreover, FinAgent integrates es-
tablished trading strategies and expert insights, ensuring that its
trading approaches are both data-driven and rooted in sound fi-
nancial principles. With comprehensive experiments on 6 financial
datasets, including stocks and Crypto, FinAgent significantly out-
performs 12 state-of-the-art baselines in terms of 6 financial metrics
with over 36% average improvement on profit. Specifically, a 92.27%
return (a 84.39% relative improvement) is achieved on one dataset.
Notably, FinAgent is the first advanced multimodal foundation
agent designed for financial trading tasks.

CCS CONCEPTS
• Information systems→ Data mining; • Computing method-
ologies → Machine learning; • Applied computing → Elec-
tronic commerce.
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1 INTRODUCTION
Financial markets are essential for economic stability, facilitating
capital allocation and risk management. Financial trading systems,
developed from technical analysis strategies [9], enhance these
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Figure 1: Overview of FinAgent.

markets by enabling efficient trading. Rule-based trading systems
are rigid and struggle to adapt to market volatility, often resulting
in underperformance in evolving markets. Reinforcement learning-
based systems[2] demonstrate enhanced adaptability but encounter
substantial obstacles, such as the need for extensive training data
and the inexplainability of decision-making processes. Additionally,
they struggle with generalizing across diverse market conditions,
are sensitive to market noise, and often fail to integrate multi-
modal market intelligence like news and reports into their analysis.
The financial trading landscape demands more advanced machine-
learning methods to address complex market dynamics, seeking to
move beyond the limitations of rule-based and RL methods.

Recently, Large Language Models (LLMs) have showcased their
potential in a range of decision-making tasks when applied in AI
agents [28, 35, 43, 57], marking a significant expansion beyond
natural language processing into more complex, task-specific func-
tions. This advancement includes the integration of memory and
planning modules, which enable these agents to adapt within dy-
namic environments, akin to human cognitive processes. This evo-
lution has been further pushed by the advent of multimodal LLMs
like GPT-4V [26], which enhances the capabilities of LLMs by pro-
cessing both textual and visual data. Moreover, the integration of
tool-augmented models like Toolformer [33] empowers LLMs to
utilize external tools, thus elevating their decision-making abilities
in complex scenarios. This combination of adaptability and en-
hanced processing capabilities offers new possibilities in fields such
as fintech, where nuanced analysis and adaptation are important.

LLMs have demonstrated remarkable capabilities in analyzing
and interpreting financial data, as evidenced by developments like
BloombergGPT [48], and FinGPT [50]. However, there is a natural
gap between QA tasks and sequential decision-making in trading.
Although FinMEM [56] is an LLM trading agent with a human-
aligned memory mechanism and character design, the full capa-
bilities of LLMs as comprehensive autonomous trading systems
remain underexplored, particularly in their ability to interpret mul-
timodal data and utilize diverse tools. The challenges in navigating
the complexities of financial markets are identified as follows:
• Ch1: Insufficient Multimodal Data Processing Ability. Pro-
cessing numerical, textual, and visual market intelligence data
significantly requires advanced analytical methods to extract key
insights and predict market trends.

• Ch2: Imprecise information retrieval. Mixing retrieval with
main tasks and relying on brief summaries causes imprecise
searches, introducing irrelevant data and reducing performance.

• Ch3: Adaptability in Rapidly Evolving Markets. Financial
trading requires the ability to quickly adapt to fluctuating market
conditions. Traditional methods often fall short, highlighting the
necessity for models capable of responding to real-time data and
adjusting strategies according to historical market trends.

• Ch4: Integration of Domain Knowledge. Current models
often struggle to integrate established methods such as expert
guidance and advanced trading tools effectively, leading to a
decline in both the effectiveness and depth of market analysis.

• Ch5. Reasoning for Actions. The black-box nature of many so-
phisticated AI models, directly giving results of decisions without
providing the reasoning process.

To address the challenges of adapting the multimodal LLMs
to the dynamic and information-rich financial trading tasks, we
present FinAgent, a multimodal foundation agent that integrates
both textual and visual information for a comprehensive analysis
of market dynamics and historical trading patterns. Specifically,
FinAgent’s market intelligence module processes multimodal data,
such as numerical, textual, and visual, to provide precise analysis
of financial market trends, offering insights for future trading tasks
(Ch1). A uniquely designed dual-level reflection module is devel-
oped, capable of not only rapidly adapting to market dynamics but
also enhancing the agent’s ability to learn from historical data and
improve its decision-making process (Ch2). FinAgent introduces
a diversified memory retrieval system for the market intelligence
and reflection modules, separating trading and retrieval tasks to
enhance focus on their specific functions and minimize noise in the
results (Ch3). Finally, the decision-making module incorporates
expert knowledge, comprising both supplementary expert guid-
ance and auxiliary expert strategies, to guide the agent’s decisions.
This emphasis on providing reasoned explanations for actions fos-
ters trust in its financial decisions (Ch4 & Ch5). Specifically, our
contributions are four-fold:

• We introduce the market intelligence module, which is able to
extract key insights from multimodal datasets encompassing
asset prices, visual representations, news, and expert analyses,
offering a multifaceted view across various markets.

• We not only generate summaries for trading tasks but also pro-
vide query fields for retrieval tasks. These query texts include
different retrieval types, tailored to enable focused retrieval of
specific types of information.

• Our duel-level reflection module combines a low-level reflection
that analyzes market price movement for insights, while the high-
level reflection assesses past trading decisions for improvement,
emulating the learning process in decision-making.

• We employ a suite of tools in FinAgent, including expert guid-
ance and technical indicator-based advanced trading strategies,
to infuse domain knowledge in financial trading.

With comprehensive experiments on 6 financial datasets, including
stocks and Crypto, FinAgent significantly outperforms 12 state-
of-the-art baselines in terms of 6 financial metrics with over 36%
average improvement on profit. Specifically, a 92.27% return (a
84.39% relative improvement) is achieved on one dataset. Notably,
FinAgent is the first advanced multimodal foundation agent de-
signed for financial trading tasks.

2 RELATEDWORK
2.1 LLM Agents for Decision Making
The field of artificial intelligence and natural language processing
has reached a significant milestone with the emergence of LLMs
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Table 1: Comparison of FinAgent versus trading strategies and LLM agents. Brief introduction can be found in Section 5.3.

Method Market Intelligence Tool Use Inference & Extension
News Reports Price Visual Data Info Tools Preference Training Scheme Planning Explainability Generalization

Rule-based ✗ ✗ ✓ ✗ ✗ ✗ ✗ Hyper-parameter Tuning Myopic - Single trading task
RL method ✗ ✗ ✓ ✗ ✗ ✗ ✗ Model training Sequential ✗ Single trading task
FinGPT ✓ ✗ ✓ ✗ ✗ ✗ ✗ LLM Fine-tuning Myopic ✓ Limited trading tasks
FinMem ✓ ✓ ✓ ✗ ✗ ✗ ✓ Reflection Myopic ✓ Multiple trading tasks
FinAgent ✓ ✓ ✓ ✓ ✓ ✓ ✓ Reflection Sequential ✓ Multiple trading tasks

like ChatGPT [24] and GPT-4 [25]. BloombergGPT [48] introduced
the first LLM in the finance domain, combining financial and text
data, but without public access. FinGPT [50] proposed the first
open-source finance LLMs, incorporating reinforcement learning
with human feedback.

While LLMs achieve impressive performance in NLP tasks [5, 42],
more works explored the capability of LLMs to function not just as
language processors but as agents capable of performing complex
tasks. Initiatives like AutoGPT [51] and MetaGPT [12], Voyager
[43], and AI agents [28, 35] expand LLMs’ capabilities to complex
tasks involving reasoning and collaboration, significantly advanc-
ing technology and impacting daily life. FinMEM [56] presents an
LLM agent with a human-aligned memory mechanism and charac-
ter design for automated trading.

Recently, there has been growing interest in enhancing LLM
agents with external tools and modular methods as AI agents.
Tool-augmented Language Models (TALM) [22, 27, 33, 41] have
been evaluated through recent benchmarks, such as ScienceQA and
TabMWP [4, 17, 18, 20, 36, 46], designed to assess their ability to
tackle intricate reasoning challenges, particularly those requiring
the use of external tools. These improvements enable LLMs to re-
trieve current information through web searches [22] and to apply
specialized knowledge from external sources [55].

However, a major limitation of LLM agents is their dependence
on text-based information, which limits their perception and inter-
action with the environment. Introducing models equipped with
vision capabilities, such as the latest iteration of GPT-4V [26], marks
a pivotal breakthrough. There has also been the emergence of mul-
timodal agents [19, 53, 57] utilizing the visual capabilities of mul-
timodal large language models to perform tasks previously un-
achievable by text-only agents. Most existing LLMs in finance focus
on NLP tasks, and their potential in trading is not fully explored.
FinAgent is a multi-modal, tool-augmented LLM foundation agent
for financial trading to bridge the gap.

2.2 AI for Financial Trading
AI techniques have been widely used in various financial trading
tasks. RNN-based such as GRU [23] and LSTM [44] models are
popular for stock prediction since they are specifically designed to
capture temporal patterns in sequential data. Another direction of
work employs graph-based DL models to model pair-wise relations
between stocks. For instance, Feng et al. [10] enhance graph convo-
lutional networks (GCNs) with temporal convolutions for mining
inter-stock relations. Sawhney et al. [30] focus on stock industry
data and links between company CEOs. Tree-based models [14]
also achieve robust performance. Xu and Cohen [49] propose a

variational autoencoder architecture to extract latent information
from tweets. Chen et al. [3] enhance trading strategy design with
the investment behaviors of professional fund managers. Other
data sources such as economics news [13] and earning calls [31]
are also used to improve the prediction performance. Sun et al. [40]
introduce a novel three-stage ensemble learning method. Reinforce-
ment learning [39] has achieved success in finance with algorithms,
platform [38], and evaluation toolkits [37]. However, most of these
methods are hindered by their focus on price data and limited gen-
eralization, necessitating advanced techniques that can integrate
multimodal intelligence and navigate complex market dynamics.

3 PROBLEM FORMULATION
We first introduce the Markov Decision Process (MDP) formulation
of financial trading. Later on, we provide the formal formulation
of FinAgent, which integrates LLMs into the RL pipeline to enable
flexible reasoning and decision-making in financial trading.

3.1 Financial Trading as MDP
A financial trading task involves sequentially making investment
decisions (e.g., buy/sell stocks) to maximize total profit under cer-
tain risk tolerance [39]. We formulate it as an MDP under a classic
RL scenario following [15, 38], where an agent (investor) interacts
with an environment (the financial market) to make actions (invest-
ment decisions) at discrete time to earn rewards (profits). The MDP
is constructed by a 5-tuple (S,A,T , 𝑅,𝛾). Specifically, S is a finite
set of states.A is a finite set of actions. The state transition function
T : S×A×S → [0, 1] encapsulates transition probabilities between
states based on chosen actions. The reward function 𝑅 : S×A → 𝑅

quantifies the immediate reward of taking an action in a state. The
discount factor is 𝛾 ∈ [0, 1). A policy 𝜋 : S × A → [0, 1] assigns
each state 𝑠 ∈ S a distribution over actions, where 𝑎 ∈ A has prob-
ability 𝜋 (𝑎 |𝑠). During training, the agent is in charge of making
investment decisions at each time step through one whole trading
period and tries to learn an optimal policy (investment strategy)
that maximizes the expected sum of discounted reward (overall
profit): 𝜋𝜃 ∗ = argmax𝜋𝜃 E𝜋𝜃 [

∑𝑇
𝑖=0 𝛾

𝑖𝑟𝑡+𝑖 |𝑠𝑡 = 𝑠].
Specifically, we focus on single asset (e.g., stock or Crypto) trad-

ing. A state represents RL agents’ perception on the financial mar-
ket based on price information, limited order book [29], technical
indicators, trend prediction [54], financial news [32], experts’ in-
vestment behaviors [8] and overall market status [47]. The action
space includes three choices to buy, sell or hold the asset [7, 16]. The
reward function leverages the change of market capitals (earned/lost
money) [16] with consideration of commission fee [38, 45].
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3.2 Problem Formulation
We further integrate multimodal LLMs into the RL framework
[6], enabling the flexible definition of the reasoning processes. In
FinAgent formulation, we focus on the necessity of defining, learn-
ing, and applying these processes independently. We extend the
classic RL optimization problem for FinAgent as follows:

𝜋𝜃∗ = argmax
𝜋𝜃

E𝜋𝜃

[∑︁𝑇

𝑖=0
𝛾𝑖𝑟𝑡+𝑖 |𝑠𝑡 = 𝑠, 𝜇𝑡 = 𝜇

]
, (1)

where 𝑟𝑡 is the reward at the time step 𝑡 that depends on the envi-
ronmental state 𝑠𝑡 and action 𝑎𝑡 . 𝜇 (·) are specialized modules that
encapsulate beneficial internal reasoning processes. Note that a
state contains multimodal information including textual, numerical,
and visual data. Faced with a task 𝜆 and equipped with a memory
𝑀𝑒𝑚𝜆𝑡 and a tool 𝑇𝑜𝑜𝑙𝜆𝑡 , FinAgent acting as the multimodal LLM
agent, determines its action 𝑎𝑡 through the following process:

𝜋FinAgent (𝑎𝑡 |𝑠𝑡 , 𝜇𝑡 ) ≡ D𝜆
(
𝐿𝐿𝑀

(
𝜙𝜆
𝐷 (𝑠𝑡 , 𝜇𝑡 )

))
𝜇𝑡 = 𝜇 (𝑠𝑡 , 𝑀𝑒𝑚𝜆

𝑡 ,𝑇𝑜𝑜𝑙
𝜆
𝑡 )

(2)

where 𝜙 (·) is a task-relevant prompt generator. The prompt is then
passed to a multimodal LLM, fromwhich a response is generated. Fi-
nally, the response is parsed through the task-specific action parsing
function D𝜆 (·) to perform compatible actions in the environment.

FinAgent is a multimodal LLMs agent in this framework specif-
ically designed for financial trading, which contains five core mod-
ules, namely market intelligence module (M), memory module
(Mem), low-level reflection module (L), high-level reflection module
(H ) and decision-making module (D). We can define the 𝜇𝑡 and
other modules as follows:

𝜇𝑡 = 𝜇 (𝑠𝑡 , 𝑀𝑒𝑚𝜆
𝑡 ,𝑇𝑜𝑜𝑙

𝜆
𝑡 ) = 𝜇 (𝑀𝜆

𝑡 , 𝐿
𝜆
𝑡 , 𝐻

𝜆
𝑡 ,𝑇𝑜𝑜𝑙

𝜆
𝑡 )

𝑀𝜆
𝑡 = 𝐿𝐿𝑀 (𝜙𝜆

𝑀 (𝑠𝑡 , 𝑀𝑒𝑚𝑀,𝜆
𝑡 ) )

𝐿𝜆𝑡 = 𝐿𝐿𝑀 (𝜙𝜆
𝐿 (𝑀

𝜆
𝑡 , 𝐾𝐶𝑡 , 𝑀𝑒𝑚

𝐿,𝜆
𝑡 ) )

𝐻𝜆
𝑡 = 𝐿𝐿𝑀 (𝜙𝜆

𝐻 (𝑀𝜆
𝑡 ,𝑇𝐶𝑡 , 𝑀𝑒𝑚

𝐻,𝜆
𝑡 ) ),

(3)

where 𝑀 , 𝑀𝑒𝑚, 𝐿, 𝐻 , 𝐷 correspond to each module respectively,
𝑀𝑒𝑚∗,𝜆 denotes the memory of𝑀 , 𝐿, and 𝐻 . 𝐾𝐶 and 𝑇𝐶 represent
the Kline chart and Trading chart. 𝜙𝜆∗ denotes the prompt generator
corresponding to each module associated with task 𝜆.

Therefore, with the integration of memory mechanism, aug-
mented tools, and several designed modules, the overall objective
of FinAgent is to find policies as described in Eq. (2) to optimize
total discounted returns:

𝜋∗
FinAgent = arg max

𝜋 ( ·),𝝁 ( ·)
E𝜋

[∑︁𝑇

𝑖=0
𝛾𝑖𝑟𝑡+𝑖 |𝑠𝑡 = 𝑠, 𝜇𝑡 = 𝜇

]
s.t. 𝜋 (𝑎𝑡 |𝑠𝑡 , 𝜇𝑡 ) = D𝜆

(
𝐿𝐿𝑀

(
𝜙𝜆
𝐷 (𝑠𝑡 , 𝜇𝑡 )

))
𝑤𝑖𝑡ℎ 𝐸𝑞.(3) ∀𝑡 .

(4)

4 FINAGENT FRAMEWORK
As shown in Figure 3, the FinAgent framework comprises five
core modules. Specifically, the market intelligence module (§4.1) is
responsible for collecting, collating, summarizing, and analyzing
market information, which includes daily updates on stock news,
prices, and monthly and quarterly financial reports. The low-level
reflection module (§4.3) establishes the inherent correlation be-
tween market intelligence and price changes. And the high-level
reflection module (§4.3) involves reflecting on market conditions,
price changes, and other factors in the context of outcomes from
past trading decisions, which aims to derive insights from previous
experiences and identify potential improvement in profitability by

assessing the efficacy of historical decisions and offering recom-
mendations for future decision-making processes. The primary role
of the memory module (§4.2) is to support the aforementioned
three modules by offering storage capabilities and vector retrieve
functions. The tool-augmented decision-making module (§4.4) in-
tegrates the aforementioned information, along with augmented
tools and trader preferences, to make final investment decisions
with a comprehensive analysis.

4.1 Market Intelligence Module
To make profitable investment decisions, it is beneficial to collect,
summarize, analyze, and extract key insights from various multi-
modal financial data sources. We design the market intelligence
module to achieve this goal. Market intelligence typically involves
daily data about the macro environment, current market conditions
or investors’ sentiments that inform investment and trading deci-
sions. In FinAgent, we harness the power of both the latest and
historical news, financial reports, and asset prices related to the
targeted asset in order to inform and optimize trading decisions.
Latest Market Intelligence. This module mainly consists of asset
news and daily asset prices. However, it is not confined to these
elements alone. Any information impacting the market can be
encompassed within our framework as part of the latest market
intelligence. The objective of this component is to evaluate the
sentiment2 of each market intelligence item regarding its influence
on future asset prices and to provide a detailed summary of whether
the market has recently exhibited bearish or bullish tendencies,
thereby assisting in informed decision-making.

Nevertheless, historical data can offer insights into patterns that
might influence future pricing and potentially affect current and
upcoming market dynamics. For instance, if a past product launch
significantly boosted a company’s stock, a recent launchmight have
a similar effect3.We hope to incorporate these historical experiences
and patterns into FinAgent’s considerations. This inspired us to add
two additional functional layers: retrieving relevant information
from past market intelligence and summarizing key insights and
historical experiences from them.
Diversified Retrieval Operation. A straightforward approach
involves using the summary of the latest market intelligence as the
query text and then employing an LLM to extract its semantically
rich embeddings. This allows for retrieving past market intelligence
with similar content through vector similarity. However, adopting
this approach inevitably comes with two significant shortcomings:
i) the summary of recent market intelligence is primarily aimed
at supporting subsequent trading decision tasks, not for retrieval
tasks. The significant gap between these two objectives can lead to
unsatisfactory retrieval results; ii) some noise unrelated to the re-
trieval task may be contained in the summary, directly affecting the
retrieval results. To address these challenges, diversified retrieval
is implemented in FinAgent. Specifically, we have introduced an
additional query text field to the output of the latest market intelli-
gence component, which is dedicated to serving retrieval tasks in
parallel with the summary that caters to trading tasks. It is worth
2Market intelligence can be categorized as positive, negative, or neutral based on its
impact on market perceptions and potential outcomes.
3Some news will detail the percentage increase or decrease in a company’s stock price
after some event occurs.
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Figure 2: The overall architecture of FinAgent. The ordinal numbers in the figure represent the order of execution, where
augmented tools are implemented with the decision-making module.

emphasizing that we can define various retrieval types4 to enable
an agent to retrieve past market intelligence from multiple perspec-
tives, in multiple senses, and with a purpose. As shown in Figure 3,
there are 𝑀 retrieval types, so retrieving top 𝐾 historical market
intelligence separately can form a combination of 𝑀 × 𝐾 market
intelligence in the past. This approach assigns specific retrieval
types to each piece of historical information accompanying the
summaries. This nuanced labeling facilitates a more targeted and
efficient search and retrieval process.
Past Market Intelligence.Once similar past market intelligence is
searched, it undergoes the summarising step, delivering key insights
tailored to augment trading decisions. This meticulous approach
ensures that only the most relevant information is incorporated,
mitigating the impact of noise and maximizing the utility of histor-
ical data in informing trading strategies.

4.2 Memory Module
The memory mechanism [6, 28, 57] is crucial in LLM Agents for
effectively handling extensive texts, grasping the context, ensuring
the coherence of conversations, and improving the agent’s com-
prehension and logical abilities. In the context of multimodal LLM
agents for financial trading, memory mechanisms play a crucial
role in three main aspects: i) Acuity. This feature enables multi-
modal LLM agents to use market news, financial reports, and other
information for better market forecasting. By analyzing historical
data and current events, these agents can predict market trends and
asset prices more accurately, aiding in effective trading decisions. ii)
Adaptability. As market conditions change rapidly, memory mecha-
nisms allow multimodal LLM agents to quickly learn and adapt. By
continuously analyzing market data and trading outcomes, these
agents adjust their strategies to handle volatility and seize new
opportunities. iii) Amendability. It helps multimodal LLM agents
learn from past mistakes and successful trades. By reflecting on
these experiences, agents can avoid repeating errors and improve

4The retrieval types include short-term, medium/long-term market impacts, asset price
increase/decrease, market trends bearish/bullish, news/reports, etc.

their trading strategies. This continuous learning enhances their
performance and creates more robust, efficient trading strategies.

To realize the 3A superiority - Acuity, Adaptability, and Amend-
ability - in the memory mechanism, our development of the mem-
ory module employed a vector storage architecture. This module is
composed of three main components: market intelligence memory
(service for (§4.1)), low-level reflection memory (service for (§4.3)),
and high-level reflection memory (service for (§4.3)). As shown
in Figure 3, the summarize operation creates a query text field for
each module, enhancing memory storage and retrieval. The market
intelligence module uniquely retrieves past data through query
text, using vector representations for efficient matching based on
the vector similarity. All analyses and summaries from the market
intelligence, low-level reflection, and high-level reflection modules
are stored in the memory module. This integration equips the agent
with extensive market data and insights, improving its decision-
making capabilities.

4.3 Reflection Module
A reflection module is incorporated into the agent’s design to em-
ulate the cognitive learning process inherent in human decision-
making. The reflection framework is divided into low-level reflec-
tion and high-level reflection, each serving distinct purposes to
enhance the agent’s trading decisions. The low-level reflection
module involves reflecting on the relationship between the agent’s
observations (e.g., news, financial reports, Kline chart and technical
indicators) and the resultant price movements in the market, draw-
ing connections between the provided information and the actual
price changes. Whereas the high-level reflection step examines past
decisions, tracking both the agent’s actions and the subsequent
price movements in order to learn from past successes or mistakes.
Low-level Reflection Module The primary focus of the low-level
reflection module is to analyze the connection between the given
market intelligence together with the Kline chart and technical
indicators and past and future price changes to enhance decision-
making. After taking in the price change data, the module generates
detailed analysis for varying temporal horizons, spanning short-
term, medium-term to long-term perspectives. The emphasis is
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Response
Analysis: New AR/VR headset anticipated at WWDC, significant interest shown.…
Summary: Positive sentiment prevails with expectations around Apple's new 
AR/VR…The overall market sentiment appears POSITIVE in the medium term…
Query: (for diversified retrieval, separated by retrieval types.)
 - short_term_query: Customer withdrawals challenges, Meta Quest 3 competitive 
pressure, sell the news event around Apple Reality…
- medium_term_query: WWDC Apple AR/VR headset expectations…
- long_term_query: NSA spy allegations, CEO pay adjustments and austerity…

Latest Market Intelligence
Input: Latest market intelligence such as daily stock news and financial reports
Prompt: Latest market intelligence and prices are as follows:  Apple‘s VR debut...
Based on the above information, you should analyze the key insights and summarize the market intelligence. Please 
strictly follow the following constraints and output formats:
“analysis”: This field is used to extract key insights from the above information…
“summary”: This field is used to summarize the analysis and extract key investment insights…
“query”: This field will be used to retrieve past market intelligence…

GPT-4

Past Market Intelligence
Input: Past market intelligence that retrieved by diversified retrieval
Prompt: Past market intelligence and prices are as follows: Apple targets 50 new or rebuilt retail stores through 
2027…Based on the above information, you should analyze the key insights… “analysis”: This field is used to 
extract key insights from the above information…
“summary”: This field is used to summarize the analysis and extract key investment insights…

Response
Analysis: Upcoming Apple event may generate excitement, potentially pushing 
AAPL to record highs. Duration: SHORT-TERM. Sentiment: POSITIVE…
Summary: Apple shows resilience and innovation strength, which are likely to 
maintain investor confidence and could drive the company's market value upward…

Low-level Reflection
Input: Summaries of  latest and past market intelligence, Kline chart and price movements
Prompt: As the above Kline chart shows,  Short-Term: Over the past 1 days, the price movement ratio has shown 
an increase of 1.60%., Medium-Term…you should analyze the above information on the reasoning that lead to past 
to now price movements.…
“reasoning”: This field will be used for trading decisions…provide the detailed reasoning to determine how the 
above information that lead to the price movements…
“query”: This field will be used to retrieve past reasoning for price movements…

Response
Reasoning: The short-term price increase of 1.60% for AAPL can be attributed to 
recent positive market sentiment surrounding Apple's upcoming AR/VR product 
line. Over the past week, AAPL has seen a 3.38% rise can be linked to positive 
expectations of new product releases…
Query: Short-term growth in AAPL's price is driven by reactions to product 
excitement and concerns, medium-term gains come from the positive…

Response
Reasoning: The BUY decision made on 2023-06-01 appears to have been correct. 
This decision aligned well with the market sentiment and the Kline chart analysis..
Improvement: However, constant vigilance and responsiveness to both upward and 
downward market signals are crucial. For future scenario balancing, it could involve 
dynamic trade adjustments such as setting stop-losses to mitigate risks…
Summary: The success of the BUY decision on 2023-06-01 underscores the 
importance of comprehensive market analysis, incorporating factors such as market 
sentiment…
Query: The price movement analysis and technical indicators provided a compelling 
case for a bullish trend, thereby justifying the action to buy…

High-level Reflection
Input: Summaries of  latest and past market intelligence, reasoning of low-level reflection, trading chart , historical 
action and reasoning
Prompt: Trading decision and reasoning made by your assistant for the past 14 days are as follows: 2023-06-01. 
BUY. The analysis indicates a bullish future trend, aligning with the need to consider a BUY in such a scenario…
“reasoning”: You should reflect on the decisions made at each time were right or wrong and give reasoning…
“improvement”: If there are bad decisions, are you likely to revise them and maximise the return? If so, how would 
you revise them?...
“summary”: Provide a summary of the lessons learnt from the success / mistakes that can be adapted to future 
trading decisions…
“query”: This field will be used to retrieve past reflection of the decisions, so you should...

Decision-making
Input: Summaries of  latest and past market intelligence, reasoning about the price movements, summary about the 
trading decisions, trader preference and augmented tools.
Prompt: You should step-by-step analyze above information. And provide the reasoning for what you should to 
BUY, SELL or HOLD on the asset…
“analysis”: You should analyze how the above information may affect the results of your decisions. 1. When 
analyzing the summary of market intelligence, you should determine whether the market intelligence are positive, 
negative or neutral…
“reasoning”: You should provide the detailed reasoning to determine the decision result executed on the current 
observation for the trading task…
“action": Consider the above information together to give an exact BUY, HOLD and SELL decision result…

Response
Analysis: The overall information for Apple Inc. (AAPL) presents a positive 
sentiment in the medium term, with expected positive impacts from the company‘s 
new AR/VR product line…
Reasoning: The decision to BUY is based on several factors:         Firstly, despite the 
presence of negative sentiment concerning the NSA spy allegations and customer 
withdrawals, the market intelligence is largely positive due to the expected impact of 
Apple's new AR/VR product line which influences a positive medium-term 
outlook…
Action: BUY

GPT-4

GPT-4V

GPT-4V

GPT-4

Figure 3: Case studies of FinAgent. We only display the partial prompt for brevity.

placed on identifying potential patterns in the price movements of
the targeted stock and deriving insights from how the given market
intelligence summaries and Kline chart analysis can lead to such
price movements. In order to facilitate future access and reference,
the module generates a query field containing a concise summary
of learned lessons, ensuring efficient retrieval and application of
insights in subsequent decision-making endeavors.

Table 2: Differences between reflection of low and high

Reflection Low-level Reflection High-level Reflection

Target Price Movements Trading Decisions
Visual Data Kline Chart Trading Chart
Market Understanding Micro Macro
Function Adaptability Amendability

High-level Reflection Module The high-level reflection mod-
ule is designed to provide analysis and reflections on past trading
decisions. Besides the past trading decisions and their underlying
reasoning, this module incorporates a graphical representation of
buy and sell points on a trading chart, coupled with a cumulative
return plot, to offer an intuitive representation of the efficacy of his-
torical decisions. The initial phase assesses each trading decision’s
correctness, identifying successes and mistakes. Subsequently, the
module recommends improvements or corrective actions tailored to
each identified mistake or success, fostering a continuous learning
process. Beyond individual decision analysis, the module generates

overarching lessons from both successes and mistakes, providing
a summary that can be adapted to future trading decisions and a
query text to facilitate the retrieval of relevant reflections. This iter-
ative learning process equips the agent with a dynamic knowledge
base that evolves with each decision and allows the trading agent
to draw connections between similar scenarios, applying learned
lessons for more informed decision-making.

4.4 Tool-Augmented Decision-making Module
The decision-making module integrates key inputs, including mar-
ket intelligence summaries, low-level reflection about price move-
ment analyses, and reflections on past decisions. Augmented tools
with professional investment guidance and traditional trading strate-
gies like MACD Crossover, KDJ with RSI Filter and Mean Reversion
are also considered. The module analyzes sentiment in market in-
telligence, predicts bullish or bearish trends from price movements,
reflects on lessons learned, and evaluates professional guidance
and traditional indicators. Decisions are derived from combining
insights from these analyses, also considering the current financial
position, leading to a final decision—whether to buy, sell, or hold
the asset. Leveraging the Chain-of-Thought (COT) approach and
in-context learning principles, our trading decision-making mod-
ule not only executes trades but also provides reasoning, ensuring
that each decision is rooted in a comprehensive understanding of
market dynamics and contextual knowledge.
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5 EXPERIMENT SETUP
Our research aims to conduct a thorough evaluation of FinAgent’s
trading effectiveness, underscoring its unique capability to func-
tion efficiently with a significantly reduced historical data training
window. This assessment also involves leveraging multimodal data
inputs, incorporating both informational and agent-assistive aug-
mented tools, along with a multi-perspective diversified retrieval.
This approach is intended to enhance the understanding of mar-
ket dynamics and sentiments, enabling more comprehensive and
logical decision-making processes along with substantiated expla-
nations. To validate its effectiveness, we have conducted a series of
experiments to address the following research questions (RQs):
• RQ1: Is FinAgent outperforming current state-of-the-art trading
agents and handling tasks that challenge other algorithms?

• RQ2: What is the effectiveness of each component of FinAgent
in contributing to its overall performance?

• RQ3: Does the integration of augmented tools in FinAgent lead
to a distinguishable improvement in its trading performance?

• RQ4: How effective is the diversified retrieval in FinAgent?

5.1 Datasets
Table 3: Dataset statistics detailing the chronological period
and the number of each data source for each asset.

Asset AAPL AMZN GOOGL MSFT TSLA ETHUSD

Trading Date From 2022-06-01 to 2024-01-01 (398 trading days)
Asset Price 398 × (open, high, low, close, adj_close)
Visual Data 398 × (Kline Chart, Trading Chart)

Asset News 9748 10007 7923 8178 10076 2611
Expert Guidance 593 509 488 393 600 −

To conduct a thorough evaluation of FinAgent, we evaluate it
across 6 real-world datasets. These included five datasets from the
US stock markets, and one is the cryptocurrency. Each of them has
multiple forms of data that come from various sources. Specifically,
i) Asset Price at the day-level, including price data for open, high,
low, close, and adj close. ii) Visual Data consists of historical Kline
charts and trading charts, which are visual representations of asset
market data and trading process on a daily basis. iii) Asset News
coverage with daily updates from various esteemed sources such as
Bloomberg Technology, Seeking Alpha and CNBC Television, en-
suring a diverse and thorough perspective on the financial markets.
iv) Expert Guidance provided by financial experts as the auxil-
iary information, aiming to furnish a thorough and well-rounded
comprehension of market status. We summarize statistics of the 6
datasets in Table 3 and further elaborate on them in Appendix A.

Our diversified portfolio includes five major stocks: Apple Inc.
(AAPL), Amazon.com Inc. (AMZN), Alphabet Inc. (GOOGL), Mi-
crosoft Corporation (MSFT), and Tesla Inc. (TSLA) and a prominent
cryptocurrency named Ethereum (ETHUSD). This selection aims
to showcase FinAgent’s versatility and consistency across various
financial assets. Chosen for their extensive news coverage and rep-
resentation of different market sectors, these data provide a robust
basis for assessing FinAgent’s generalization capabilities across
diverse financial environments. For dataset split, the data from the
latter half of the year is allocated for testing (2023-06-01 ∼ 2024-01-
01) purposes, while the data from the penultimate year is utilized
for training (2022-06-01 ∼ 2023-06-01).

5.2 Evaluation Metrics
We compare FinAgent and baselines in terms of 6 financial metrics
following [29, 38], which include 1 profit metric: annual return rate
(ARR), 3 risk-adjusted profit metrics: Sharpe ratio (SR), Calmar ratio
(CR), Sortino ratio (SOR), and 2 risk metrics: maximum drawdown
(MDD), volatility (VOL). Definitions and formulas are as follows:

• Annual Rate of Return (ARR) is the annualized average return
rate, calculated as𝐴𝑅𝑅 =

𝑉𝑇 −𝑉0
𝑉0

× 𝐶
𝑇
, where𝑇 is the total number

of trading days, and𝐶 = 252 is the number of trading days within
a year. 𝑉𝑇 and 𝑉0 represent the final and initial portfolio values.

• Sharpe Ratio (SR) measures risk-adjusted returns of portfolios.
It is defined as 𝑆𝑅 =

E[r]
𝜎 [r] , where E[·] is the expectation, 𝜎 [·] is

the standard deviation, r = [𝑉1−𝑉0
𝑉0

,
𝑉2−𝑉1
𝑉1

, ...,
𝑉𝑇 −𝑉𝑇 −1
𝑉𝑇 −1

]𝑇 denotes
the historical sequence of the return rate.

• Volatility (VOL) is the variation in an investment’s return over
time, measured as the standard deviation 𝜎 [r].

• Maximum Drawdown (MDD) measures the largest loss from
any peak to show theworst case. It is defined as:𝑀𝐷𝐷 = max𝑇

𝑖=0
𝑃𝑖−𝑅𝑖
𝑃𝑖

,
where 𝑅𝑖 =

∏𝑇
𝑖=1

𝑉𝑖
𝑉𝑖−1

and 𝑃𝑖 = max𝑇
𝑖=1 𝑅𝑖 .

• Calmar Ratio (CR) compares average annualized return to
maximum drawdown, assessing risk-adjusted performance. It is
defined as 𝐶𝑅 =

E[r]
𝑀𝐷𝐷

.
• Sortino Ratio (SoR) is a risk-adjusted measure that focuses
on the downside risk of a portfolio. It is defined as 𝑆𝑜𝑅 =

E[r]
𝐷𝐷

,
where 𝐷𝐷 is the standard deviation of negative return.

5.3 Baselines
We compare and evaluate the trading performance of FinAgent
with four widely accepted conventional rule-based trading strate-
gies (B&H,MACD, KDJ&RSI and ZMR) and eight advanced algo-
rithms. Among these, price prediction models based on machine
learning and deep learning (ML & DL-based) include LGBM[52],
LSTM[52], and Transformer[52]. SAC [11], PPO [34] and DQN
[21] are three models employed deep reinforcement learning (RL-
based) methods, FinGPT [50] is based on LLM, and another is
FinMem [56] that based on LLM Agents. The following will pro-
vide a brief introduction to each model:

• Rule-based
– Buy-and-Hold (B&H) involves holding assets for an extended
period, regardless of short-term market fluctuations, assuming
that long-term returns will be more favorable.

– Moving Average Convergence Divergence (MACD) is a tech-
nical analysis tool that uses MACD indicator and signal line
crossovers to identify trading signals and market trends.

– KDJwith RSI Filter (KDJ&RSI) integrates the KDJ indicator for
detecting market extremes with the RSI indicator for momentum
analysis to identify precise trading signals in financial markets.

– Z-score Mean Reversion (ZMR) assumes that the price will
revert to its mean over time with the metric of Z-score.

• ML&DL-based
– LGBM [52] uses a series of tree models to predict price fluctua-
tions and provide buy and sell signals.

– LSTM [52] utilizes long short-term memory to improve the ac-
curacy of price predictions.
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Table 4: Performance comparison of all methods on six profitable metrics. Results in red, yellow and green show the best,
second best and third best results on each dataset. The improvement row is the FinAgent over the best-performing baselines.

Categories Models
AAPL AMZN GOOGL MSFT TSLA ETHUSD

ARR%↑ SR↑ MDD%↓ ARR%↑ SR↑ MDD%↓ ARR%↑ SR↑ MDD%↓ ARR%↑ SR↑ MDD%↓ ARR%↑ SR↑ MDD%↓ ARR%↑ SR↑ MDD%↓
Market B&H 13.0 0.6 14.78 42.33 1.08 17.38 22.47 0.71 12.97 22.49 0.84 12.92 37.4 0.72 32.65 29.26 0.87 23.21

Rule-based
MACD 11.86 0.72 10.38 14.27 0.71 7.84 -18.0 -0.89 20.07 15.23 0.77 8.34 -4.9 -0.02 14.15 10.24 0.47 24.32
KDJ&RSI 2.17 0.17 11.88 19.38 0.65 17.27 24.39 2.13 2.03 18.84 1.06 7.78 2.14 0.17 24.73 8.87 0.51 16.95
ZMR -3.91 -0.22 8.88 18.73 0.84 7.89 32.51 1.45 5.38 9.86 0.71 6.22 -7.28 -0.09 19.9 29.35 1.23 13.11

ML&DL-based
LGBM 16.93 1.47 2.52 29.34 0.72 17.41 24.77 0.7 12.98 19.28 0.67 12.96 15.57 0.84 3.88 24.91 0.72 22.96
LSTM 10.97 0.54 11.95 15.91 0.46 17.41 24.86 0.7 12.98 18.86 0.68 11.75 17.36 0.78 4.44 36.09 1.03 21.5
Transformer 17.11 0.96 7.53 32.66 1.11 4.96 13.69 0.46 12.93 17.44 1.46 2.59 39.7 1.04 8.17 31.0 1.02 12.93

RL-based
DQN 7.92 0.4 14.88 27.43 1.17 5.27 34.4 1.39 7.15 30.44 1.18 10.56 15.07 0.44 28.12 29.81 1.18 9.53
SAC 24.84 1.12 11.98 38.33 1.07 13.84 23.8 0.75 13.07 22.02 0.82 12.92 42.22 0.87 26.19 17.84 0.76 10.06
PPO 13.26 0.61 14.78 21.17 0.7 13.84 38.29 1.3 8.45 11.32 0.48 17.51 33.64 0.78 28.35 34.75 1.31 11.12

LLM-based FinGPT -5.46 -0.17 16.23 42.93 1.1 18.94 12.28 0.44 13.0 25.1 0.97 9.84 38.43 0.75 31.47 21.57 0.68 25.56
FinMem 23.78 1.11 10.39 40.07 1.03 18.53 31.27 1.11 8.97 40.58 1.5 7.48 50.04 0.92 25.77 44.72 1.27 13.59

Ours FinAgent 31.9 1.43 10.4 65.1 1.61 13.2 56.15 1.78 8.45 44.74 1.79 5.57 92.27 2.01 12.14 43.08 1.18 12.72

Improvement(%) 28.39 - - 51.64 37.61 - 46.64 - - 10.25 19.33 - 84.39 93.27 - - - -

07/02/2024, 00:05 Awesome-pyecharts

localhost:63342/FinAgentPrivate/runs/total_profit_2x3_box.html?_ijt=tbu5jmbbuo49gdrgaccv86m757&_ij_reload=RELOAD_ON_SAVE 1/1

Figure 4: Performance comparison over time between FinAgent and other benchmarks across all assets.

– Transformer [52] models leverage self-attention mechanisms
to enhance the precision of price forecasts.

• RL-based
– SAC [11] is an off-policy actor-critic algorithm that optimizes
trading strategies using entropy regularization and soft value
functions in continuous action spaces.

– PPO [34] updates trading policies iteratively to balance explo-
ration and exploitation, ensuring stability and sample efficiency.

– DQN [21] uses deep neural networks to approximate the action-
value function and make trading decisions from market data.

• LLM-based
– FinGPT [50] is an open-source LLM framework for converting
financial news and prices into financial decisions.

– FinMem [56] is an advanced LLM agent framework for auto-
mated trading, fine-tuned to boost investment returns.

5.4 Implementation Details
Although FinAgent’s training and inference can be done without a
GPU, we utilized a single NVIDIA RTX A6000 GPU for our bench-
mark methods. To ensure equitable comparison, all benchmarks
are conducted within the same RL environment for both training
and evaluation. The following experiments related to FinAgent all
have diversified retrieval if not specifically noted. Details on the
benchmark and experiments setup are provided in Appendix C.

6 EXPERIMENTAL RESULTS
Comparisonwith Baselines (RQ1).We compared FinAgentwith
9 baselinemethods in terms of 6 financial metrics. Table 4 and Figure
4 demonstrate our method significantly outperforms existing base-
lines, especially remarkable improvements in profitability, and set-
ting a new benchmark in the field. The full results and case studies of
FinAgent are avaliable in Appendix B. FinAgent’s performance on
the five stocks, as measured by ARR% and SR, with enhancements
of at least 10% and 19%, compared to the best-performing baseline,
respectively. Notably, its performance on the TSLA dataset stands
out even more, achieving 84% and 118% improvement, significantly
outperforming all other baselines. Across all datasets, FinAgent is
the only method that consistently outperforms the broader mar-
ket in terms of profitability. In contrast, FinMem falls short on
the AMZN dataset, where its ARR% is 40%, underperforming the
market’s Buy & Hold (B&H) strategy at 42%. This underscores the
superior stability and robustness of FinAgent compared to other
baselines. We can also observe that rule-based methods are optimal
in controlling risk, but not outstanding in capturing returns. This is
because rule-based model methods are robust to outliers and noise
in the data and thus can reduce decision risk. It is worth noting
that high returns often come with high risks. Hence, FinAgent rep-
resents a slight compromise on risk control. This result relates to
our chosen investor preference of an aggressive trader. Therefore,
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FinAgent can take on slightly higher risk to achieve substantially
greater returns. It allows FinAgent to optimize performance by
balancing risk and reward effectively.

Figure 4 illustrates that FinAgent’s performance surpasses other
methods regarding cumulative returns, particularly on the TSLA
dataset. Leveraging market intelligence and the reflection mech-
anism, FinAgent anticipates a significant stock price drop post-
September 14, 2023. By taking a short position, it can effectively
hedge against potential trading losses and generate high returns.

It’s important to note that our approach yields slightly lower re-
turns than FinMem on the cryptocurrency ETH, primarily because
our auxiliary agents are specialized strategies tailored for stocks,
not for cryptocurrencies with higher trading frequency. Further
insights from the ablation study section for FinAgent reveal that
employing a generalized auxiliary agent for cryptocurrency could
potentially increase returns to 54%, compared to the current 44%.
This significant difference will be elaborated upon in the forthcom-
ing ablation studies.

7 ABLATION STUDIES
7.1 Effectiveness of Each Component (RQ2)
In Table 5, we study the effectiveness of market intelligence (M),
low-level reflection (L), high-level reflection (H ) and augmented
tools (T ). When compared to using solelyM andML, the integration
of the low-level reflection module leads to an impressive increase
in ARR% by 45% to 101% for TSLA, and ETHUSD, and cutting risk
by 14% to 44%. When comparing the ML and MLH, the addition of
the high-level reflection module significantly enhances the ARR%
and SR, while notably reducing risk. This improvement comes with
a minor trade-off: a slight 7% rise in MDD% for TSLA. Compared to
MLH andMLHT, there’s a minor improvement in stock profitability.
However, the performance of ETH cryptocurrency dropped by over
20% due to the introduction of rule-based methods as auxiliary
agents, which are specialized only for stocks.
Table 5: Ablation studies over different components.

√
in-

dicates adding the component to FinAgent. Red and green
indicate performance improvement and reduction.

M L H T
TSLA ETHUSD

ARR%↑ SR↑ MDD%↓ ARR%↑ SR↑ MDD%↓
√

39.01 0.90 22.54 16.21 0.63 15.93
√

39.27 0.77 30.15 25.97 0.77 24.43√ √
57.16(+45.56%) 1.02 (+33.14%) 25.77(-14.52%) 52.33(+101.48%) 1.34(+72.99%) 13.59(-44.39%)√ √ √
89.25(+56.14%) 1.46(+42.86%) 27.62(+7.18%) 54.80(+4.73%) 1.40(+5.09%) 11.74(-13.57%)√ √ √ √
92.27(+3.38%) 2.01(+37.84%) 12.14(-56.04%) 43.08(-21.39%) 1.18(-16.09%) 12.72(+8.30%)

7.2 Effectiveness of Augmented Tools (RQ3)
As previously discussed, while the addition of auxiliary agents to
stock investments results in profit improvements, it causes a consid-
erable performance decline in cryptocurrencies. Thus, we conduct
the experiment that decisions are made solely by augmented tools,
such as rule-based methods serving as auxiliary agents. We con-
ducted the experiment in which various auxiliary agents provided
both decisions and their explanations. These inputs are directly
integrated into FinAgent’s decision-making module without other
modules’ involvement in the final decision process. As shown in
Table 4 and Table 5, the 16% ARR% for solely T method starkly

contrasts with the 29% ARR% of B&H in ETHUSD, highlighting the
inefficacy of the stock-specific rule-basedmethods for cryptocurren-
cies and demonstrating that introducing to FinAgent significantly
affects performance. This suggests that investors should not indis-
criminately add auxiliary agents for investment support. Instead,
they must meticulously select agents that match the characteristics
of the market to avoid detrimental impact on performance.

7.3 Effectiveness of Diversified Retrieval (RQ4)
As shown in Figure 5(a), we compare the performance of FinAgent
with or without diversified retrieval on AAPL, and find that the use
of diversified retrieval can contribute an obvious improvement in
ARR and SR. As shown in Figure 5(b), we extract different types of
market intelligence that AAPL diversified retrieve to daily on the
validation set and filter out individuals with the same content under
the same type. We perform t-SNE visualization of its LLM extracted
embedding, and we can find that the LLM extracted embedding has
a clear distinction between different retrieval types, which proves
the effectiveness of our method.

ARR SR
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Figure 5: (a) Performance of FinAgent with/without diver-
sified retrieval on AAPL. (b) Visualization of diversified re-
trieved market intelligence embedding by t-SNE on AAPL.

8 CONCLUSION AND FUTUREWORK
This paper introduces FinAgent, a financial trading agent pow-
ered by LLM that exhibits high reasoning ability and generalizabil-
ity. FinAgent is a multimodal agent that integrates both textual
and visual data, enabling a comprehensive understanding of mar-
ket dynamics and historical trading behaviors. It is designed to
independently leverage auxiliary tools for detailed market data
analysis over different time scales. With its multi-perspective and
diverse retrieval approach, FinAgent effectively identifies correla-
tions between current market conditions and past market patterns
and trends and integrates market information to make final and
effective decisions. For future research directions, we will apply
FinAgent to other financial tasks, such as portfolio management,
where LLM is used to rank each stock according to the observed
market intelligence and make the stock selection.
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A DETAILS OF DATASETS AND PROCESSING
To conduct a thorough evaluation of FinAgent, we evaluate it
across 6 real-world datasets. These included five datasets from the
US stock markets and one is the cryptocurrency. Each of them have
multiple forms of data that come from various sources. Specifically,
i) Asset Price at the day-level, including price data for open, high,
low, close, and adj close; ii) Visual Data consists of historical Kline
charts and trading charts, which are visual representations of asset
market data and trading process on a daily basis; iii) Asset News
coverage with daily updates from various esteemed sources, includ-
ing Bloomberg Technology, Seeking Alpha, CNBC Television, and
more, ensuring a diverse and thorough perspective on the financial
markets; iv) Expert Guidance provided by financial experts as
the auxiliary information, aiming to furnish a thorough and well-
rounded comprehension of market status. We summarize statistics
of the 6 datasets in Table 3 and further elaborate on them as follows:

Asset. We selected a varied portfolio comprising five stocks Ap-
ple Inc. (AAPL), Amazon.com Inc. (AMZN), Alphabet Inc. (GOOGL),
Microsoft Corporation (MSFT), and Tesla Inc. (TSLA), a foreign ex-
change pair, and a prominent cryptocurrency, Ethereum (ETH).
This selection aims to showcase FinAgent’s versatility and consis-
tency across various financial assets. Chosen for their extensive
news coverage and representation of different market sectors, these
data provide a robust basis for assessing FinAgent’s generalization
capabilities across diverse financial environments.

Price and News. We acquired price and news data for all as-
sets from Financial Modeling Prep5 (FMP), wherein the price data
encompasses including open, high, low, clos, and adj close. The
news data is sourced from renowned market analysis and stock
research platforms, notably including Seeking Alpha and so on.
This selection ensures a comprehensive dataset, integrating both
quantitative financial metrics and qualitative market insights.

Visual Data. Within the textual data framework, we furnish
FinAgent with visual information, specifically including historical
Kline charts and trading line charts, to enhance its analytical capa-
bilities. The tool employed for this plotting task is the pyecharts 6,
a specialized library for financial data visualization.

Expert Guidance. Expert Guidance is provided as a distinct
component of the auxiliary information by augmented tools. This
selection ensures a comprehensive dataset, integrating professional
analysts and individual investors insights, fostering a diverse range
of perspectives in the investment community. We obtained the
expert professional analysis from Seeking Alpha7. Seeking Alpha
is a popular platform among investors and financial analysts, is
renowned for its diverse professional analysis, providing valuable
insights from seasoned analysts across the financial market spec-
trum.

Trading Date. For dataset split, the data from the latter half of
the year is allocated for testing (2023-06-018 ∼ 2024-01-01) purposes,
while the data from the penultimate year is utilized for training
(2022-06-01 ∼ 2023-06-01).

B DETAILS OF COMPARISONWITH
BASELINES

We compared FinAgent with 9 baseline methods in terms of 6
financial metrics. Table 6 and Figure 4 demonstrate our method
significantly outperforms existing baselines, especially remarkable
improvements in profitability, and setting a new benchmark in the
field.

C DETAILS OF IMPLEMENTATION
Although FinAgent’s training and inference can be done with-
out a GPU, we utilized a single NVIDIA RTX A6000 GPU for our
benchmark methods. For dataset split, the data from the latter
half of the year is allocated for testing (2023-06-01 ∼ 2024-01-01)
purposes, while the data from the penultimate year is utilized for
training (2022-06-01 ∼ 2023-06-01). To ensure equitable comparison,
all benchmarks are conducted within the same RL environment for
both training and evaluation.
Benchmark Setup. In the training phase, we use OPTUNA [1]
for hyperparameter optimization, adapting both rule-based and RL
methods to trading. This process is followed by an evaluation with
the optimal parameters. We employ the officially provided default
parameters for both training and testing of FinGPT and FinMem.
FinAgent Setup. For each training dataset, we perform only one
round of training without the usual requirement for multiple it-
erations in fine-tuning LLMs. As demonstrated by FinMem [56],
5FMP API provides data about stock historical price and news, company financial
statements, and cryptocurrencies. Entry is https://site.financialmodelingprep.com.
6https://github.com/pyecharts/pyecharts
7https://seekingalpha.com/
8Dates follow the YYYY-MM-DD format, e.g., "2023-06-01" for June 1st, 2023.
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Table 6: Performance comparison of all methods on six profitable metrics. Results in red, yellow and green show the best,
second best and third best results on each dataset. Improvement is the FinAgent over the best-performing baselines.

Categories Models
AAPL AMZN GOOGL MSFT TSLA ETHUSD

ARR%↑ SR↑ MDD%↓ ARR%↑ SR↑ MDD%↓ ARR%↑ SR↑ MDD%↓ ARR%↑ SR↑ MDD%↓ ARR%↑ SR↑ MDD%↓ ARR%↑ SR↑ MDD%↓
Market B&H 13.0024 0.5998 14.7809 42.3337 1.0834 17.3848 22.4726 0.7108 12.9705 22.4942 0.8373 12.9214 37.4009 0.7239 32.6523 29.2588 0.8655 23.2077

Rule-based
MACD 11.8642 0.7221 10.3799 14.2748 0.7056 7.841 -18.0034 -0.8867 20.0718 15.2322 0.7704 8.3445 -4.8974 -0.0203 14.1546 10.236 0.4689 24.3238
KDJ&RSI 2.1737 0.1746 11.8789 19.3757 0.6495 17.2746 24.391 2.1282 2.03 18.8415 1.0587 7.7806 2.137 0.1695 24.727 8.8745 0.5098 16.9536
ZMR -3.9084 -0.2186 8.8819 18.7289 0.8412 7.8938 32.5112 1.4533 5.3845 9.8637 0.7106 6.221 -7.2806 -0.0863 19.9048 29.3519 1.2294 13.1098

ML&DL-based
LGBM 16.9268 1.4708 2.5204 29.3395 0.7187 17.414 24.7746 0.6958 12.9814 19.2771 0.6668 12.9616 15.575 0.843 3.8844 24.9111 0.7154 22.9568
LSTM 10.9742 0.5363 11.9535 15.9051 0.4588 17.414 24.8583 0.6989 12.9814 18.8603 0.6779 11.7544 17.3617 0.7796 4.4384 36.0865 1.0254 21.5043
Transformer 17.115 0.957 7.5295 32.6621 1.1134 4.9593 13.692 0.4571 12.9253 17.4417 1.4553 2.5895 39.701 1.0445 8.1721 31.0038 1.0205 12.9309

RL-based
DQN 7.9236 0.401 14.8785 27.4305 1.1701 5.2736 34.4026 1.3859 7.1473 30.4406 1.1782 10.5612 15.0693 0.443 28.1204 29.8052 1.1826 9.5297
SAC 24.8449 1.1234 11.9776 38.3318 1.0733 13.8432 23.8034 0.7506 13.0667 22.0218 0.8177 12.9214 42.2209 0.8727 26.1947 17.8439 0.7635 10.0587
PPO 13.2619 0.6096 14.7809 21.1745 0.6965 13.8432 38.2907 1.2982 8.4536 11.3219 0.4831 17.5054 33.6444 0.7767 28.3527 34.7469 1.3096 11.1171

LLM-based FinGPT -5.4632 -0.1731 16.2268 42.9331 1.1026 18.9359 12.277 0.4444 13.0013 25.1012 0.9667 9.8426 38.4338 0.7504 31.474 21.5746 0.6801 25.562
FinMem 23.7809 1.1073 10.3872 40.07 1.034 18.5279 31.2716 1.1073 8.9706 40.5757 1.4989 7.4838 50.0353 0.9233 25.7714 44.717 1.2738 13.587

FinAgent
(Our)

No-finetuned -2.0047 -0.0216 16.7567 41.6548 1.3959 5.2678 21.108 0.682 13.0719 22.6483 0.8373 12.9214 38.0164 1.2951 12.0609 23.4038 0.7924 23.231
w/o-MLH 18.5186 0.9882 11.8842 62.3106 1.6379 11.3999 37.3308 1.2657 4.0 18.297 0.8945 9.6792 39.0087 0.8971 22.5376 16.2106 0.6329 15.9325
w/o-LHT 12.6872 0.5849 14.7806 43.2195 1.1057 14.6786 17.414 0.5763 13.006 18.4571 0.7108 14.2551 39.2704 0.7662 30.1507 25.9708 0.7718 24.4314
w/o-HT 21.3044 0.9777 13.6424 47.3916 1.2032 15.5038 29.3235 1.0177 8.9706 39.9073 1.4777 7.4838 57.1638 1.0201 25.7714 52.3265 1.3351 13.587
w/o-T 33.7509 1.5205 8.1783 63.8116 1.7009 9.7325 52.1066 1.8228 8.3106 42.5213 1.4909 7.6998 89.2532 1.4573 27.6213 54.804 1.403 11.7427
FinAgent 31.8972 1.4326 10.4032 65.0998 1.6096 13.198 56.1542 1.7786 8.4532 44.7359 1.7884 5.5732 92.2677 2.0088 12.143 43.0822 1.1773 12.7171

Improvement(%) 35.8464 3.3791 - 51.6308 45.3636 - 46.6523 - - 10.2529 19.3142 - 84.4052 92.3217 - 22.5574 7.1319 -

Categories Models
AAPL AMZN GOOGL MSFT TSLA ETHUSD

SOR↑ CR↑ VOL↓ SOR↑ CR↑ VOL↓ SOR↑ CR↑ VOL↓ SOR↑ CR↑ VOL↓ SOR↑ CR↑ VOL↓ SOR↑ CR↑ VOL↓
Market B&H 16.5846 0.9589 0.0114 35.1804 2.4319 0.0188 18.5186 1.9025 0.0167 26.5133 1.8135 0.0135 23.3319 1.3856 0.0301 23.2235 1.3831 0.0222

Rule-based
MACD 13.7755 1.1877 0.0082 19.2452 1.9176 0.0103 -20.917 -0.8883 0.0097 18.7485 1.8966 0.0099 -0.4067 -0.0544 0.0182 10.8951 0.5433 0.0166
KDJ&RSI 3.3994 0.2578 0.0084 16.6915 1.2471 0.016 36.6655 11.4076 0.0052 19.5346 2.4169 0.0085 3.3617 0.2737 0.0192 7.7786 0.6106 0.012
ZMR -2.9977 -0.37 0.0072 9.5853 2.4473 0.011 35.1125 5.7782 0.0103 12.9275 1.6385 0.0069 -1.8214 -0.1642 0.0182 21.4433 2.1715 0.0137

ML&DL-based
LGBM 45.2444 6.5825 0.0049 26.2943 1.8469 0.0193 19.7497 2.082 0.0167 22.6593 1.5993 0.0134 12.1981 4.0837 0.0081 21.8037 1.2503 0.0217
LSTM 14.5498 0.9915 0.0095 14.7442 1.1241 0.0184 19.5489 2.0865 0.0167 21.5244 1.7144 0.0128 16.1653 4.0391 0.0099 27.1716 1.7031 0.0193
Transformer 28.3604 2.288 0.0078 27.8371 6.5258 0.0125 11.5053 1.2619 0.0154 19.7493 6.6012 0.0051 34.1884 4.8624 0.0164 27.864 2.4209 0.0166

RL-based
DQN 10.3705 0.6266 0.0111 29.7698 5.1156 0.0111 37.7389 4.619 0.0114 32.8642 2.8493 0.0122 11.0394 0.7399 0.0225 24.6279 3.0545 0.0143
SAC 33.5676 2.0552 0.0105 32.432 2.766 0.0112 19.3937 1.9708 0.0165 26.0662 1.7829 0.0135 26.2869 1.441 0.0251 13.3918 1.9199 0.0146
PPO 16.766 0.9747 0.0113 20.3167 1.6735 0.0159 42.7201 4.3691 0.0136 14.7808 0.7484 0.013 19.1547 1.3203 0.0231 27.2416 2.9836 0.0147

LLM-based FinGPT -4.6731 -0.246 0.0111 34.8082 2.2545 0.0186 11.6596 1.1842 0.0167 30.1935 2.5867 0.0127 23.1813 1.4402 0.0291 18.5817 1.0131 0.0221
FinMem 29.8819 2.2731 0.0102 33.0779 2.1843 0.0188 34.7826 3.4572 0.0134 47.1061 5.1266 0.0123 25.8819 2.0887 0.028 34.1492 3.1349 0.0194

FinAgent
(Our)

No-finetuned -0.5635 -0.0295 0.011 46.9773 7.5705 0.0127 17.5637 1.7864 0.0164 26.6949 1.8259 0.0135 17.2111 3.0426 0.0136 19.6504 1.1081 0.0188
w/o-MLH 20.8183 1.5678 0.009 53.4328 4.9724 0.0166 24.9489 2.9016 0.0137 22.0401 1.9273 0.01 20.3649 1.8355 0.0221 14.0758 1.1917 0.0174
w/o-LHT 16.15 0.9396 0.0114 35.1674 2.9256 0.0186 15.1339 1.552 0.0168 22.4806 1.3883 0.0133 22.2082 1.5162 0.0286 21.0778 1.2131 0.0222
w/o-HT 29.5194 1.576 0.0105 40.4896 2.9758 0.0184 33.6191 3.2906 0.0139 46.4396 5.054 0.0123 28.3015 2.2956 0.0278 37.172 3.6027 0.0212
w/o-T 46.6145 3.9301 0.0101 50.1096 5.9255 0.0162 62.2508 5.7201 0.0125 40.3937 5.2137 0.0129 41.5642 2.9306 0.0266 37.4619 4.2958 0.0208
FinAgent 44.2812 2.9424 0.0102 52.5602 4.4841 0.0176 62.2992 6.0365 0.0138 49.6249 7.4209 0.0111 45.4139 6.4543 0.0187 31.0159 3.3078 0.0207

Improvement(%) 3.0282 - - 51.8823 16.0088 - 45.8311 - - 5.3471 12.4174 - 32.8342 32.7390 - 9.7007 37.0315 -

Table 7: Notations in the paper.

Notation Description

𝑡 Current day
𝑇 Total trading days
𝑡 − 𝑠, 𝑡 + 𝑠 Short-term price analysis from 𝑡 − 𝑠 to 𝑡 and 𝑡 to 𝑠
𝑡 −𝑚, 𝑡 +𝑚 Medium-term price analysis from 𝑡 −𝑚 to 𝑡 and 𝑡

to𝑚
𝑡 − 𝑙, 𝑡 + 𝑙 Long-term price analysis from 𝑡 − 𝑙 to 𝑡 and 𝑡 to 𝑙
S A finite set of states
𝑠𝑡 State of day 𝑡
A A finite set of actions
𝑎𝑡 Action of day 𝑡
T Transition function
𝑅 Reward function
𝑟𝑡 Reward of day 𝑡 with 𝑠𝑡 and 𝑎𝑡
𝛾 Discount factor
𝜋 Policy
𝜇 ( ·) Specialized modules for reasoning
𝜇𝑡 Specialized modules of day 𝑡
𝜆 Financial trading task
𝑀𝑒𝑚𝜆

𝑡 Memory of day 𝑡 in the task 𝜆
𝑇𝑜𝑜𝑙𝜆𝑡 Tool of day 𝑡 in the task 𝜆
𝜙 ( ·) Task-relevant prompt generator
D𝜆

𝑡 Action parsing function
𝑀𝜆

𝑡 , 𝐿
𝜆
𝑡 , 𝐻

𝜆
𝑡 M, L, H modules

𝜙𝜆
𝑀
, 𝜙𝜆

𝐿
, 𝜙𝜆

𝐻
Prompt generator for M, L, H

𝑀𝑒𝑚
𝑀,𝜆
𝑡 ,𝑀𝑒𝑚𝐿,𝜆

𝑡 ,𝑀𝑒𝑚𝐻,𝜆
𝑡 Memory of M, L, H modules of day 𝑡 in the task 𝜆

𝐾𝐶𝑡 Kline chart of day 𝑡
𝑇𝐶𝑡 Trading chart of day 𝑡
𝑆𝐿𝑀𝐼𝑡 Summary of latest market intelligence of day 𝑡
𝑄𝐿𝑀𝐼𝑡 = {𝑄𝐿

1 , ...,𝑄
𝐿
𝑀
} 𝑀 query texts for retrieving past market intelli-

gence of day 𝑡
𝐾 Retrieved topk items
𝑄𝑃

𝑖,𝑗
Retrieval type 𝑖 and top 𝑗 retrieved past market
latest intelligence

𝑆𝑃𝑀𝐼𝑡 Summary of past market intelligence of day 𝑡
𝐿𝐿𝑅𝑆𝑇𝑡 , 𝐿𝐿𝑅𝑀𝑇

𝑡 , 𝐿𝐿𝑅𝐿𝑇𝑡 Low-level reflection results at short term, medium
term and long term impact

𝑄𝐿𝐿𝑅𝑡 Query text for low-level reflection of day 𝑡
𝑃𝐿𝐿𝑅𝑆𝑇𝑡 , 𝑃𝐿𝐿𝑅𝑀𝑇

𝑡 , 𝑃𝐿𝐿𝑅𝐿𝑇𝑡 retrieved topk low-level reflection in short term,
medium term and long term

𝐻𝐿𝑅𝑡 High-level reflection results of day 𝑡
𝑄𝐻𝐿𝑅𝑡 Query text for high-level reflection of day 𝑡
𝑃𝐻𝐿𝑅𝑡 Retrieved topk high-level reflection of day 𝑡

OpenAI’s GPT-4 shows improved performance over GPT-3.5. Con-
sequently, we have selected GPT-4 as the foundational LLM for
FinAgent. For the market intelligence and decision-making mod-
ules, which do not process visual data, we use the gpt-4-1106-preview.
In contrast, the two reflection modules, which require an in-depth
understanding of visual data, utilize gpt-4-vision-preview. For
the memory module, which is designed to store and retrieve texts
based on text similarity, a text encoder is essential for vectorizing
the text. We adopt text-embedding-3-large for this purpose. The
top-k of our retrieval samples is 5. In the low-level reflection mod-
ule, short term, medium term and long term are for the latest 1 day,
7 days and 14 days respectively. It is important to note that past
and future asset price increases and decreases are visible during the
training phase, but only past trends are visible during the testing
phase to prevent data leakage. The following experiments related
to FinAgent all have diversified retrieval if not specifically noted.

D DETAILS OF NOTATIONS
We provide the main notations in Table 7.
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