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Continuous-Time Negotiation Mechanism
for Software Agents

Bo An, Kwang Mong Sim, Liang Gui Tang, Shuang Qing Li, and Dai Jie Cheng

Abstract—While there are several existing mechanisms and
systems addressing the crucial and difficult issues of automated
one-to-many negotiation, this paper develops a flexible one-
to-many negotiation mechanism for software agents. Unlike the
existing general one-to-many negotiation mechanism, in which
an agent should wait until it has received proposals from all
its trading partners before generating counterproposals, in the
flexible one-to-many negotiation mechanism, an agent can make
a proposal in a flexible way during negotiation, i.e., negotiation is
conducted in continuous time. To decide when to make a proposal,
two strategies based on fixed waiting time and a fixed waiting
ratio are proposed. Results from a series of experiments suggest
that, guided by the two strategies for deciding when to make a
proposal, the flexible negotiation mechanism achieved more favor-
able trading outcomes as compared with the general one-to-many
negotiation mechanism. To determine the amount of concession,
negotiation agents are guided by four mathematical functions
based on factors such as time, trading partners’ strategies, negoti-
ation situations of other threads, and competition. Experimental
results show that agents guided by the four functions react to
changing market situations by making prudent and appropriate
rates of concession and achieve generally favorable negotiation
outcomes.

Index Terms—Automated negotiation, negotiation agents, one-
to-many negotiation.

I. INTRODUCTION

AUTOMATED negotiation [19], [21] among software
agents is becoming increasingly important because auto-

mated interactions between agents [4], [8], [29] can occur in
many different contexts (e.g., negotiation for resources [9]).
In terms of the number of agents participating in negotia-
tions, agent-based automated negotiation can be divided into
three cases [6], namely: 1) one-to-one negotiation (bilateral
negotiation); 2) many-to-many negotiation; and 3) one-to-many
negotiation. Compared with auction mechanisms [18], one-to-
many interactive negotiation is more flexible. For example,
agents can adopt different negotiation strategies with different
trading partners (alternatives), and negotiations can be taken
under different negotiation environments and protocols [20].

In one-to-many negotiation (take the negotiation between a
buyer and several sellers as an example), there are two alterna-
tives: 1) buyer negotiates sequentially with all the sellers and
2) buyer negotiates concurrently with these sellers. Generally,
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the buyer gets more desirable negotiation outcomes when it
negotiates concurrently with all the sellers in competitive situ-
ations in which there are information uncertainty and deadlines
[16], [17]. In this paper, we assume that an agent negotiates
concurrently with its trading partners.

Let a negotiation cycle be the time spent in a round of negoti-
ations and the reaction time of a trading partner be the time from
an agent’s proposing to its receiving a counterproposal from
the trading partner. In existing general one-to-many negotiation
mechanisms and systems (e.g., [1], [7], [20], and [30]), taking
the negotiation between a buyer and several sellers as an exam-
ple, the buyer’s negotiation with the set of sellers is divided into
several rounds (indexed by {0, 1, 2, . . .}), i.e., negotiation is
conducted in discrete time. A problem with the general one-to-
many negotiation mechanism [7], [12], [16], [20] is that during
negotiation, no matter how long an agent has to wait and how
many proposals have been received, the agent cannot propose
until it has received proposals from all its trading partners. In
actual negotiation environments, as agents may have different
negotiation strategies, reasoning mechanisms, communication
time, constraints, and preferences, an agent generally receives
its trading partners’ proposals at different times in each round
after it sent proposals to all its trading partners at the same time
(i.e., different trading partners have different reaction times).1

Therefore, the general one-to-many negotiation mechanism is
not flexible enough when negotiation agents are of different
reaction times.

To overcome the limitation of the general one-to-many
negotiation mechanism, this research focuses on developing
a more flexible mechanism than the general one, where an
agent can decide when to make a proposal according to the
synchronization situations of negotiation, which are determined
by the reaction time of each trading partner.

There are three critical issues in designing a flexible one-to-
many negotiation mechanism.

1) How to coordinate all the subnegotiation threads
(Section II): One-to-many negotiation can be treated as
a series of subnegotiation threads, and different subne-
gotiation threads have different negotiation situations. A
coordination strategy concerns issues such as whether
all the subnegotiation threads are interactive or not and

1The reasons that bring about different trading partners with different re-
action times vary. For example, agents located in different positions in the
network may have different communication distances. The factors affecting
communication quality of service (QoS), e.g., bandwidth, congestion, and
network failure, may result in different communication delays. Agents with
different reasoning mechanisms and processing capabilities may have different
processing speeds. According to strategies, agents may decide to postpone
sending proposals, even though the proposals have already been generated
successfully.
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how to organize the negotiation of multiple threads. It is
obvious that if an agent takes the information of all the
subnegotiation threads into account while generating pro-
posals, it will get more favorable negotiation outcomes.

2) When to generate proposals (Section III): In order to
overcome the limitation of the general one-to-many ne-
gotiation mechanism, this paper develops two strategies
for deciding when to make a proposal based on the
synchronization situations of negotiation.

3) Negotiation strategy (Section IV): In order to build more
flexible and sophisticated negotiation agents, Faratin
et al. [3] have devised a negotiation model that defines
a range of strategies and tactics for generating proposals.
The strategies in [3] are based on time, resource, and
behaviors of negotiators.

In Sim’s (enhanced) market-driven agents (MDAs) [23]–[28],
other essential factors, such as competition, trading alter-
natives, and differences of negotiators, are also considered.
While designing negotiation strategies for agents conduct-
ing one-to-many negotiations, this paper considers factors
that can significantly either enhance or diminish a nego-
tiator’s ability to achieve its objectives, namely: 1) time;
2) trading partners’ strategies; 3) negotiation situations of
other subnegotiation threads; and 4) competition. Addition-
ally, the performance of the continuous-time one-to-many
negotiation mechanism is evaluated by comparing it with
the general negotiation mechanism and the desperate strat-
egy in Section V. Section VI summarizes related work, and
Section VII concludes this paper.

II. COORDINATION MECHANISMS

For ease of analysis, this paper focuses on single-issue
(single-attribute, e.g., price-only) negotiation rather than
multiple-issue negotiation (we leave multiple-issue negotiation,
which is more complex and challenging than a single-issue
negotiation [11], for future research). This paper adopts the
alternating offers protocol [22, p.100] for each subnegotiation
thread. In each round, an agent proposes according to its negoti-
ation strategy. After receiving a proposal from one of its trading
partners, the agent evaluates it. If it is acceptable, the agent
accepts it, and the negotiation terminates. Otherwise, the agent
puts forward a counterproposal according to its negotiation
strategy, and the negotiation proceeds if the deadline is not
reached.

While conducting negotiations with several trading partners
concurrently, an agent needs to make a decision on the negoti-
ation structure, which is used to organize negotiations, and the
coordination strategy, which is used to control and coordinate
multiple negotiation threads.

A. Negotiation Structure

1) Centralized Structure: The centralized structure consists
of only a complex and powerful agent conducting the negoti-
ation with several trading partners. It is simple and has high
efficiency with a small number of trading partners. However,
when the trading partners increase, the calculating cost of the
agent increases, the processing speed slows down, and the
negotiation efficiency decreases.

2) Hierarchy Structure: The hierarchy structure consists of
a manager agent and several subagents, and negotiation is com-
posed of multiple subnegotiation threads. When negotiation
begins, the manager agent creates several subagents equal to
the number of the trading partners, and then, each subagent
negotiates with a trading partner. The manager agent manages
and coordinates the negotiation of each subagent based on
one of the coordination strategies described in Section II-B.
Compared with the centralized structure, the hierarchy structure
has the following advantages (this paper assumes the hierarchy
structure).

1) Increase of trading partners almost has no effect on the
negotiation process. When a seller enters a negotiation,
the buyer’s manager agent only needs to create a new
subbuyer to negotiate with the seller agent.

2) System becomes much more robust, and the adjustment
(even failure) of a subnegotiation thread will not result in
the failure of the whole negotiation.

3) Distribution characteristics are obtained by the hierarchy
structure. All the subagents can be distributed into any
place throughout the network.

B. Coordination Strategy

Based on the hierarchy structure, an agent negotiating with
a set of trading partners needs to make a decision on two
levels of negotiation strategies, namely: 1) negotiation strategy
for the manager agent and 2) negotiation strategy for the
subnegotiators. The negotiation strategy for the manager agent
refers to all the rules that control the whole negotiation and
coordinate the multiple subnegotiation threads. The following
two coordination strategies differentiated by whether the mul-
tiple negotiation threads are interactive can be exercised by the
manager agent for controlling subnegotiation threads [20].

1) Desperate Strategy: All the subnegotiation threads are
independent, i.e., subagents are not aware of the negotiation in-
formation of the other subnegotiation threads and the manager
agent is anxious to end the negotiation, i.e., once a subagent
finds an acceptable proposal, the manager agent accepts it
and stops all the subnegotiation threads. If several acceptable
proposals are found out at the same time, the manager agent
chooses the one with the highest utility.

2) Optimized Strategy: The subnegotiation threads are in-
teractive. During negotiation, each subagent is clearly aware of
the negotiation information of the other subnegotiation threads
and adjusts its proposals accordingly. Once a subagent finds an
acceptable proposal, the manager agent stops all the subnegoti-
ation threads.

Compared with the desperate strategy, the optimized strategy
is much more complex. The optimized strategy regards that all
the subnegotiation threads mutually influence one another and
each subnegotiator can take the information of the other negoti-
ation threads into account while generating new proposals. The
following discussion assumes that the manager agent utilizes
the optimized strategy.

Suppose that a buyer agent negotiates with n seller agents.
While using the optimized strategy as the coordination strategy
for the hierarchy structure, there will be information exchange
among the manager buyer agent, the n subbuyer agents, and
the n seller agents. During negotiation, each subbuyer reports
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its negotiation status (e.g., its trading partner’s proposal) to the
manager buyer agent; the manager buyer agent then decides
when to make a proposal, decides whether to terminate ne-
gotiation, and informs each subbuyer of the negotiation status
of the other negotiation threads. Assume that the manager
agent exchanges information with all the subnegotiators once
in each round, and each subnegotiator exchanges information
with its trading partner once in each round. The communica-
tion complexity of the aforementioned negotiation scenario is
O(n × m), where m represents how many rounds a negotiation
takes. As both n and m are finite, the hierarchy structure with
optimized coordination strategy has polynomial communica-
tion complexity.

III. WHEN TO MAKE A PROPOSAL

In contrast to the general one-to-many negotiation mecha-
nism, an agent decides when to make a proposal according
to the synchronization situations of negotiation in the flexible
negotiation mechanism. After the discussion of the problem
of evaluating the synchronization situation of a negotiation
scenario, this section introduces two strategies for deciding
when to make a proposal, namely: 1) fixed-waiting-time-based
strategy and 2) fixed-waiting-ratio-based strategy.

A. Synchronization Situation Evaluation

The synchronization situation of a one-to-many negotiation
is determined by a set of reaction times of all the trading
partners. Let S be the synchronization situation of a one-to-
many negotiation scenario, which takes the form

S =

√
D(C)

E(C)
(3.1)

where C is the set of reaction times of all the trading partners,
C = (C1, C2, . . . , Cn), E(C) is the expectation of C, and
D(C) is the variance of C. Because E(C) > 0 and D(C) ≥ 0,
it follows that S ≥ 0.

The synchronization situation S increases with an increase of
the variance D(C). In terms of the value of the synchronization
situation S, synchronization situations can be divided into three
different levels, namely: 1) high (S < 0.2), 2) general (0.2 ≤
S < 0.5), and 3) low (S ≥ 0.5).

Case 1) If ∀Ci, Cj ∈ C and Ci = Cj , then all the nego-
tiation threads have the same reaction time, i.e.,
D(C) = 0. Hence, S = 0, i.e., the one-to-many ne-
gotiation is of the highest synchronization.

Case 2) If ∀Ci ∈ C and Ci − E(C) → ∞, then D(C) →
+∞. Hence, S → +∞, i.e., the one-to-many nego-
tiation is of the lowest synchronization.

While making the decision of when to make a proposal in
round t + 1, an agent may confront the following dilemma.

1) Agent will not propose until it has received the most
counterproposals from trading partners (it becomes the
general mechanism if the agent does not propose until
it has received all the counterproposals). The agent will
get more information for proposal generation after receiv-
ing more counterproposals. Therefore, the proposal for
a trading partner after receiving more counterproposals
will not be worse than the proposal after receiving less

counterproposals. However, if the agent waits for more
counterproposals before generating new proposals, it will
take more time to complete a round of negotiations as
“waiting” is always time consuming. Consequently, the
agent may be not able to take several rounds of negotia-
tion before the deadline approaches.

2) Agent will propose as soon as possible. Although this
approach will decrease the time spent in a round of
negotiations, the proposal for a trading partner may not
be as good as the proposal generated after receiving more
counterproposals. As the synchronization situation of a
negotiation shows the difference of the set of reaction
times of trading partners, it is intuitive to take the syn-
chronization situations into account while deciding when
to make a proposal.

A high synchronization situation level (e.g., S = 0.01) means
that an agent can receive the proposals of all the trading
partners almost at the same time. Accordingly, before proposal
generation, the agent can wait for more trading partners’ pro-
posals after it receives the first proposal. In contrast, when
the synchronization situation level is low (e.g., S = 0.9), it is
intuitive that the agent does not have to wait for more trading
partners’ proposals after it receives the first proposal as it may
take a long time to wait for all of their proposals. Based on the
preceding intuitions, we introduce two flexible strategies for
deciding when to make a proposal, namely: 1) fixed-waiting-
time-based strategy in which the synchronization situations are
used to determine the time to wait after an agent receives the
first counterproposal (see Section III-B) and 2) fixed-waiting-
ratio-based strategy in which the synchronization situations are
used to determine the number of counterproposals to wait after
an agent receives the first counterproposal (see Section III-C).

B. Fixed-Waiting-Time-Based Strategy

In each round, after a subagent first receives a proposal from
its trading partner, it waits for a fixed waiting time, and then
all the subagents that received proposals begin to generate new
proposals.

Let Twait be the fixed waiting time, which is given by

Twait = [max(C) − min(C)] × Smax − S

Smax
(3.2)

where max(C) is the maximum reaction time in C, min(C) is
the minimum reaction time in C, and Smax = max(C)/E(C).
Because

dTwait(S)
dS

=
− [max(C) − min(C)]

Smax

and max(C) − min(C) and Smax are nonnegative, the slope
dTwait(S)/(dS) is always negative. Hence, if max(C) −
min(C) and Smax are determined and the negotiation is with
a high synchronization level, the agent has to wait for a much
longer time; otherwise, it has to wait for a much shorter time.
The algorithm for deciding when to make a proposal according
to the fixed-waiting-time-based strategy is given in Fig. 1.
Additionally, when Twait = max(C) − min(C), the flexible
mechanism is equivalent to the general one-to-many negotiation
mechanism (Proposition 1).
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Fig. 1. Algorithm for the fixed-waiting-time-based strategy.

Proposition 1: When Twait = max(C) − min(C), the flex-
ible mechanism is equivalent to the general one-to-many nego-
tiation mechanism.

Proof: In the general one-to-many negotiation mecha-
nism, after a buyer sent proposals to all its trading partners in
round t, it will wait until it has received all the counterproposals
from all its trading partners before sending new proposals to all
its trading partners in round t + 1. For the flexible one-to-many
negotiation mechanism, after sending proposals to its partners
at the same time in round t = 0, the buyer agent first receives
the proposal(s) of the seller agent(s) with reaction time min(C).
Because the fixed waiting time is Twait = max(C) − min(C),
the buyer can still receive proposals from agent(s) with reaction
time max(C) − min(C) + min(C), i.e., the buyer agent last
receives the proposal(s) of the seller(s) with reaction time
max(C) before proposing in round t = 1. Then, the buyer agent
will send counterproposals to all its trading partners in round
t = 1 at the same time. Similarly, when t = 1, 2, . . ., the buyer
will still receive the proposal(s) of the seller(s) with reaction
time max(C) last before proposing in round t + 1. Thus, the
flexible mechanism is equivalent to the general mechanism if
Twait = max(C) − Ξmin(C). �

C. Fixed-Waiting-Ratio-Based Strategy

In each negotiation round, after a subagent first receives a
proposal from its trading partner, it waits until the number of
subagents that received proposals reach a fixed ratio, and then
all the subagents that received proposals begin to generate new
proposals to their trading partners, respectively.

Fig. 2. Algorithm for the fixed-waiting-ratio-based strategy.

Let Rwait be the fixed waiting ratio, which is given by

Rwait =
Smax − S

Smax
. (3.3)

Each parameter here has the same meaning as that in
Section III-B. Because

dRwait(S)
dS

= − 1
Smax

and Smax is nonnegative, the slope dRwait(S)/dS is always
negative. Therefore, an agent will wait for a much longer time
with the increase of the synchronization level S.

The algorithm for deciding when to make a proposal ac-
cording to the fixed-waiting-ratio-based strategy is given in
Fig. 2. The trading partners for proposal generation are given
after running the algorithm. In addition, when Rwait = 1, the
flexible mechanism becomes the general one-to-many negotia-
tion mechanism (Proposition 2).

Proposition 2: If Rwait = 1, the flexible mechanism be-
comes the general one-to-many negotiation mechanism.

Proof: When Rwait = 1, an agent negotiating with a set of
trading partners will wait until it has received all the proposals
from all its trading partners before sending counterproposals to
these trading partners, which is similar to the general one-to-
many negotiation mechanism. �

IV. SUBAGENTS’ NEGOTIATION STRATEGY

While adopting the hierarchy architecture, the one-to-many
negotiation can be treated as multiple threads of bilateral ne-
gotiation. Given the condition that the manager agent takes the
optimized strategy, each subagent needs to make a decision on
its negotiation strategy.



AN et al.: CONTINUOUS-TIME NEGOTIATION MECHANISM FOR SOFTWARE AGENTS 1265

While there are many factors affecting the agents’ decision
making (e.g., deadline, competition, trading opportunity, and
eagerness) [3], [23]–[28], the following two issues should be
taken into account in designing negotiation strategies for sub-
agents conducting one-to-many negotiations: 1) every subagent
needs to take the negotiation information of the other nego-
tiation threads into account because the multiple negotiation
threads mutually influence one another and 2) in concurrent
one-to-many negotiation, an agent may have more than one
trading partner to reach an agreement. After an analysis of
the main factors affecting subagents’ decision making, the
subagents’ strategies are determined by the following four
decision functions, namely: 1) time-dependent function T ;
2) trading-partners’-strategies-dependent function O; 3) other-
negotiation-threads-dependent function P ; and 4) competition-
dependent function C.

Let kt
i [T ], kt

i [O], kt
i [P ], and kt

i [C] be the set of compromis-
ing degrees of the agent i in round t according to the decision
functions T , O, P , and C, respectively. Letting kt

i be the agent
i’s compromising degree in round t, we get

kt
i = wT kt

i [T ] + wOkt
i [O] + wP kt

i [P ] + wCkt
i [C] (4.1)

where 0 ≤ wT , wO, wP , wC ≤ 1, and wT + wO + wP +
wC = 1. During negotiation, the agent can dynamically decide
the values of wT , wO, wP , and wC .

If the agent i is a buyer, its proposal in round t is

bt
i =

(
1 + kt

i

) × bt−1
i . (4.2)

If the agent i is a seller, its proposal in round t is

st
i =

(
1 − kt

i

) × st−1
i . (4.3)

A. Time-Dependent Function T

Because a bargaining negotiation is fundamentally time de-
pendent [8], [26], it is necessary to introduce a time variable
for modeling market dynamics. Function T takes the remaining
negotiation time’s effect on negotiation strategies into account,
i.e., agents’ sensitivity to time. Agents’ sensitivity to time em-
bodies how the left negotiation time affects agents’ negotiation
strategies.

When an agent negotiates with several trading partners using
the flexible mechanism, from its perspective, the negotiation
process consists of several rounds, but each round may be of
a different cycle time and the agent may only propose to some
of its trading partners in each round. For the subnegotiation
thread i, let Bt

i be the beginning time in round t and F t
i be the

finishing time in round t.2 From the buyer’s perspective when
it negotiates with several sellers, the remaining time’s effect on
its negotiation strategy is given as follows:

bt
i[T ] =

(
bi
max − bi

min

) × (
Bt

i/T i
max

)β + bi
min (4.4)

where β > 0 represents an agent’s eagerness to complete a deal,
bt
i[T ] represents the subbuyer i’s proposal in round t according

to the decision function T , Tmax represents the negotiation
deadline of the buyer, bt

max represents the buyer’s reserve

2For the general one-to-many negotiation mechanism, if the negotiation cycle
of each round is c, we get Bt

i = c(t − 1) and F t
i = ct.

Fig. 3. Effect of the remaining time.

proposal, and bt
min represents the buyer’s desired proposal. The

change of bt
i[T ] with respect to the negotiation time has the

following characteristics (as in Fig. 3).
Case 1) β = 1. bt

i[T ] = (bt
max − bt

min) × Bt
i/T t

max + bt
min.

bt
i[T ] linearly increases, which means that the re-

maining time has a consistent effect on the agent’s
negotiation strategy.

Case 2) β > 1. At the beginning of negotiation, bt
i[T ]

changes little. The agent makes little compromise
at the beginning of negotiation, but makes large
compromise when negotiation is to be closed.

Case 3) 0 < β < 1. The change of the slope is decreasing.
The agent is eager to reach an agreement as quickly
as possible, and it makes large compromise at the
beginning of negotiation. With the negotiation go-
ing on, the agent makes less and less compromise.

Similarly, when a seller i negotiates with several buyers,
st

i[T ] = si
max − (si

max − si
min) × (Bt

i/T i
max)

β can be used to
express the remaining negotiation time’s effect on the seller’s
negotiation strategy, where si

max and si
min are the maximum

and minimum proposal of the seller, respectively, and st
i[T ]

represents the subseller i’s proposal in round t according to the
decision function T .

Let kbt
i[T ] be the compromising degree of the subbuyer

i according to the function T in round t when the buyer
negotiates with several sellers. Let kst

i[T ] be the compro-
mising degree of the subseller i according to the function
T in round t when the seller negotiates with several buy-
ers. Because bt

i[T ] = (1 + kbt
i[T ]) × bt−1

i [T ] and st
i[T ] = (1 −

kst
i[T ]) × st−1

i [T ], we have

kbt
i[T ] =

(
bi
max−bi

min

)×(
Bt

i/T i
max

)β+ bi
min(

bi
max−bi

min

)×(
Bt−1

i /T i
max

)β+ bi
min

− 1 (4.5a)

kst
i[T ] = 1− si

max−
(
si
max−si

min

)×(
Bt

i/T i
max

)β

si
max−

(
si
max−si

min

)×(
Bt−1

i /T i
max

)β
. (4.5b)

If shorter time is allowed, an agent faces greater pressure in
making a final decision. Sim has analyzed different strategies
that agents should adopt in response to different deadlines [23].
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For longer deadlines, an agent may find it advantageous to
adopt a conservative strategy [case 2] because it has plenty of
time for negotiating deals. A conciliatory strategy [case 3] may
be more suitable if an agent is coerced into completing a deal
rapidly. Regardless of the deadline, linear strategies [case 1]
are more likely to make deals than conservative strategies while
achieving higher utility than conciliatory strategies.

B. Trading-Partners’-Strategies-Dependent Function O

For negotiation agents, maximizing utility is the most im-
portant objective. Thus, an agent may choose to use imitative
tactics to protect itself from being exploited by other agents.
Moreover, making large compromise to a conservative agent
makes no sense. In addition, an agent may have more than
one chance to reach an agreement in one-to-many negotiation.
Therefore, it is reasonable for an agent to make a compromise
based on the behaviors of its trading partners.

Let kbt
i[O] be the compromising degree of the subbuyer i

according to function O in round t (t > 2) when the buyer
negotiates with several sellers. Let kst

i[O] be the compromising
degree of the subseller i according to function O in round t
(t > 2) when the seller negotiates with several buyers. Thus,
we have

kbt
i[O] = ηn × (

1 − st−1
i /st−2

i

)
(4.6a)

kst
i[O] = ηn × (

bt−1
i /bt−2

i − 1
)

(4.6b)

where 0 < η ≤ 1 and n is the number of trading partners.
From (4.6a) and (4.6b), we can find that an agent partly,
in percentage of ηn, reproduces the behavior that its trading
partner performed. The parameter η reflects agents’ optimism
toward negotiation results when their trading partners increase.
η with a small value (for example, 0.5) means that an agent is
very optimistic about negotiation results with the increase of
trading partners. In contrast, η with a larger value (close to 1)
means that the agent is not optimistic about negotiation results
with the increase of trading partners.

Faratin et al. [3] have proposed three kinds of trading-
partners’-behavior-dependent tactics. The distinguishing fea-
ture of our decision function is that we consider agents’
multiple choices. With more trading partners, an agent will
concede much less (as ηn decreases with the increase of the
number n of trading partners). The trading partners’ strategies-
dependent function O acts as a control mechanism to prevent
an agent from making excessive compromise to a conservative
trading partner and inadequate compromise to a trading partner
who is likely to reach an agreement.

C. Other-Negotiation-Threads-Dependent Function P

When the manager agent adopts the optimized strategy, all
the negotiation threads have mutual influence. While making
a decision on its compromising degree, in order to avoid un-
necessary negotiation process, a single subagent should take
the information of the other negotiation threads into account.
For example, a buyer negotiates with three sellers. In a certain
round, the subbuyer b1 receives the seller s1’s proposal of $50,
and it knows that the proposals of the seller s2 and the seller
s3 are $30 and $40, respectively, i.e., the lowest proposal of the
three sellers is $30. In order to avoid unnecessary negotiation

processes, the subbuyer b1’s proposal to the seller s1 in the next
round will be lower than $30. Similarly, both the subbuyer b2’s
and the subbuyer b3’s proposals will also be lower than $30.

In the flexible one-to-many negotiation mechanism, when
a buyer negotiates with n sellers, each subbuyer will not im-
mediately begin to calculate the counterproposal to its trading
partner after receiving its trading partner’s proposal, but it will
wait to get the negotiation information of other negotiation
threads according to the two strategies for deciding when to
make a proposal (see Sections III-B and C). Let numst−1 be
the number of the trading partners to whom the buyer proposes
in round t (in other words, the number of proposals that the
buyer has received in round t − 1), 0 < numst−1 ≤ n, and st−1

min
represent the lowest proposal that the buyer has received in
round t − 1. Similarly, when a seller negotiates with n buyers,
0 < numbt−1 ≤ n represents the number of proposals that the
seller has received in round t − 1, and bt−1

max represents the
highest proposal that the seller has received in round t − 1

st−1
min =

numst−1

min
i=1

st−1
i

bt−1
max =

numbt−1
max
i=1

bt−1
i .

Suppose that a buyer negotiates with several sellers. In
round t − 1, a subbuyer i receives a proposal st−1

i from its
partner—the seller i. For the subbuyer i, if st−1

min > bt−1
i , it

should make some compromise. In this case, if st−1
min/st−1

i is
very small, i.e., the seller i’s offer st−1

i is very high as compared
with the other numst−1 − 1 proposals, the subbuyer i would
make little compromise to the seller i because their negotiation
seems “hopeless.” If st−1

min/st−1
i is close to 1, i.e., the seller

i’s proposal st−1
i is very “favorable” as compared with the

other trading partners’ proposals, the subbuyer i would make
compromise to the seller i according to the decision function O
because the subnegotiation thread seems “hopeful.” Therefore,
the lower the seller i’s proposal as compared with the other
numst−1 − 1 proposals, the more compromise the subbuyer i
will make. Otherwise, i.e., st−1

min ≤ bt−1
i , because at least one

of the trading partners’ proposals is higher than its proposal in
round t − 1, the subbuyer i will choose to raise its expectation,
i.e., let bt

i < st−1
min ≤ bt−1

i . Because bt
i = (1 + kbt

i[P ]) × bt−1
i ,

where kbt
i[P ] is the compromising degree of the subbuyer

i according to the decision function P in round t, then
(1 + kbt

i[P ])× bt−1
i < st−1

min, thus, kbt
i[P ] < st−1

min/bt−1
i − 1.

Hence, we have kbt
i[P ] = st−1

min/bt−1
i − 1 − σ, σ > 0, and the

subbuyer i can decide the value of σ according to its desire to
maximize utility (greed). σ with a large value means that the
agent will greatly raise its expectation if st−1

min ≤ bt−1
i .

Similarly, let kst
i[P ] be the compromising degree of the

subseller i according to the decision function P in round t when
the seller negotiates with several buyers. We have

kbt
i[P ]=

{
min

(
kbt

i[O], st−1
min/st−1

i

)
, if st−1

min > bt−1
i

st−1
min/bt−1

i − 1 − σ, otherwise
(4.7a)

kst
i[P ]=

{
min

(
kst

i[O], bt−1
i /bt−1

max

)
, if bt−1

max < st−1
i

1 − bt−1
max/st−1

i − σ, otherwise.
(4.7b)

Li et al. [12] consider the other threads’ influence on an
agent’s reserve price. However, in this paper, we consider the
other threads’ influence on an agent’s negotiation strategies.
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With the other-negotiation-threads-dependent function P , an
agent is aware of the negotiation situations of the all negotiation
threads and then brings forward new proposals, which helps
to avoid unnecessary negotiation processes and to maximize
agents’ utilities (by making little compromise to conservative
trading partners and raising agents’ expectations).

D. Competition-Dependent Function C

A negotiator’s bargaining “power” is affected by the number
of competitors and trading alternatives. Good options give a
negotiator more power because the negotiating party need not
pursue the negotiation with any sense of desperation. For in-
stance, in a buyer’s market, supply is greater than demand, and
buyers have a bargaining advantage. Conversely, in a seller’s
market, demand is greater than supply, and sellers have a
bargaining advantage.

The competition situation of an agent is determined by the
probability that it is (or is not) being considered as the most
preferred trading partner [23], [26]. Suppose an agent b1 has
m − 1 competitors b2, b3, . . . , bm and n trading partners s1, s2,
. . . , sn. The probability that b1 is not the most preferred trading
partner of any si (i = 1, 2, . . . , n) is (m − 1)/m. The proba-
bility of agent b1 not being the most preferred trading partner
of all the trading partners is [(m − 1)/m]n. Hence, we have

kbt
i[C] = [(m − 1)/m]n (4.8a)

kst
i[C] = [(m − 1)/m]n (4.8b)

where kbt
i[C] is the compromising degree of the subbuyer i

according to the decision function C in round t and kst
i[C] is

the compromising degree of the subseller i according to the
decision function C in round t. Because buyers and sellers can
enter and leave the market at any time, the values m and n may
constantly change with ongoing negotiation.

With respect to competition, a negotiation agent makes
compromise according to the buyer–seller ratio in a market.
In a favorable market, there are fewer competitors and more
trading partners. Hence, an agent has stronger bargaining power
and makes less compromise. In an unfavorable market, an
agent’s bargaining power decreases as it experiences more
competition, and it may attempt to make more compromise.
Using the competition-based function C, an agent strives to
avoid making excessive compromise in favorable markets or
inadequate compromise in unfavorable markets.

Although the four decision functions are implemented for
one-to-many negotiation, most of these decision functions can
be applied to one-to-one and many-to-many negotiations. All
the four decision functions can be applied to many-to-many
negotiation because one-to-many negotiation can be treated as
a special kind of many-to-many negotiation. Time-dependent
function T can be applied to one-to-one negotiation because
the passage of time can affect an agent’s negotiation strategy
when it negotiates with another agent [10]. Trading-partners’-
strategies-dependent function O can also be applied to one-to-
one negotiation as it is still crucial to imitate trading partners’
strategies in one-to-one negotiation. However, competition-
dependent function C and other-negotiation-threads-dependent
function P cannot be applied to one-to-one negotiations be-
cause there is no competition and there is only one negotiation
thread.

TABLE I
INPUT DATA SOURCES

V. EVALUATION AND EXPERIMENTATION

A. Test Bed

To realize the idea of the flexible one-to-many negotia-
tion mechanism, a simulation test bed consisting of a virtual
e-Marketplace, which is a society of trading agents and a con-
troller (manager), was implemented. The controller generates
agents, randomly determines their parameters (e.g., their roles
as buyers or sellers, initial proposals, reserve price, negotiation
mechanisms, and deadlines), and simulates the entrance of
agents to the virtual e-Marketplace. Using the test bed, a series
of experiments was carried out in order to demonstrate the
features of the flexible one-to-many negotiation mechanism
and to evaluate the effectiveness of the negotiation strategies
for subagents. In order to demonstrate the performance of the
flexible one-to-many negotiation mechanism by comparison,
another two mechanisms were evaluated as follows.

1) General One-to-Many Negotiation Mechanism: To eval-
uate the performance of the general mechanism in the flexible
negotiation mechanism framework, we just need to let the
waiting time Twait = max(C) − min(C) for the fixed-waiting-
time-based strategy or the waiting ratio Rwait = 1 for the fixed-
waiting-ratio-based strategy.

2) Desperate Strategy (Section II-B): Because all the subne-
gotiation threads are independent in the desperate strategy, the
other-negotiation-threads-dependent function P is not suitable
for agents using the desperate strategy, but agents can still use
the other three decision functions. The general mechanism is
utilized in negotiations with the desperate strategy.

To evaluate the performance of the three mechanisms in a
wide variety of test environments, the agents are subject to dif-
ferent market densities, different market types, and other factors
(e.g., deadline, eagerness, optimism, and greed) (Table I).

B. Experimental Settings

All the six input parameters in Table I are generated ran-
domly following a uniform distribution. Both market density
and market type depend on the probability of generating an
agent in each round and the probability of the agent being a
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TABLE II
PERFORMANCE MEASURE

buyer (or a seller). From a buyer agent’s perspective, for a
favorable (respectively, an unfavorable) market, an agent enters
a market with lower (respectively, higher) probability of being
a buyer agent and higher (respectively, lower) probability of
being a seller. The life span of an agent, i.e., its deadline, is
randomly selected from a range of 150–600 s. The range of
150–600 s for the deadline is adopted based on experimental
tuning and the agents’ behaviors. In the current experimental
setting, the reaction time of every agent is about 5 s following
a uniform distribution for convenience; it was found that for a
very short deadline (< 150 s), very few agents could complete
deals, and for deadlines > 600 s, there was little or no difference
in the performance of agents. Hence, for the purpose of experi-
mentation, a deadline between the ranges of 150–250, 250–400,
and 450–600 s are considered short, moderate, and long, respec-
tively. The value of eagerness is randomly generated from [0.1,
10], and the range values for eagerness follow the definition
in Section IV-A. It was found that when β > 10 and β < 0.1,
agents made little and large compromise, respectively, at the
beginning of negotiation and there was little or no difference
in the performance of agents. Hence, representative values
of eagerness from the lower range (e.g., 5), the upper range
(e.g., 0.2), and the midrange (e.g., 1) were used. The value of
optimism is randomly generated from [0.7, 1]. Through experi-
mentation, it was found that when the optimism value η > 0.99
or η < 0.7, there was little or no difference in the performance
of negotiation agents. Thus, optimism values of 0.8, 0.98, and
0.93 are considered as upper range, lower range, and midrange,
respectively. The value of greed is selected from the range
of 0.01–0.15 based on experimental tuning. It was found that
when the greed value σ > 0.15, most agents failed to reach
agreements, and when the greed value σ < 0.01, there was
little or no difference in the performance of negotiation agents.
Therefore, greed values of 0.1, 0.02, and 0.05 are considered as
upper range, lower range, and midrange, respectively.

C. Performance Measurement

The performance measurements include expected utility,
success rate, and average negotiation time (Table II). Other than
optimizing agents’ utility, enhancing the success rate is also an
important evaluation criteria for designing negotiation agents,
as pointed out in [5] and [15, p.130]. Because negotiation
results are uncertain (i.e., there are two possibilities, namely:
1) eventually reaching a consensus and 2) not reaching a
consensus), it seems more prudent to use expected utility [2]

Fig. 4. Fixed-waiting-time-based strategy.

Fig. 5. Fixed-waiting-ratio-based strategy.

rather than average utility as a performance measure because it
takes into consideration the probability distribution over the two
different outcomes [27]. Average negotiation time examines the
average amount of time spent in negotiation.

D. Results

An extensive amount of stochastic simulations were car-
ried out for all the combinations of market density (dense,
moderately dense, and sparse), market type (favorable, almost
balanced, and unfavorable), and other agents’ constraints (dead-
line, eagerness, optimism, and greed). Even though experiments
were carried out for all 729 (3 × 3 × 3 × 3 × 3 × 3) combina-
tions of the input data, due to space limitation and the main
objective of the experimental simulation, which is to show
the advantages of the flexible mechanism over the other two
mechanisms, only some representative results are presented in
Figs. 4–11. In these experiments, the market is of moderate
density, the value of eagerness is 0.8, the optimism value is 0.8,
and the greed value is 0.1.

E. Observation 1

The negotiation outcomes with the waiting time (respec-
tively, waiting ratio) given by the fixed-waiting-time-based
strategy (respectively, fixed-waiting-ratio-based strategy) are
more desirable than the outcomes with any other waiting time
(respectively, waiting ratio).
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Fig. 6. Expected utility and market type.

Fig. 7. Success rate and market type.

Fig. 8. Average negotiation time and market type.

In Figs. 4 and 5, it can be found that the market is favor-
able for buyers, and the deadline is between 300 and 400 s.
A set of experiments with different synchronization levels
(e.g., S1 = 0.1 and S2 = 0.4) was conducted. In Fig. 4,
max(C) − min(C) = 10 s. According to (3.2) (Section III-B),
the waiting times for the two different synchronization levels
are 6.8 and 4.7 s, respectively. Results from simulations show

Fig. 9. Expected utility and negotiation deadline.

Fig. 10. Success rate and negotiation deadline.

Fig. 11. Average negotiation time and negotiation deadline.

that the negotiation results with the waiting time given by (3.2)
are more desirable than the result with any other waiting time.
In Fig. 4, when S1 = 0.1 and using the waiting time 6.8 s given
by (3.2), the expected utility is 0.37, which is higher than the
outcome with any other waiting time (e.g., waiting time = 1,
3, 4.7, and 10 s); when S2 = 0.4, the waiting time given by
(3.2) is 4.7 s, and the expected utility is 0.39, which is also
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higher than the outcome when the waiting time is 1, 3, 6.8,
or 10 s. Simulation results show that the negotiation results
with the waiting ratio given by (3.3) are also more desirable
than the result with any other waiting ratio. According to (3.3)
(Section III-C), the fixed waiting ratios for the two different
synchronization levels are 0.64 and 0.35, respectively. In Fig. 5,
when S1 = 0.1 and using the waiting ratio 0.64 given by (3.3),
the expected utility is 0.39, which is higher than the outcome
with any other waiting ratio; when S2 = 0.4, the waiting ratio
given by (3.3) is 0.35, and the expected utility is 0.40, which is
also higher than the outcome with any other waiting ratio.

F. Observation 2

With moderate deadline (e.g., 250–350 s), the flexible mech-
anism achieved higher Uexpected, higher Rsuccess, and lower
Rtime than the general mechanism and the desperate strategy.

The experimental results in Fig. 6 show that the flexible
mechanism always gets better negotiation results than the
general mechanism and the desperate strategy, and the gen-
eral mechanism always gets better negotiation results than the
desperate strategy. In Fig. 6, when the buyer–seller ratio is
1 : 1, the expected utilities for the flexible mechanism, general
mechanism, and desperate strategy are 0.49, 0.40, and 0.34,
respectively.

The simulation results in Fig. 7 suggest that the flexible
mechanism always gets higher success rates than the general
mechanism and the desperate strategy with different buyer–
seller ratios. In Fig. 7, the success rates for the flexible mech-
anism, general mechanism, and desperate strategy are 0.59,
0.48, and 0.39, respectively, when the buyer–seller ratio is 1 : 1.

From the experimental results in Fig. 8, we can find that
the negotiation with the flexible mechanism always leads to a
shorter average negotiation time as compared with the general
mechanism and the desperate strategy. For example, when the
buyer–seller ratio is 1 : 1, the average negotiation times for the
flexible mechanism, general mechanism, and desperate strategy
are 0.61, 0.71, and 0.75, respectively.

G. Observation 3

In an almost balanced market, the flexible mechanism
achieved higher Uexpected, higher Rsuccess, and lower Rtime

than the general mechanism and the desperate strategy.
The experimental results in Fig. 9 show that the negotiation

results become more favorable with the increase of the deadline
in the three situations. For example, when agents utilize the
flexible mechanism, the expected utilities are 0.21, 0.29, 0.51,
and 0.63, respectively, with the deadline varying from 150
to 550 s. Furthermore, the flexible mechanism always gets
better negotiation results than the general mechanism and the
desperate strategy with the same deadline.

With the increase of negotiation deadline, agents tend to
make relatively less compromise and will have more time to
bargain. The simulation outcomes in Fig. 10 show that the
success rate increases with the increase of the deadline in the
three situations. We can also find that the flexible mechanism
always gets higher success rates than the general mechanism
and the desperate strategy with the same deadline.

The simulation results in Fig. 11 show that the average
negotiation time decreases with the increase of the deadline in

the three situations. The results correspond to the intuition that
an agent with a short (respectively, long) deadline has to spend
almost all (respectively, a part of) the permitted time to reach
an agreement. Taking the flexible mechanism as an example,
the average negotiation times when the deadline is in the
ranges of 150–250, 250–350, 350–450, and 450–550 s are 0.88,
0.80, 0.62, and 0.55, respectively. Furthermore, the flexible
mechanism always leads to a shorter average negotiation time
than that of the general mechanism and the desperate strategy.

VI. RELATED WORK

The literature of one-to-many negotiation mechanisms and
systems (e.g., [1], [7], [20], and [30]) and negotiation strategies
for agents conducting one-to-many negotiation (e.g., [3], [8],
[23], [24], [26], and [27]) forms a very huge collection, and
space limitations preclude introducing all of them here. For
a survey on automated negotiation, see [5] and [14]. This
section only introduces and discusses some important negotia-
tion systems and negotiation strategies supporting one-to-many
negotiation.

An intelligent trading agency (ITA) [7], [20] is a frame-
work for one-to-many negotiation by means of conducting a
number of concurrent coordinated one-to-one negotiations. In
the framework, a number of agents, all working on behalf of
one party, negotiate individually with other parties. After each
negotiation cycle, these agents report back to a coordinating
agent that evaluates how well each agent has done and issues
new instructions accordingly. Each individual agent conducts
reasoning by using constraint-based techniques. Negotiation
strategies of individual subnegotiators include take it or leave it,
no compromise, fixed compromise, and better deal strategies.

Negotiating agents for load management (NALM) [1] is a
component-based multiagent system capable of negotiation
for load management. In NALM, a model has been designed
with a transparent component-based structure based on explicit
and formal specifications of the knowledge of the negotiation
process at a conceptual level. In NALM, the utility agent always
starts the negotiation process as soon as a peak in the electricity
consumption is predicted. The utility agent communicates an
announcement to all customer agents to which they can respond
by making a bid. The utility agent may then put forward another
announcement depending on the bids the customer agents have
made, and this goes on until an agreement is finally established.

Vetter and Pitsch [30] have presented competitive agents for
secure business applications (CASBA), a project devoted to
developing an electronic marketplace to improve the quality
of existing electronic commerce services by introducing higher
flexibility and automating trading processes. Technically, the
CASBA system consists of a server and three applets. The
characteristics of CASBA are given as follows: 1) negotiation
protocol described in CASBA is one of alternating proposals;
2) agents’ roles are defined in advance, and the agents are as-
sumed to be able to evaluate a proposal by computing its value
in terms of a given (private) utility function; 3) environment
is static; and 4) no timeouts or requests for information are
present, and bids are private.

Nguyen and Jennings [16], [17] have developed and eval-
uated a heuristic model that enables an agent to partici-
pate in multiple concurrent bilateral encounters in competitive
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situations in which there are information uncertainty and dead-
lines. The main findings through empirical evaluation are given
as follows: 1) time to complete the negotiation is less for the
concurrent model than for the sequential one; 2) to realize the
benefits of concurrent negotiation, the buyer agent’s deadline
must not be too short; 3) final agreements reached by the
concurrent model have, on average, higher or equal utility for
the buyer than those of the sequential model; 4) changing the
strategy in response to the agent’s assessment of the ongoing
negotiation is equal or better than not doing so; 5) to improve
the performance of the concurrent model, the analysis time
should be moderately early but not too early; and 6) the tougher
the buyer negotiates, the better the overall outcome it obtains.

Li et al. [12], [13] present a model for bilateral contract
negotiation that considers the uncertain and dynamic outside
options. Outside options affect the negotiation strategies via
their impact on the reserve price. The model is composed of
three modules, namely: 1) single-threaded negotiation; 2) syn-
chronized multithreaded negotiation; and 3) dynamic multi-
threaded negotiation. The single-threaded negotiation model
provides negotiation strategies without specifically considering
outside options. The model of synchronized multithreaded
negotiation builds on the single-threaded negotiation model and
considers the presence of concurrently existing outside options.
The model of dynamic multithreaded negotiation expands the
synchronized multithreaded model by considering the uncertain
outside options that may come dynamically in the future.

Unlike some one-to-many negotiation systems (e.g., ITA
[7], [20], NALM [1], and CASBA [30]), where one-to-many
negotiation is conducted in discrete time, this paper presents
a continuous-time one-to-many negotiation mechanism. In the
continuous negotiation mechanism, an agent can decide when
to propose according to the synchronization situations of ne-
gotiation. In Nguyen and Jennings’ concurrent one-to-many
negotiation model [16], [17], the multiple negotiation threads
still have the same negotiation cycle. However, this paper
focuses on proposing a flexible mechanism. Moreover, the
heuristic method used by the coordinator of negotiation in [16]
and [17] strongly depends on history information about trading
partners and negotiation environment. This paper also presents
several decision functions for agents’ proposal generation. In
the discrete-time concurrent one-to-many negotiation model by
Li et al. [12], [13], the multiple threads mutually influence
one another, and the impact of the other threads’ influence
on an agent’s reserve price is considered. In this paper, we
also consider the other subnegotiation threads’ influence on an
agent’s negotiation strategies. Moreover, their model strongly
depends on history information, e.g., the probability distribu-
tion of partners’ reserve price.

VII. CONCLUSION

This paper investigates a flexible continuous-time one-to-
many negotiation mechanism for software agents. The main
contributions of this research include: 1) flexible one-to-many
negotiation mechanism; 2) two strategies for deciding when
to make a proposal; 3) four decision functions supporting
agents’ proposal generation; and 4) evaluation of the flexible
one-to-many negotiation mechanism through experimentation.
Compared with general one-to-many negotiation mechanisms

including various auction mechanisms (e.g., [7], [12], [16],
and [20]), the flexible mechanism can conduct one-to-many
negotiations in a more flexible and interactive way, e.g., an
agent with flexible mechanism does not have to wait until it has
received proposals from all the trading partners before generat-
ing proposals; an agent can take different negotiation strategies
for different trading partners. The two strategies for deciding
when to make a proposal are based on the practical synchro-
nization situations, which help to get more favorable negoti-
ation results as validated in the simulation experiments (see
Section V-E). After an analysis of the special characteristics
of one-to-many negotiations and the crucial factors affecting
negotiation performance, the four decision functions based on
time, trading partners’ strategies, negotiation situations of other
negotiation threads, and competition are given. However, this
research makes no claim that our strategies are sufficiently
accurate or powerful to solve all or most of the problems in
one-to-many negotiation. When agents with our negotiation
strategies are engineered with some elements that model how
negotiators in reality may behave, it is not the intention of this
research to create an exact replica of negotiators in realistic
markets. Because market situations in reality are very complex,
the factors considered in this research highlight some of the
most essential and fundamental elements that affect the nego-
tiators’ decision making in one-to-many negotiation.

The advantages of the flexible mechanism over the general
mechanism are summarized as follows.

1) A flexible mechanism allows an agent to decide when to
make a proposal based on the synchronization situations
of negotiation. This research introduces two strategies
used for deciding when to make a proposal. The simu-
lation results show that the waiting time (or waiting ratio)
given by the two strategies leads to the most favorable
outcomes (see Section V-E). Furthermore, the flexible
mechanism can be easily transformed to the general
mechanism (see Section III-B and C). As agents can
propose in a flexible way, our flexible mechanism is
especially useful for one-to-many negotiation between
software agents that have different reaction times.

2) A flexible mechanism always leads to more favorable ne-
gotiation outcomes as compared with the general mech-
anism. The simulation outcomes in Section V-F and G
suggest that the flexible mechanism always gets results
of higher utility (respectively, higher success rate and
shorter average negotiation time) with different market
types and deadlines. Experimental results also show that
the four decision making functions help with agents’
reacting to changing market situations by making prudent
and appropriate rates of concession and achieving favor-
able negotiation outcomes.

In summary, in conducting one-to-many negotiation in a
more flexible way, the proposed flexible one-to-many nego-
tiation mechanism can be applied in open dynamic compli-
cated negotiation environments (such as a service-oriented
grid, supply chain, and workflow). Because most multiagent
systems work in a heterogeneous and distributed environment,
our strategies and mechanism still need to be validated in
practical applications. Finally, a future agenda of this paper is
engineering behavior-based tactics [3] and learning techniques
[31] into agents conducting one-to-many negotiation.
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