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Abstract
Different from spam and regular phishing attacks,
spear phishing attacks target a small group of
people, and the attackers usually make elaborate
plans before attacking. There is existing work
on classifying spear phishing emails where a
threshold value is used to balance misclassified
normal emails and misclassified malicious emails.
However, most existing systems use a uniform
threshold for all users, while in reality users may
differ in how susceptible they are to phishing
attacks and their access to critical information.
Existing work on setting personalized thresholds
assumes that the attacker compromises multiple
users simultaneously to maximize his expected
utility. However, an attacker may be only interested
in specific credential information, which could be
accessed by a group of users. In this situation,
a sequential attack is more reasonable for the
attacker to reduce the cost of launching attacks
and the likelihood of detection. We propose a
Stackelberg game model to calculate the optimal
solution for the sequential attack situation and
formulate a bilevel optimization problem for the
defender. By exploiting the structure of the bilevel
problem, we propose a single level formulation
called PEDS that is equivalent to the bilevel prob-
lem. Experimental results show that PEDS can
solved within 60 seconds even when the number
of users is 70, and the thresholds computed by
PEDS lead to significant higher defender utilities
as compared with existing approaches.

1 Introduction
Traditional cyber attacks via emails are mainly spam and
regular phishing attacks, where the attackers send similar
malicious emails to a large number of users with low costs.
However, such attacks rarely succeed due to the improvement
of detection techniques and people’s anti-phishing awareness.
In recent years, as an important part of Advanced Persistent
Threat (APT) [TrendLabs, 2012], spear phishing attacks have
caused huge losses. Spear phishers usually target a small

group of people, in consideration of their susceptibilities,
vulnerabilities and confidentiality levels. For example, in
2011, RSA, a company who sells security solutions, was
breached by a spear phishing attack [Zetter, 2011]. The
attacker targeted a small group of RSA employees and sent
them emails titled “2011 Recruitment Plan” with a malicious
Excel attachment. When the trojan was downloaded, the
attackers harvested confidential information and made their
way up the RSA food-chain via both IT and non-IT personnel
accounts, until they finally obtained privileged access to the
targeted system. The targeted data and files were stolen
and sent to an external compromised machine at a hosting
provider. As a result, the intruders succeeded in stealing
information related to the company’s SecurID two-factor
authentication products, putting some RSA clients at risk.

To defend against spear phishing attacks, besides im-
proving users’ anti-phishing awareness, blocking malicious
emails from reaching users is very important. One typical
way is to employ a filter to block spear phishing emails
before they reach the users. A filter scores every incoming
email according to their likelihood of being malicious
emails [Bergholz et al., 2010]. Emails with scores higher
than a pre-specified threshold will be filtered. The defender
faces a tradeoff while setting the threshold [Sheng et al.,
2009]. If the threshold is too high, malicious emails will
easily pass the filtering system. Conversely, if the threshold
is too low, normal emails will be filtered. Recent work has
shown that the effectiveness of filtering can be improved if
thresholds are personalized according to individuals’ values
and susceptibilities [Laszka et al., 2015]. In this paper, we
consider situations where an attacker compromises a set of
users, who could possibly access a specific credential or data
of interest to the attacker. In such situations, a sequential
attack is preferable to the attacker since he does not benefit
more by compromising more users while he sustains higher
costs (e.g., crafting phishing emails, investigating the users)
when attacking more users.

There is a lot of work on classifying spear phishing
emails [Higbee et al., 2014; Deshmukh et al., 2014]. For
example, based on a random forest algorithm, an accuracy



of 97.76% 1 in identifying spear phishing emails with only
2% false positive rate can be achieved [Dewan et al., 2014].
For the personalized thresholds setting, a game-theoretic
model is proposed [Laszka et al., 2015], where an attacker
attacks a carefully chosen subgroup of users. However, in the
situation where the attacker launches sequential attacks to get
a credential, their algorithm fails to find the optimal defender
strategy since the algorithm assumes that the attacker always
gets a higher utility by compromising more users and ignores
the costs of attacking.

In this paper, we first propose a Stackelberg game mod-
el extending the existing security literature [Korzhyk et al.,
2011; An et al., 2011; Shieh et al., 2012; Tambe et al., 2014;
Gan et al., ; Yin et al., 2014; Yin et al., 2015; An et al., 2013]
to the case with sequential attacks. We model the attacker’s
decision making as a Markov Decision Process and formulate
a bilevel optimization problem for the defender, where the at-
tacker’s best response, as a constraint of the bilevel problem,
is characterized by a linear program. The main challenge of
solving this problem is that the probability of losing the cre-
dential, as a part of the upper level objective, is a complex
function and is implicitly defined. To address this challenge,
we exploit the structure of the MDP and find an equivalen-
t representation of the probability of losing the credential,
which enables us to reduce the bilevel problem into a single
level problem. We also show that the optimal policy for the
attacker is not heuristic, i.e., the attacker does not always at-
tack the user with the highest immediate payoff. Additionally,
an attacker policy yields a sequence of users to be attacked.
However, we show that the defender’s utility does not depend
on the order of the users in the sequence. Experimental re-
sults show that our algorithm can solve games with 70 users
in only 60 seconds, and the thresholds computed by our algo-
rithm lead to significant higher defender utility as compared
with existing approaches.

2 Model

There is a defender and an attacker in the spear phishing
security game. The defender (e.g., an organization) has a
credential that could possibly be accessed by a set of users
U = {1, 2, ..., |U |}. The attacker, wanting to gain access
to the credential2, sends spear phishing emails to the users
based on an attack plan that he calculate. When making the
attack plan, the attacker takes into account the susceptibility,
confidentiality level of the users, as well as the cost of
attacking. We denote by au the susceptibility of user u,
meaning that u will be compromised with probability au
given that a spear phishing email is delivered to her 3. We

1Although the accuracy seems satisfying, however, if the attacker
launches persistent attacks (e.g., [Varma, 2010]), the success rate of
the attack is considerable.

2We use the generic term “credential” here to mean any critical
data or access privilege that the attacker is seeking to gain.

3au can be measured by sending probe emails to the users [Sheng
et al., 2010], [Kelley, 2010] [Jagatic et al., 2007]

Figure 1: Spear Phishing Attack Flow

denote by ku the confidentiality level of user u4, meaning
that user u has access to the credential with probability ku.
The attacker sustains some costs when launching attacks,
such as crafting phishing emails, investigating users, writing
malware, as well as the risk of alarming the organization. We
denote by cu the cost of attacking user u.

While receiving emails, the filter first scores them accord-
ing to their likelihood of being malicious emails, and then de-
livers only those with scores lower than a given threshold. In
such a way, it is possible that malicious emails are misclas-
sified as normal ones. We call such misclassifications false
negatives. On the other side, some normal emails might be
misclassified as malicious ones. We call such misclassifica-
tions false positives. We ignore ordinary phishing and spam
emails in our model since they are usually much less harmful
than spear phishing emails, but note that they can be han-
dled using similar mechanisms. A threshold for a user is a
parameter set by the defender that determines a probability
of false negatives (denoted as xu), and a probability of false
positives (denoted as yu). The relationship between xu and
yu can be characterized by a function φ : [0, 1] → [0, 1],
yu = φ(xu) [Laszka et al., 2015]. By adjusting the thresh-
olds, the organization can determine a pair (xu, yu) for each
user. Note that φ is a property of the email classifier in the
filter and is always non-increasing.

There are three steps for a spear phishing attack to suc-
ceed. First, a spear phishing email towards user u passes the
email filter and hence is delivered to u. The success rate of
this step is the false negative probability xu. Second, user u
is deceived and compromised, probably by clicking on a ma-
licious link or an attachment of the email. The success rate
of this step is au. We allow the attacker to attack the same
user multiple times if either of the above two steps fails. We
assume that if a user is compromised, her private information
can be harvested by the attacker. Last, the attacker harvests
the private information of user u to see if she holds the cre-
dential. The success rate of this step is ku. Figure 1 shows
the flow of such an attack.

4In many cases, both the security team of the organization and
the attacker have knowledge about the users’ confidentiality levels.
However, they may not know for sure which users hold the creden-
tial.



2.1 Stackelberg Game

We model the interaction between the defender and the at-
tacker as a Stackelberg game. The defender moves first by
choosing a false negative probability vector x. After observ-
ing x5, the attacker determines a policy π and launches at-
tacks following it. Due to Observation 1, without loss of gen-
erality, we consider only attacker policies that exclude con-
current attacks.

Observation 1. A concurrent attack can be modeled as an
equivalent sequential attack.

A concurrent attack towards n users means that the
attacker sends a spear phishing email to each of the users
concurrently. The same result can be achieved in our model
if the attacker sequentially sends spear phishing emails to
these users. Therefore, sequential attacks are more general
than concurrent attacks. Actually, a sequential attack gives
the attacker more flexibility than a concurrent attack, i.e., the
attacker can attack the same user multiple times, and stop
attacking whenever he gets the credential.

In the Stackelberg game, the follower (attacker) plays a
best response to the defender’s strategy x that maximizes his
expected utility. We denote by πx the attacker’s optimal pol-
icy given x. The defender’s expected utility consists of the
expected loss from both the false negatives and the false pos-
itives. In terms of the false positives, we denote by hu the
expected loss of not delivering normal emails sent to user u.
Then the total loss the defender sustains from the false pos-
itives is

∑
u∈U φ(xu)hu. The loss caused by the false nega-

tives is the expected loss of losing the credential. We denote
by θ(x, πx) the probability that the attacker gets the creden-
tial given the strategy profile (x, πx), and by L the expected
value of the credential. We assume that if the attacker gets the
credential, he gains a value L and the defender losses a value
L. Then the defender’s expected utility can be represented
by:

Pd(x, πx) = −θ(x, πx)L−
∑
u∈U

φ(xu)hu.

We denote by Pa(x, πx) the attacker’s expected utility. For
each attack, the attacker suffers a cost cu. If the attack
succeeds (i.e., the attacker gets the credential), he gains a
value L. Otherwise he gains nothing. We will show how to
compute Pa(x, πx) in Section 3.

We consider the Stackelberg equilibrium as our solution
concept. In Section 4, by Theorem 1, we show that the
defender’s expected utility remains the same no matter how
the attacker breaks ties among multiple optimal policies.

Definition 1. Stackelberg equilibrium strategy: If a strate-
gy profile (x∗, πx∗) such that Pd(x∗, πx∗) ≥ Pd(x, πx) hold-

5We assume that x is observable since in many cases the spear
phishers can exploit the vulnerabilities of user endpoints [Choo,
2011]. Therefore, they may obtain the information about users’ pro-
tection levels, such as threshold values.

s for any possible x, it is a Stackelberg equilibrium strategy
profile.

3 Optimal Attacker Policy

We model the attacker’s decision making problem as a
Markov Decision Process (MDP), which can be represented
as a tuple (S,A, T,R, π). S = {s|s ⊆ U, s 6= ∅} ∪ {sn, sy}
is the state set that consists of normal states and two terminal
states sn, sy . A normal state is a non-empty subset of the
user set U that represents the users who have not been
compromised by the attacker. Specially, the initial state
s0 = U . The terminal state sn includes two kinds of
situations: (1) The attacker chooses to stop attacking without
getting the credential even though there are still some users
that have not been compromised. (2) All the users have
been compromised but none of them holds the credential. sy
represents the state where the attacker gets the credential.
A = {a|a = u ∈ U or a = 0} is the set of attacker’s actions
where a = u means that the attacker chooses to attack user u,
and a = 0 means that the attacker chooses to stop attacking.
Moreover, we denote by As = {a|a = u ∈ s or a = 0} the
attacker’s action set at state s, in the sense that the attacker
only attacks the users that have not been compromised.
T : S × A × S → [0, 1] is the transition function where
T (s, a, s′) represents the probability that s transitions to s′
by executing action a. R : S × A × S → R is the reward
function where R(s, a, s′) represents the attacker’s reward
when s transitions to s′ by executing action a. π : S → A is
the policy function that specifies an action at each state.

Now we define T and R. At any non-terminal state
s, if the attacker chooses to stop attacking, s transition-
s to sn with probability T (s, a=0, sn)=1, and with reward
R(s, a=0, sn)=0. If the attacker chooses to attack user u,
there are three possible transitions: (1) If the malicious e-
mail fails to pass the filter or it passes the filter but fails to
compromise user u, then s transitions to itself. (2) If u is
compromised but she does not hold the credential , s transi-
tions to s−u = s \ {u}. In the special case where s = {u}
has only one user, s−u means that none of the users hold the
credential, therefore s−u = sn. (3) If u is compromised and
the attacker gets the credential via u, s transitions to the ter-
minal state sy . The transition function can be summarized as
follows.

T (s, a, s′) =


1, if a = 0, s′ = sn;

1− xuau, if a = u ∈ As, s′ = s;

auxu(1− ku), if a = u ∈ As, s′ = s−u

xuauku, if a = u ∈ As, s′ = sy.

The reward function R can be summarized as follows.

R(s, a, s′) =


0, if a = 0, s′ = sn;

−cu, if a = u ∈ As, s′ = s or s−u

−cu + L, if a = u ∈ As, s′ = sy.

We denote by V π the value function. V π(s) represents the at-
tacker’s expected utility when his current state is s and he fol-



lows a policy π afterwards. We denote by V ∗ the value func-
tion when the attacker follows the optimal policy πx. V ∗(s0)
is the attacker’s maximum expected utility at initial state s0,
i.e.,

Pa(x, πx) = V ∗(s0).

According to Bellman Equations [Bellman, 1961], V ∗(s) sat-
isfies:

V ∗(s) =
∑
s′∈S

T (s, πx(s), s′)[R(s, πx(s), s′) + V ∗(s′)].

Substituting T and R with their specific forms defined above,
we have: V ∗(s) = 0 if πx(s) = 0; otherwise

V ∗(s) = (1− auxu)(V ∗(s)− cu) + auxuku(L− cu)

+ auxu(1− ku)(V ∗(s−u)− cu) (1)

where u = πx(s).

3.1 Solving the MDP

We solve the MDP using linear programming
(LP) [Schweitzer and Seidmann, 1985]. Specifically,
V ∗(s) (s ∈ S) are the solutions of the following LP.

min
V∗

∑
s∈S

V ∗(s),

s.t. V ∗(s) ≥
∑
s′∈S

T (s, a, s′) [R(s, a, s′) + V ∗(s′)] ,

∀a ∈ As, ∀s ∈ S.

The optimal policy πx can then be obtained by:

πx(s) = arg max
a∈As

Q(s, a), ∀s ∈ S,

where

Q(s, a) =
∑
s′∈S

T (s, a, s′) [R(s, a, s′) + V ∗(s′)] , ∀s ∈ S.

We assume that if a′=u and a′′=0 ∈ arg maxa∈As Q(s, a),
then πx(s) = a′′. Intuitively, it means that the attacker prefer-
s stopping attack rather than launching another attack if there
is a tie.

3.2 An Example

We given an simple example of the attacker’s decision
making problem and show that the optimal policy is not
heuristic. Assume U = {u1, u2}, c = {5, 60}, a = {1, 1},
x = {0.4, 0.9}, k = {0.4, 0.9} and L = 100. Then
there are 5 possible states: S = {s0, s1, s2, s

n, sy} where
s0 = {u1, u2}, s1 = {u1}, s2 = {u2}. By solving the MDP,
we obtain the results as follows:

V ∗(s0) = 41.5, πx(s0) = {u1},
V ∗(s1) = 27.5, πx(s1) = {u1},
V ∗(s2) = 23.3, πx(s2) = {u2},
V ∗(sn) = 0, V ∗(sy) = 0.

From the results we can see that in the initial state
s0 the attacker’s optimal policy is to attack user u1.
However, the expected immediate reward of attacking u1 is
E(u1) = La1x1k1−c1 = 100×0.4×0.4−5 = 11, which is
less thanE(u2) = La2x2k2−c2 = 100×0.9×0.9−60 = 21.
In other words the attacker’s optimal policy is not, as a heuris-
tic, attacking the user with the highest immediate reward.

4 Optimal Defender Srategy

In this section, we first formulate the defender’s problem as a
bilevel optimization problem. Then, by exploiting the struc-
ture of the MDP, we propose two lemmas that give an equiv-
alent and explicit form of θ(x, πx). Then we show that the
attacker can break ties arbitrarily without affecting the de-
fender’s expected utility. Finally, based on the result of The-
orem 2, we propose a formulation called PEDS, which is a
single level problem and is equivalent to the bilevel problem
of the defender.

4.1 Bilevel Formulation

By adjusting the thresholds, the defender seeks the optimal
false negative probability vector x∗ that maximizes her utility.
Solving the defender’s problem is equivalent to solving the
following bilevel optimization problem (denoted as Problem
1):

max
x

− θ(x, πx)L−
∑
u∈U

φ(xu)hu,

s.t. xu ∈ [0, 1], ∀u ∈ U,
Q(s, πx(s)) ≥ Q(s, a), ∀a ∈ As, ∀s ∈ S,

min
V∗

∑
s∈S

V ∗(s),

s.t. V ∗(s) ≥
∑
s′∈S

T (s, a, s′) [R(s, a, s′) + V ∗(s′)] ,

∀a ∈ As, ∀s ∈ S,

where Q(s, a) =
∑
s′∈S T (s, a, s′) [R(s, a, s′) + V ∗(s′)].

The lower level LP computes the optimal values of all of
the states. The second constraint in the upper level, which
is equivalent to πx = arg maxa∈As Q(s, a), restricts πx to
be the optimal policy. The challenge of solving Problem
1 is that θ(x, πx) is implicitly defined. In fact, θ(x, πx) is
the probability that the attacker ends in the terminal state
sy given he follows the optimal policy πx. Lemma 1 and
Lemma 2 show that θ(x, πx) has an equivalent, explicit form.

Before introducing Lemma 1 and Lemma 2, we need to
introduce the concepts of reachable states and potential
target set. Once a policy is determined, the MDP is reduced
to a Markov chain where only part of the states are connected
if we consider the Markov chain as a graph. For example,
if s0={u1, u2} and π(s0)=u1, then state s={u1} is not



connected. We define reachable states as the states that are
connected in the Markov chain. We denote by ∆(π) the set of
reachable states given the policy π. A policy π projects each
reachable state s ∈ ∆(π) to an action a = u ∈ As or a = 0.
We denote by Γ(π) the potential target set, which is the set
of users that are projected from the reachable states under
the policy π, i.e., Γ(π) = {u ∈ U |u = π(s), s ∈ ∆(π)}.
While attacking, the attacker may not go through all the
reachable states and may get the credential at some reachable
state. However, if the attacker successfully compromises all
the users but none of them holds the credential, he will go
through all the reachable states except sy .

The reachable states set under the optimal policy πx can
be represented as ∆(πx) = {s0, s1, ..., sr} ∪ {sn, sy} where
si+1 = s−ui , u = πx(si). Lemma 1 gives a necessary and
sufficient condition for which users that should be in Γ(πx).
Lemma 2 shows how θ(x, πx) is computed based on the
result of Lemma 1. Here we only give the sketches of the
proofs. See Appendix for detailed proofs. Theorem 1 and
Theorem 2 are directly derived from the two lemmas.

Lemma 1. u ∈ Γ(πx) if and only if xu > cu
Lauku

.

Proof. (Sketch.) For the “if direction”, we first prove that the
attacker prefers to attack the a user who satisfies xu > cu

Lauku
than to stop attacking. Then based on the structure of ∆(πx)
we know that if u is not attacked at sr, it should be attacked at
some state si where i < r. For the “only if” direction, if u ∈
Γ(πx), then there is a state s ∈ ∆(πx) such that πx(s) = u.
Then by analysing the structure of the optimal value function
V ∗(s), we can derive the result xu > cu

Lauku
.

Lemma 2. θ(x, πx) = 1−
∏
u∈Γ(πx)(1− ku).

Proof. (Sketch.) As we mentioned before, the MDP is re-
duced to a Markov chain given the optimal policy πx. The
Markov chain has two absorbing states sn and sy . θ(x, πx)
is actually the probability that the attacker ends in sy . Based
on the result of Lemma 1, we know which users are in the
potential target set and can specify the transition probability
matrix of the Markov chain. Hence we can directly com-
pute θ(x, πx) based on existing formulas [Grassmann et al.,
1985].

Theorem 1. The defender’s expected utility remains the
same no matter how the attacker breaks ties among multiple
optimal policies.

Proof. Recall that the defender’s utility function is

Pd(x, πx) = −θ(x, πx)L−
∑
u∈U

φ(xu)hu.

Using the result of Lemma 1, Γ(πx) can be represented as
{u ∈ U |xu > cu

Lauku
}, then θ(x, πx) can be represented as

θ(x, πx) = 1−
∏

u∈{u′∈U |xu′>
c
u′

La
u′ku′

}

(1− ku).

For any other optimal policy π′x, we have

θ(x, π′x) = 1−
∏

u∈{u′∈U |xu′>
c
u′

La
u′ku′

}

(1− ku).

Therefore, θ(x, πx) = θ(x, πx)′. The defender’s expected
utility will be the same when the attacker chooses any other
optimal policy.

Theorem 2. For any user u ∈ U , if cu
Lauku

≥ 1, the op-
timal false negative probability x∗u = 1. Otherwise, x∗u ∈
{ cu
Lauku

, 1}.

Proof. In the case that cu
Lauku

≥ 1, based on Lemma 1 and
the fact that xu ∈ [0, 1], we have u 6∈ Γ(πx). Then for any
xu ∈ [0, 1], according to Lemma 2, θ(x, πx) remains a con-
stant value. Note that φ(xu) is non-increasing with respect
to xu. Therefore, for any xu∈[0, 1], we can always increase
the objective value Pd= − θ(x, πx)L−

∑
u∈U φ(xu)hu by

replacing xu with 1.

In the case that cu
Lauku

∈ [0, 1], similarly, for any xu ∈
[0, cu

Lauku
], we have u 6∈ Γ(πx) and θ(x, πx) remains con-

stant. Therefore, for any xu∈[0, cu
Lauku

), we can always in-
crease the objective value Pd by replacing xu with cu

Lauku
.

And for any xu ∈ ( cu
Lauku

, 1], we have u ∈ Γ(πx) and
θ(x, πx) remains constant. Therefore, for any xu∈[ cu

Lauku
, 1],

we can always increase the objective value Pd by replacing
xu with 1. Consequently, the optimal false negative value x∗u
could only be cu

Lauku
or 1.

4.2 Reduced Single Level Problem

We propose a single level formulation called PEDS (Person-
alized thrEsholds in Defending Sequential spear phishing
attacks) based on Theorem 2. The key idea of PEDS is
reducing the continuous search space to some isolated points
by restricting xu to two values xu = cu

Lauku
and xu = 1.

In this way, not only the lower level problem is eliminated,
but also the non-linearity of the upper level objective is
overcome. We introduce a new variable ωu so that θ(x, πx)
can be rewritten as θ(x, πx) = 1 −

∏
u∈U ωu. Then, PEDS

can be represented as follows.

max − (1−
∏
u∈U

ωu)L−
∑
u∈U

φ(xu)hu,

s.t. xu = 1, ∀u ∈ U ,
ωu = 1, ∀u ∈ U ,

xu =
cu

Lauku
+ (1− cu

Lauku
)βu, ∀u ∈ U \ U ,

ωu = 1− kuβu, ∀u ∈ U \ U ,
βu ∈ {0, 1}, ∀u ∈ U \ U ,

where U = {u| cu
Lauku

≥ 1, u ∈ U}. For the users u ∈ U \ U ,
βu = 0 indicates that user u does not belong to the potential



target set Γ(πx), and therefore, x∗u = cu
Lauku

. Similarly,
βu = 1 indicates that user u belongs to Γ(πx) and x∗u = 1.

Although the objective of PEDS is non-linear, however, s-
ince the decision variables of PEDS are βu(u ∈ U\U), which
are all binary variables, we can always find the optimal solu-
tions by, in the worst case, trying all the possible combina-
tions.

5 Experimental Evaluation

To evaluate our approach, we did two sets of experiments.
First, we solve PEDS using the Cplex CP Optimizer and
show that it can be solved within 60 seconds even when
the numer of users reaches 70. Second, we compare our
personalized thresholds with the optimal uniform thresholds,
as well as the personalized thresholds computed by [Laszka
et al., 2015]. Experimental results show that our thresholds
lead to significant higher defender utilities than the two
baseline approaches.

In both experiments, we assume that an email classifier
is given and the false positive function is characterized by
φ(xu) = 0.0127

xu+0.0125 − 0.01256, as shown in Figure 2. We set
the key information value L = 200. Other parameters are u-
niformly randomly generated. Specifically, the susceptibility
measurements au are generated from [0, 0.5]; the probabili-
ties that the users hold the credential ku are generated from
[0, 0.2]; the costs cu are generated from [0, 10]; and the false
positive losses hu are generated from [0, 100].

Figure 2: Functional Relationship Between False Positive
Probability and False Negative Probability

6This function is an estimation from the existing work [Laszka
et al., 2015], which trained a point-wise false positive function using
real-world datasets.

5.1 Scalability

We use Cplex CP Optimizer to solve PEDS, which employs
automatic search methods such as large neighborhood search,
random restart and impact-based search. Figure 3 shows the
runtime performance. For each experiment set, the runtime
shown in the figure is the mean of the results of 50 trials. In
Figure 3, the number of users refers to the number of users
in U\U , which is equal to the number of decision variables.
The results show that PEDS can be solved within 110 sec-
onds even when the number of users reaches 80. In reali-
ty, spear phishers usually target a specific group of people or
employees from a specific department/organization. For ex-
ample, in January 2015, a former U.S. Nuclear Regulatory
Commission (NRC) employee launched a spear phishing at-
tack towards the Department of Energy of NRC, where about
80 employees were targeted [FBI, 2015]. We argue that the
scalability of PEDS is good enough for most cases, though it
needs further improvement.

Figure 3: Runtime Performance

5.2 Solution Quality Comparisons

Baseline 1: The first baseline we consider is the optimal u-
niform threshold, where the defender chooses an optimal u-
niform threshold x∗ for every user. Based on the results of
Lemma 1 and Lemma 2, we formulate the problem of finding
x∗ as follows.

max − (1−
∏
u∈U

ωu)L−
∑
u∈U

φ(xu)hu,

s.t. (βu − 0.5)(x∗ − cu
Lauku

) ≥ 0, ∀u ∈ U,

ωu = 1− kuβu, ∀u ∈ U,
βu ∈ {0, 1}, ∀u ∈ U,
x∗ ∈ [0, 1],

where βu = 0 indicates that user u does not belong to the
potential target set Γ(πx), and βu = 1 indicates that user u



Figure 4: PEDS VS. Two Baselines

belongs to Γ(πx).

Baseline 2: The second baseline is the algorithm intro-
duced by [Laszka et al., 2015]. In their work they assume
that the defender sustains losses from non-targeted malicious
emails (e.g., spam) besides spear phishing emails. We set
the losses from non-targeted malicious emails to zero when
executing their algorithm. Moreover, they assume that each
user has an expected loss from false negatives if it is targeted
by the attacker, which can be represented as Lxuauku using
our notations.

The experimental results are shown in Figure 3. We con-
duct four groups of experiments with the number of users
being 5, 10, 15 and 20. Since the parameters are randomly
generated, the defender utilities shown in the figure are the
means of results of 50 runs. From the results we can see that
the thresholds computed by PEDS leads to significantly high-
er defender utilities than both baselines.

6 Conclusion

Building on previous research on classifying spear phishing
emails, in this paper we investigate how to set appropriate
thresholds to defend against spear phishers who launch se-
quential attacks. This paper makes four main contributions.
(1) We propose a Stackelberg game model in which the
attacker launches sequential attacks to get a credential. (2)
We model the attacker’s decision making as an MDP, which
captures the strategic behavior of the attacker. (3) We provide
analysis of the structure of the defender’s bilevel problem
that leads to a more efficient formulation called PEDS. In
addition, PEDS overcomes the non-linearity of the objective
function by reducing the search space for optimal solutions
to only some isolated points. (4) We show that PEDS can
scale up to at least 70 users and leads to significantly higher
defender utility than two existing approaches.

Overall, our results can be used by governments, compa-

nies and other institutes who want to protect some secret cre-
dentials by mitigating spear phishing attacks. Our work also
arouses some potential fields for future work. The limitations
of this work include: (1) We assume that the game is fully ob-
servable, whereas in some situations there may be some un-
certainty about the parameters and strategies. (2) We assume
that a user’s susceptibility remains constant during attacks,
while in reality it may change over time.
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Appendix

Proof of Lemma 1

Lemma 1. u ∈ Γ(πx) if and only if xu > cu
Lauku

.

Proof. If direction: If u 6∈ sr, there is a state si ∈ ∆(πx)
such that πx(si) = u. Therefore u ∈ Γ(πx). If u ∈ sr, then

Q(sr, a=u) = (1− auxu)(V ∗(sr)− cu) + auxuku(L− cu)

+ auxu(1− ku)(V ∗(s−ur )− cu)

≥ (1− auxu)(Q(sr, a=u)− cu)

+ auxuku(L− cu) + auxu(1− ku)(0− cu).

By adjusting the terms we have:

Q(sr, a=u) ≥ − cu
auxu

+ Lku

> 0 = Q(sr, a=0).

This means that at state sr the attacker’s optimal choice is
πx(sr) = u. Therefore u ∈ Γ(πx).

Only if direction: First, consider state s and s−u. If we
restrict the attacker’s policy so that he never attacks u, we will
have V ∗(s)=V ∗(s−u). If without the restriction, we have
V ∗(s)≥V ∗(s−u). In other words, adding a user to a state
does not decrease its value. We prove that if πx(s)=u, then
xu >

cu
Lauku

. By definition we have:

V ∗(s) = (1− auxu)(V ∗(s)− cu) + auxuku(L− cu)

+ auxu(1− ku)(V ∗(s−u)− cu)

By adjusting the terms we have:

V ∗(s) = − cu
auxu

+ Lku + (1− ku)V ∗(s−u).

Since V ∗(s)≥V ∗(s−u), we have:

− cu
auxu

+ Lku ≥ kuV
∗(s−u) ≥ 0

Note that if − cu
auxu

+Lku=0, we have V ∗(s)=V ∗(s−u)=0

and s={u}. Due to the setting that the attacker always prefers
stopping attack rather than launching another attack, we have
πx(s)=0, which contradicts the assumption that πx(s)=u.
Therefore,− cu

auxu
+Lku > 0, equivalently, xu > cu

Lauku
.



Proof of Lemma 2

Lemma 2. θ(x, πx) = 1−
∏
u∈Γ(πx)(1− ku).

Proof. Recall that the reachable states set is represented as
∆(πx) = {s0, s1, ..., sr} ∪ {sn, sy}. We denote by M∆(πx)

the transition probability matrix, whose entry Mij represents
the probability that state si transitions to sj under policy πx
(WLOG, we define sr+1=sn and sr+2=sy). There are two
cases for sr: (1) πx(sr) = u ∈ Asr and (2) πx(sr) = 0. If
case (1), sr could transition to itself, sn or sy . Thus M∆(πx)

has the form like (denote di=auixui and ki = kui ):



1−d0 d0(1−k0) d0k0

1−d1 d1(1−k1) d1k1

. . . . . .
...

1−dr dr(1−kr) drkr

1

1


Precisely, M∆(πx) can be represented as:

M∆(πx) =

[
A B
0 I2

]
where A is r+1 dimensional square matrix, I2 is 2 dimen-
sional unit diagonal matrix and B is (r+1) × 2 matrix. We
introduce a (r+1)× 2 matrix E:

E = FB, where F = (Ir+1 −A)−1

Note that sn and sy are absorbing states. According to the
properties of absorbing Markov chain, s0 will eventually end
in state sn or sy with probability E11 and E12 respectively,
andE11+E12=1. Therefore, θ(x, πx)=E12. We can directly
calculate E11 by matrix calculation:

E11 =

r+1∑
i=1

F1iBi1

= F1,r+1Br+1,1

=

∏r−1
i=0 (1− kui)

dur

dur (1− kur )

=

r∏
i=0

(1− kui)

=
∏

u∈Γ(πx)

(1− ku)

Then E12 = 1 − E11 = 1 −
∏
u∈Γ(πx)(1 − ku). If case (2),

sr transitions to sn with probability 1. Thus M∆(πx) has the
form like (denote di=auixui and ki = kui ):



1−d0 d0(1−k0) d0k0

1−d1 d1(1−k1) d1k1

. . . . . .
...

1−dr−1 dr−1(1−kr−1) 0 dr−1kr−1

1

1

1


Similarly,

E11 =

r+1∑
i=1

F1iBi1

= F1,r+1

=

r−1∏
i=0

(1− kui)

=
∏

u∈Γ(πx)

(1− ku)

Then, we still have E12 = 1 − E11 = 1 −
∏
u∈Γ(πx)(1 −

ku).


	Introduction
	Model
	Stackelberg Game

	Optimal Attacker Policy
	Solving the MDP
	An Example

	Optimal Defender Srategy
	Bilevel Formulation
	Reduced Single Level Problem

	Experimental Evaluation
	Scalability
	Solution Quality Comparisons

	Conclusion

