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#### Abstract

An important application of sparse representation is underdetermined blind source separation (BSS), where the number of sources is greater than the number of observations. Within the stochastic framework, this paper discusses recoverability of underdetermined BSS based on a two-stage sparse representation approach. The two-stage approach is effective when the source matrix is sufficiently sparse. The first stage of the two-stage approach is to estimate the mixing matrix, and the second is to estimate the source matrix by minimizing the 1 -norms of the source vectors subject to some constraints. After estimating the mixing matrix and fixing the number of nonzero entries of a source vector, we estimate the recoverability probability (i.e., the probability that the source vector can be recovered). A general case is then considered where the number of nonzero entries of the source vector is fixed and the mixing matrix is drawn from a specific probability distribution. The corresponding probability estimate on recoverability is also obtained. Based on this result, we further estimate the recoverability probability when the sources are also drawn from a distribution (e.g., Laplacian distribution). These probability estimates not only reflect the relationship between the recoverability and sparseness of sources, but also indicate the overall performance and confidence of the two-stage sparse representation approach for solving BSS problems. Several simulation results have demonstrated the validity of the probability estimation approach.
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## I. Introduction

SPARSE representation, or sparse coding, of signals has received a great deal of attention in recent years (e.g., [1]-[10], etc). An important application of the sparse representation is in underdetermined blind source separation (BSS), where the number of sources is greater than the number of observations. Until now, the independent component analysis (ICA) approach has been commonly used to solve BSS problems. However, generally the ICA approach cannot recover all sources in the underdetermined case [12]-[15]. Moreover, the

[^0]sparse representation approach can handle the following two cases, which are difficult to deal with by using the standard ICA approach: 1) the sources are dependent; and 2) the sources are nonstationary.

Several algorithms based on sparse representation have been developed for BSS. For instance, the mixing matrix and sources were estimated using the maximum posterior approach and the maximum-likelihood approach in [17]-[19]. A variational expectation maximization algorithm for sparse representation was proposed for underdetermined BSS [20], and a two-stage clus-tering-then- $l^{1}$-optimization approach was proposed for underdetermined BSS in which the mixing matrix and the sources were estimated separately [16], [18]. In addition, several studies analyzed perturbations of sparse signal representation in the presence of noise [21]-[23].

Recently, in [21], we analyzed the two-stage clustering-then-$l^{1}$-optimization approach for sparse representation and its application to BSS. The uniqueness of the $l^{1}$ norm solution and its robustness to additive noise were discussed. The equivalence of the $l^{1}$-norm solution and the $l^{0}$-norm solution was also discussed within the context of a probabilistic framework. These results were then used in a recoverability analysis to BSS.

In this paper, a general case is considered in which the mixing matrix and the source matrix are taken randomly. We estimate the probability of recoverability when the two-stage sparse representation approach is used for underdetermined BSS.

First, we present the model and explain the two-stage sparse representation approach. We consider the following model neglecting noise:

$$
\begin{equation*}
X=A S \tag{1}
\end{equation*}
$$

where the unknown mixing matrix $A \in R^{n \times m}$, the matrix $\boldsymbol{S}=[\boldsymbol{s}(1), \ldots, \boldsymbol{s}(K)] \in R^{m \times K}$ contains $m$ unknown sources, and the only observable $\boldsymbol{X}=[\boldsymbol{x}(1), \ldots, \boldsymbol{x}(K)] \in R^{n \times K}$ is a data matrix containing $n$ mixtures of the sources. In general, the number of sources, $m$, is also unknown. In this paper, we focus on the underdetermined case in which $n<m$.

In the above model, a column $\boldsymbol{s}(k) \in R^{m}(k=1, \ldots, K)$ of $S$ is called a source vector. The task of BSS is to recover the sources using only the observable matrix $\boldsymbol{X}$. In the two-stage sparse representation approach, the mixing matrix $\boldsymbol{A}$ is estimated in the first stage, and the source matrix $S$ is estimated
in the second stage by solving the following set of $K$ optimization problems:

$$
\begin{equation*}
\min \sum_{i=1}^{m}\left|s_{i}(j)\right|, \quad \text { s. t. } \boldsymbol{A} \boldsymbol{s}(j)=\boldsymbol{x}(j) \tag{2}
\end{equation*}
$$

where $j=1, \ldots, K$.
Remark 1: As will be seen in the following sections, the sparsity of source components plays a key role in the two-stage approach. The high sparsity of sources can guarantee a high probability that the sources can be recovered. Many sources (e.g., speech and image sources) are not sparse in the time domain but are sparse in the time-frequency domain if a suitable linear transformation is applied. Thus, if necessary, we can consider the problem in the time-frequency domain rather than in the time domain [21]. All discussions in this paper can be applied in the time domain, the frequency domain, and the time-frequency domain.

When the mixing matrix $A$ is correctly (or sufficiently accurately) estimated, we can then discuss the recoverability problem. We now rephrase the problem as a question. How is it possible for the 1 -norm solution of (2) to be equal to the true source vector?

For simplification, discussion in the following sections will be based on the following optimization problem instead of (2), which can be seen as a representative of the $K$ optimization problems in (2):

$$
\left(P_{1}\right) \min \sum_{i=1}^{m}\left|s_{i}\right|, \quad \text { s. t. } \boldsymbol{A} \boldsymbol{s}=\boldsymbol{x}^{*}
$$

where $\boldsymbol{x}^{*}=\boldsymbol{A} \boldsymbol{s}^{*}, \boldsymbol{s}^{*} \in R^{m}$, is a true source vector.
In this paper, let $\boldsymbol{s}_{1}$ denote a solution of $\left(P_{1}\right)$. From the discussion in [21], the 1 -norm solution of $\left(P_{1}\right)$ is unique with probability one. In this paper, we mainly consider the probability that the 1 -norm solution is equal to the source vector. If the mixing matrix $\boldsymbol{A}$ is given or already estimated, and the number $l$ of nonzero entries of $\boldsymbol{s}^{*}$ is fixed (i.e., $\left\|\boldsymbol{s}^{*}\right\|_{0}=l, 0 \leq l \leq m$ ), the probability can then be denoted as the conditional probability $P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}\right)$.

For more general cases, where all entries of $\boldsymbol{A} \in R^{n \times m}$ are also drawn from a distribution (e.g., a uniform distribution valued in an interval), the recoverability probability then is determined as a function of the sensor number $n$, the source number $m$, and the number $l$ of nonzero entries of $\boldsymbol{s}^{*}$. Hence, we denote

$$
\begin{equation*}
P(n, m, l)=P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l\right) \tag{3}
\end{equation*}
$$

In this paper, we focus on how to evaluate the probability in (3). After obtaining the estimation of $P(n, m, l)$, we can estimate the probability $P\left(s_{1}=s^{*}\right)$ when the number of nonzero entries of the source vector is not fixed but the sources are drawn from a distribution (e.g., Laplacian distribution).

The remainder of this paper is organized as follows: Section II presents some preliminary results when the mixing matrix is estimated or given. Section III discusses the probability estimation of $P(n, m, l)$ in (3). Section IV includes several simula-
tion examples, and discusses the probability estimation when the mixing matrix and source matrix are drawn from several given distributions. Finally, in Section V, we review the results obtained in this paper.

## II. Preliminaries

As mentioned in the previous section, the first stage of the two-stage BSS approach is to estimate the mixing matrix. The source vectors are then estimated by solving the linear programming problem (2). In this section, we present some preliminary results. Several recoverability results are obtained when the mixing matrix is given or estimated. Specifically, the probabilities $P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}\right)(l=1, \ldots, m)$ are estimated.

Considering the linear programming problem $\left(P_{1}\right)$, we denote $G$ as the index set of nonzero entries of $\boldsymbol{s}^{*}$, i.e., $G=$ $\left\{i_{1}, \ldots, i_{l} \mid s_{i_{j}}^{*} \neq 0, j=1, \ldots, l\right\}$, and $F$ as the set of all the subsets of $G$ except the null set. The cardinality of $F$ is $2^{l}-1$. In the following theorem, we present two sets of necessary and sufficient conditions on the recoverability of $\boldsymbol{s}^{*}$, in which the first one is an extension of a result in [11].

## Theorem 1:

1. $\boldsymbol{s}^{*}=\boldsymbol{s}_{1}$, if and only if, $\forall I \in F$, the optimal value of the objective function of the following optimization problem (4) is less than $\frac{1}{2}$, provided that it is solvable:

$$
\begin{align*}
& \max \sum_{k \in I}\left|\delta_{k}\right|, \quad \text { s. t. } \\
& \boldsymbol{A} \boldsymbol{\delta}=0, \quad\|\boldsymbol{\delta}\|_{1}=1 \\
& \delta_{k} s_{k}^{*}>0 \text { for } k \in I \\
& \delta_{k} s_{k}^{*} \leq 0 \text { for } k \in G \backslash I . \tag{4}
\end{align*}
$$

2. $\boldsymbol{s}^{*}=\boldsymbol{s}_{1}$, if and only if the optimal value of the objective function of the following optimization problem is less than $\frac{1}{2}$ :

$$
\begin{align*}
& \max \sum_{k=1}^{m}\left[\operatorname{sign}\left(s_{k}^{*}\right) \delta_{k}\right]_{+}, \quad \text { s.t. } \\
& \boldsymbol{A} \boldsymbol{\delta}=0, \quad\|\boldsymbol{\delta}\|_{1}=1 \tag{5}
\end{align*}
$$

where $\forall y \in R,[y]_{+}=\max (y, 0)$.
The proof of this theorem is given in Appendix I.
Note that it is not difficult to transform the optimization problem (4) into a standard linear programming problem (see Appendix II).

## Remarks 2:

1. Although the 0 -norm solution is the sparsest, as stated in [21], it is not easy to directly find such a solution by minimizing the 0 -norm. The reasons are: a) the 0 -norm solution is generally not unique if the number of its nonzero entries is $n$; b) there is no efficient algorithm to directly find the 0 -norm solution; c) the 0 -norm solution is not robust to noise. However, the 1-norm solution is not only sparse, but also advantageous over the 0-norm solution in these three aspects. Furthermore, it is also feasible to find the sparsest solution (the 0 -norm solution) by minimizing the 1 -norm.
2. In many references on basis pursuit, e.g., [11], the equivalence between the 0 -norm and 1-norm solutions has been
studied. In Theorem 1, if we assume the true source vector $s^{*}$ be the 0-norm solution (the sparsest solution), then the necessary and sufficient conditions for source recovery also hold for the equivalence between the 0 -norm and 1-norm solutions.
3. Recently, the analysis of equivalence between between the 0 -norm and 1-norm solutions under a probabilistic framework was reported, e.g., [25], [26], [28].

Remark 3: From Theorem 1, we can find that for a given mixing matrix $\boldsymbol{A}$, the recoverability of the source column vector $\boldsymbol{s}^{*}$ obtained by solving the problem $\left(P_{1}\right)$ depends on the index set $G$ and signs of its nonzero entries, but not on the magnitudes of its entries. This observation has been done in earlier papers, e.g., [24]. When estimating the mixing matrix, we often normalize the estimated columns of the mixing matrix to length one. Obviously, this will change the amplitudes of the recovered sources. However, the normalization procedure does not affect the recoverability of the sources. Note that, in this paper, if an estimated source is equal to a true source up to scaling, then we say that the true source can be recovered.

The following is the uniqueness theorem for the solution of $\left(P_{1}\right)$.

Theorem 2: The solution $\boldsymbol{s}_{1}$ of $\left(P_{1}\right)$ is unique if and only if, $\forall I \in F_{1}$, the optimal value of the objective function of the following optimization problem (6) is less than $\frac{1}{2}$, provided that it is solvable:

$$
\begin{align*}
& \max \sum_{k \in I}\left|\delta_{k}\right|, \quad \text { s. t. } \\
& \boldsymbol{A} \boldsymbol{\delta}=0, \quad\|\boldsymbol{\delta}\|_{1}=1 \\
& \delta_{k} s_{1 k}>0, \text { for } k \in I \\
& \delta_{k} s_{1 k} \leq 0, \text { for } k \in G_{1} \backslash I \tag{6}
\end{align*}
$$

where $G_{1}$ is the index set of nonzero entries of $\boldsymbol{s}_{1}$, and $F_{1}$ is the set of all the subsets of $G_{1}$ except the null set. Furthermore, $s_{1 k}$ is the $k$-th entry of $\boldsymbol{s}_{1}$.

The proof is straightforward from Theorem 1.
We now estimate the conditional probability $P\left(\boldsymbol{s}^{*}=\right.$ $\left.\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}\right)$. Note that there are $C_{m}^{l}\left(=\frac{m!}{l!(m-l)!}\right)$ index subsets of $G_{0}$ with cardinality $l$, where $G_{0}=\{1,2, \ldots, m\}$. We denote these subsets as $G_{k}^{l}, k=1, \ldots, C_{m}^{l}$.

In this section, we need the following assumption with respect to the source vector.

Assumption 1: All nonzero entries of the source vector $\boldsymbol{s}^{*}$ take either positive or negative sign with equal probability. The index set $G$ of its $l$ nonzero entries can be one of the $C_{m}^{l}$ index sets $G_{k}^{l}$, where $k=1, \ldots, C_{m}^{l}$ with equal probability, i.e.,

$$
P\left(G=G_{k}^{l}\right)=\frac{1}{C_{m}^{l}}, \quad \text { for } k=1, \ldots, C_{m}^{l}
$$

Obviously, we first have

$$
P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=0, \boldsymbol{A}\right)=P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=1, \boldsymbol{A}\right)=1
$$

where the second equality is obtained from Theorem 1. Following the linear programming theory, we know that $\boldsymbol{s}_{1}$ has at
most $n$ nonzero entries. Hence, the true source vector $\boldsymbol{s}^{*}$ is not equal to $\boldsymbol{s}_{1}$ when $n<\left\|\boldsymbol{s}_{1}\right\|_{0} \leq m$, that is,

$$
P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}\right)=0
$$

for $l=n+1, \ldots, m$.
Suppose that $\boldsymbol{s}^{*}$ has $l(2 \leq l \leq n)$ nonzero entries, and the index set of its nonzero entries is $G$. Using $s^{*}$, we can define a sign column vector $\boldsymbol{t}=\operatorname{sign}\left(\boldsymbol{s}^{*}\right) \in R^{m}$.

Theorem 1 and Remark 3 indicate that the recoverability of a source vector $\boldsymbol{s}^{*}$ is only related to the index set and signs of its nonzero entries, but not related to the amplitudes of its nonzero entries. Thus, the recoverability of $\boldsymbol{s}^{*}$ is equivalent to that of $\boldsymbol{t}$.

For a given index set $G_{k}^{l}$ and a sign column vector $\boldsymbol{t}$, whose nonzero entries index set is $G_{k}^{l}$, if for any nonnull subset $I \subseteq$ $G_{k}^{l}$, the optimal value of (4) is less than $\frac{1}{2}$, then $\boldsymbol{t}$ can be recovered by solving the linear programming problem $\left(P_{1}\right)$ when $\boldsymbol{s}^{*}$ is replaced by $\boldsymbol{t}$.

Noting that there are $2^{l}$ sign column vectors whose nonzero entries index set is $G_{k}^{l}$, suppose that there are $q_{k}^{l}$ sign column vectors that can be recovered, then $\frac{q_{k}^{l}}{2^{t}}$ is the probability that a source vector $s^{*}$, with its nonzero entries index set being $G_{k}^{l}$, can be recovered by solving $\left(P_{1}\right)$. Therefore, we have

$$
\begin{equation*}
P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, A\right)=\sum_{k=1}^{C_{m}^{l}} \frac{q_{k}^{l}}{2^{l}} \frac{1}{C_{m}^{l}}=\frac{1}{2^{l} C_{m}^{l}} \sum_{k=1}^{C_{m}^{l}} q_{k}^{l} \tag{7}
\end{equation*}
$$

where $l=2, \ldots, n$.

## Remarks 4:

1. If the mixing matrix $\boldsymbol{A}$ is given or estimated, the key number $q_{k}^{l}$ in (7) can be determined by checking whether the necessary and sufficient condition (4) is satisfied for all the $2^{l}$ sign-column vectors related to the index set $G_{k}^{l}$.
2. Generally, the estimation approach in (7) is suitable for relatively small scale problem (e.g., $m<15$ ). The computational complexity of (7) to estimate $P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{l} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=\right.$ $l, A)$ will grow exponentially with $m$. However, when $m$ is large, we can estimate $P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{l} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, A\right)$ by simulations similarly as in Example 3. The method is to randomly extract some sign vectors from $C_{m}^{l} 2^{l}$ ones and check whether they can be recovered or not. This way, we can estimate the recoverability probability. Since it is not necessary to check all sign vectors, the computational complexity will not increase dramatically.

## III. Probability of Recoverability Under a Random Mixing Matrix

In the preceding section, we presented the estimate of conditional probability $P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, A\right)$ under a given or estimated mixing matrix $\boldsymbol{A}$. In this section, we consider a general case in which the mixing matrix is randomly generated, and estimate the probability $P(n, m, l)$ in (3). We assume that all the entries of the mixing matrix are drawn from the uniform distribution in $[-1,1]$ independently.

First, consider two standard linear programming problems

$$
\begin{align*}
& \min f(\boldsymbol{s}), \quad \text { s. t. } \\
& \boldsymbol{A} \boldsymbol{s}=\boldsymbol{x}, \quad \boldsymbol{s} \geq \mathbf{0} \tag{8}
\end{align*}
$$

$$
\begin{align*}
& \min f(\boldsymbol{s}), \quad \text { s. t. } \\
& (\boldsymbol{A}+\Delta \boldsymbol{A}) \boldsymbol{s}=\boldsymbol{x}, \quad \boldsymbol{s} \geq \mathbf{0} \tag{9}
\end{align*}
$$

where $f(\cdot)$ is a linear function, $\boldsymbol{A} \in R^{n \times m}, \boldsymbol{x} \in R^{n}, n<m$. We suppose that problem (8) has an optimal solution denoted as $\overline{\boldsymbol{s}}$.

We have the following lemma on the linear programming problems (8) and (9).

Lemma 1: For liner programming problems (8) and (9), if the optimal solution $\overline{\boldsymbol{s}}$ of (8) has $n$ nonzero entries, and $\|\Delta A\|$ is sufficiently small, then the linear programming problem (9) is feasible, and

$$
\begin{equation*}
\lim _{\|\Delta \boldsymbol{A}\| \rightarrow 0}\left\|\overline{\boldsymbol{s}}-\overline{\boldsymbol{s}}_{\Delta \boldsymbol{A}}\right\|=0, \quad \lim _{\|\Delta \boldsymbol{A}\| \rightarrow 0}\left|f(\overline{\boldsymbol{s}})-f\left(\overline{\boldsymbol{s}}_{\Delta \boldsymbol{A}}\right)\right|=0 \tag{10}
\end{equation*}
$$

where $\overline{\boldsymbol{s}}_{\Delta \boldsymbol{A}}$ denotes the optimal solution of (9).
The proof of Lemma 1 can be seen in Appendix III.
For linear programming problem (8), we have $\|\overline{\boldsymbol{s}}\|_{0} \leq n$ [21]. If $\boldsymbol{A} \in R^{n \times m}$ and $\boldsymbol{x} \in R^{n}$ are arbitrarily taken, then generally at least $n$ columns of $\boldsymbol{A}$ are necessary to linearly represent $\boldsymbol{x}$, that is, $\overline{\boldsymbol{s}}$ has $n$ nonzero entries with probability one. Thus, in reality, the condition on the number of nonzero entries of $\overline{\boldsymbol{s}}$ in Lemma 1 is easy to satisfy.

We now present a theorem on the conditional probability $P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}\right)$.

Theorem 3: $p\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left|\boldsymbol{s}^{*}\right|_{0}=l, \boldsymbol{A}\right)$ is continuous with respect to $\boldsymbol{A}$ except on a zero-measure set of $\boldsymbol{A}$.

The proof of Theorem 3 can be seen in Appendix IV.
From Theorem 3, $P\left\{\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}\right\}$ is continuous with respect to $\boldsymbol{A}$ almost everywhere, probability $P(n, m, l)$ can be expressed by the following integral:

$$
\begin{equation*}
P(n, m, l)=\int_{\|A\|_{\infty} \leq 1} P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}\right) P(\boldsymbol{A}) d \boldsymbol{A} \tag{11}
\end{equation*}
$$

where $\|A\|_{\infty}=\max \left\{\left|a_{i j}\right|, i=1, \ldots, n, j=1, \ldots, m\right\}$.
Although conditional probability $P\left\{\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}\right\}$ can be estimated for each $\boldsymbol{A}$ using (7), it is difficult to obtain an explicit result of (11). In the following, we will give a good approximation of the integral in (11). The validity of the approximation has been demonstrated by our simulations.

For a mixing matrix $\boldsymbol{A}$ and a sign vector $\boldsymbol{t}$ with $l$ nonzero entries, if the optimal value of optimization problem (5) is less than $\frac{1}{2}$, then $\boldsymbol{t}$ can be recovered. If so, $(\boldsymbol{A}, \boldsymbol{t})$ is said to be recoverable. Let $M(\boldsymbol{A}, \boldsymbol{t})$ denote the optimal value of the objective
function in optimization problem (5) with $\boldsymbol{s}^{*}$ replaced by $\boldsymbol{t}$ and $P(\boldsymbol{t})$ denote the probability that the source vector $\boldsymbol{t}$ is equal to the corresponding 1-norm solution under a random mixing ma$\operatorname{trix} A$.

For deriving our approximation to the probability in (11), we now construct the table at the bottom of the page.

In the table, $\boldsymbol{t}(1), \ldots, \boldsymbol{t}(N)$ are all $N\left(=2^{l} * C_{m}^{l}\right)$ sign vectors with $l$ nonzero entries, $\boldsymbol{A}_{1}, \ldots, \boldsymbol{A}_{N}$ are $N$ independent and identically distributed (i.i.d.) samples of $\boldsymbol{A}$ drawn from the uniform distribution.

Let $I(\boldsymbol{A}, \boldsymbol{t})$ be the indicator function such that $(\boldsymbol{A}, \boldsymbol{t})$ is recoverable, that is, $I(\boldsymbol{A}, \boldsymbol{t})=1$ when $M(\boldsymbol{A}, \boldsymbol{t})<1 / 2$ and 0 otherwise. Hence,

$$
\begin{equation*}
P(I(\boldsymbol{A}, \boldsymbol{t})=1)=P(\boldsymbol{t}), \quad E(I(\boldsymbol{A}, \boldsymbol{t}))=P(\boldsymbol{t}) \tag{12}
\end{equation*}
$$

Then, for any sign vector $\boldsymbol{t}$, the recoverability probability $P(\boldsymbol{t})$ can be approximated by

$$
\begin{equation*}
P(\boldsymbol{t}) \approx \frac{1}{N} \sum_{i=1}^{N} I\left(\boldsymbol{A}_{i}, \boldsymbol{t}\right) \tag{13}
\end{equation*}
$$

When $N$ is large, the law of large numbers guarantees the above approximation.

According to the probability estimation in (7) and the definition of $I\left(\boldsymbol{A}_{i}, \boldsymbol{t}(q)\right)$, we have

$$
\begin{equation*}
P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{i}\right)=\frac{\sum_{k=1}^{N} I\left(\boldsymbol{A}_{i}, \boldsymbol{t}(k)\right)}{N} \tag{14}
\end{equation*}
$$

Theorem 4: Suppose that all entries of $\boldsymbol{A}$ are drawn from the uniform distribution in $[-1,1]$, then $N$ sign vectors $\boldsymbol{t}(1), \ldots, \boldsymbol{t}(N)$ (with $l$ nonzero entries) can be recovered by solving linear programming problem $\left(P_{1}\right)$ with equal probabilities, i.e.,

$$
\begin{equation*}
P(\boldsymbol{t}(1))=P(\boldsymbol{t}(2))=\cdots=P(\boldsymbol{t}(N)) \tag{15}
\end{equation*}
$$

The proof of Theorem 4 can be seen in Appendix V.
Proposition 1: For the sign vectors $\boldsymbol{t}(1), \ldots, \boldsymbol{t}(N)$, most of event pairs $\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(q_{1}\right)\right)<\frac{1}{2}\right)$ and $\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(q_{2}\right)\right)<\frac{1}{2}\right)$ are close to being uncorrelated especially when $l$ is much less than $n$ or close to $n$, where $q_{1}, q_{2}=1, \ldots, N, q_{1} \neq q_{2}, \boldsymbol{A}$ is randomly taken from a specific distribution.

|  | $P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\\|\boldsymbol{s}^{*}\right\\|_{0}=l, \boldsymbol{A}_{1}\right)$ | $P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\\|\boldsymbol{s}^{*}\right\\|_{0}=l, \boldsymbol{A}_{2}\right)$ | $\ldots$ | $P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\\|\boldsymbol{s}^{*}\right\\|_{0}=l, \boldsymbol{A}_{N}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| $P(\boldsymbol{t}(1))$ | $M\left(\boldsymbol{A}_{1}, \boldsymbol{t}(1)\right)$ | $M\left(\boldsymbol{A}_{2}, \boldsymbol{t}(1)\right)$ | $\ldots$ | $M\left(\boldsymbol{A}_{N}, \boldsymbol{t}(1)\right)$ |
| $P(\boldsymbol{t}(2)))$ | $M\left(\boldsymbol{A}_{1}, \boldsymbol{t}(2)\right)$ | $M\left(\boldsymbol{A}_{2}, \boldsymbol{t}(2)\right)$ | $\ldots$ | $M\left(\boldsymbol{A}_{N}, \boldsymbol{t}(2)\right)$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $P(\boldsymbol{t}(N))$ | $M\left(\boldsymbol{A}_{1}, \boldsymbol{t}(N)\right)$ | $M\left(\boldsymbol{A}_{2}, \boldsymbol{t}(N)\right)$ | $\ldots$ | $M\left(\boldsymbol{A}_{N}, \boldsymbol{t}(N)\right)$ |

In Appendix VI, a sketch of proof of Proposition 1 can be seen. Additionally, here we show a simple example which may be useful for understanding Proposition 1. Suppose that $x_{1}, \ldots, x_{L}$ are $L$ i.i.d. random variables (say $N(0,1)$ ). Let us impose the constraint

$$
\sum_{i=1}^{L}\left|x_{i}\right|=c
$$

where $c \geq 0$ is a constant. Then, the conditional probability $p\left(x_{1}, \ldots, x_{L} \mid c\right)$ is not independent. However, $\forall i, j \in\left\{1, \ldots, L, i \neq j, p\left(x_{i}, x_{j} \mid c\right)\right.$ is asymptotically pairwise independent when $L$ tends to infinity.

From our simulations (Example 1), we find that if the number $l$ of nonzero entries is very small (close to 1 ) or very big (close to $n$ ), then any two of these events are almost uncorrelated. Otherwise, their correlation will increase. This is consistent with the explanation in the sketch of proof of Proposition 1.

In the following, we present a weak law of large numbers to a correlated case.

Lemma 2: Suppose that $x[i], i=1, \ldots$, are a series of random variables, each of which having an identical distribution, and that most of random variable pairs $x[i]$ and $x[j]$ are uncorrelated. Then weak law of large numbers is satisfied for $\{x[i]\}$.

The proof of Lemma 2 can be seen in Appendix VII.
Consider random variables $I\left(\boldsymbol{A}_{i}, \boldsymbol{t}(q)\right), q=1, \ldots, N$. From the above Proposition 1, and the definition of $I\left(\boldsymbol{A}_{i}, \boldsymbol{t}(q)\right)$, we find most of variable pairs $I\left(\boldsymbol{A}_{i}, \boldsymbol{t}\left(q_{1}\right)\right)$ and $I\left(\boldsymbol{A}_{i}, \boldsymbol{t}\left(q_{2}\right)\right)$ are close to being uncorrelated. Since $\boldsymbol{A}_{i}$ is a random sample of $\boldsymbol{A}$, from Theorem 4, we have

$$
P\left(I\left(\boldsymbol{A}_{i}, \boldsymbol{t}(1)\right)=1\right)=\cdots=P\left(I\left(\boldsymbol{A}_{i}, \boldsymbol{t}(N)\right)=1\right)
$$

that is, $I\left(\boldsymbol{A}_{i}, \boldsymbol{t}(q)\right)$ have an identical distribution.
Noting that $N$ is a large number, from (12) and Lemma 2, we have

$$
\begin{equation*}
P(\boldsymbol{t}(q))=E\left(I\left(\boldsymbol{A}_{j}, \boldsymbol{t}(q)\right)\right) \approx \frac{\sum_{q=1}^{N} I\left(\boldsymbol{A}_{j}, \boldsymbol{t}(q)\right)}{N} \tag{16}
\end{equation*}
$$

By (13) and (16)

$$
\begin{equation*}
\frac{\sum_{i=1}^{N} I\left(\boldsymbol{A}_{i}, \boldsymbol{t}(q)\right)}{N} \approx \frac{\sum_{q=1}^{N} I\left(\boldsymbol{A}_{j}, \boldsymbol{t}(q)\right)}{N} . \tag{17}
\end{equation*}
$$

Furthermore, from (13), (14), and (17), we have

$$
\begin{align*}
P(\boldsymbol{t}(q)) & \approx \frac{\sum_{i=1}^{N} I\left(\boldsymbol{A}_{i}, \boldsymbol{t}(q)\right)}{N} \\
& \approx \frac{\sum_{k=1}^{N} I\left(\boldsymbol{A}_{j}, \boldsymbol{t}(k)\right)}{N} \\
& =P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{j}\right) \tag{18}
\end{align*}
$$

where $q, j=1, \ldots, N$.

From the proof of Theorem 3, we find that in a sufficiently small region of $A$, the conditional probability $P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}\right)$ is a constant with respect to $A$. Furthermore, from the expressions in (18), we have the following observation.

Observation: For most $\boldsymbol{A}, P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}\right)$ takes almost the same value (not depending on $\boldsymbol{A}$ ). That is,

$$
\begin{align*}
P(n, m, l) & =\int_{\|A\|_{\infty}<1} P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}\right) P(\boldsymbol{A}) d \boldsymbol{A} \\
& \approx P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{0}\right) \\
& =\frac{1}{2^{l} C_{m}^{l}} \sum_{k=1}^{C_{m}^{l}} q_{k}^{l} \tag{19}
\end{align*}
$$

where $\boldsymbol{A}_{0}$ is a random sample of $\boldsymbol{A}$, and the last equality is based on (7).

Besides the above theoretical justification, the observation is also confirmed by our simulations.

Since the events

$$
\left(M(\boldsymbol{A}, \boldsymbol{t}(1))<\frac{1}{2}\right), \ldots,\left(M(\boldsymbol{A}, \boldsymbol{t}(N))<\frac{1}{2}\right)
$$

are not strictly independent, and there exists a zero measure set of $\boldsymbol{A}$ where $P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}\right)$ is not continuous, we recommend using the following mean to approximate the probability $P(n, m, l)$ :

$$
\begin{equation*}
P(n, m, l) \approx \frac{1}{k_{0}} \sum_{q=1}^{k_{0}} P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{q}\right) \tag{20}
\end{equation*}
$$

where $\boldsymbol{A}_{1}, \ldots, \boldsymbol{A}_{k_{0}}$ are $k_{0}$ random samples of $\boldsymbol{A}$. Here, because our estimation of integral (11) is not based on a sampling method, $k_{0}$ does not need to be large ( 5 in our simulation examples). Additionally, the probability $P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{q}\right)$ can be calculated according to (7).

Remark 5: If all entries of $\boldsymbol{A}$ are drawn from a zero-mean, symmetrical distribution (e.g., a zero-mean Gaussian distribution), it is not difficult to find that the above analysis and conclusions still hold.

We have established the estimation of the probability $P(n, m, l)$. Next, we shall consider two cases where the sources are drawn from two different distributions, and derive the corresponding probability estimates on recoverability, where the mixing matrix is always taken randomly according to the uniform distribution in $[-1,1]$.

Case $a$ : For any source vector $\boldsymbol{s}^{*} \in R^{m}$, suppose that the probabilities

$$
\begin{equation*}
P\left(s_{k}^{*}=0\right)=\alpha, \quad P\left(s_{k}^{*} \neq 0\right)=1-\alpha, \quad k=1, \ldots, m \tag{21}
\end{equation*}
$$

and that all nonzero entries of $\boldsymbol{s}^{*}$ have positive sign or negative sign with equal probability.

In Case a, the number of nonzero entries of source vectors are not fixed. We can find that the probability of $\boldsymbol{s}^{*}$ having $j$
nonzero entries is $C_{m}^{j}(1-\alpha)^{j} \alpha^{(m-j)}$. We have the probability estimation as follows:

$$
\begin{align*}
\operatorname{pro}(\alpha) & =P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1}\right) \\
& =\sum_{j=0}^{m} P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=j\right) P\left(\left\|\boldsymbol{s}^{*}\right\|_{0}=j\right) \\
& =\sum_{j=0}^{m} C_{m}^{j}(1-\alpha)^{j} \alpha^{(m-j)} P\left\{\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=j\right\} \\
& =\sum_{j=0}^{m} C_{m}^{j}(1-\alpha)^{j} \alpha^{(m-j)} P(n, m, j) \tag{22}
\end{align*}
$$

where the probability estimates $P(n, m, j)(j=0, \ldots, m)$ can be calculated by (20).

Case b: Suppose that all entries of the source vector $\boldsymbol{s}^{*} \in R^{m}$ are drawn from a Laplacian distribution with probability density function $\frac{\lambda}{2} \exp (-\lambda|x|)$, where $\boldsymbol{s}^{*}$ has $m$ nonzero entries generally. Strictly speaking, $\boldsymbol{s}^{*}$ cannot be recovered by solving linear programming problem $\left(P_{1}\right)$, however, the 1-norm solution of $\left(P_{1}\right)$ can approximate the source vector as indicated in the following.

We first derive the theoretical probability estimate $P(\lambda)=$ $P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1}\right)$ when the mixing matrix $\boldsymbol{A}$ is drawn from a symmetrical uniform distribution.

Using $\boldsymbol{s}^{*}$, we define a column vector $\overline{\boldsymbol{s}}^{*} \in R^{m}: \bar{s}_{k}^{*}=0$ if $\left|s_{k}^{*}\right|<\epsilon_{0}, \bar{s}_{k}^{*}=s_{k}^{*}$, if $\left|s_{k}^{*}\right| \geq \epsilon_{0}$. Here, $\epsilon_{0}$ is a small positive constant.

Consider the optimization problem $\left(P_{1}\right)$ with $\boldsymbol{x}^{*}$ replaced by $\overline{\boldsymbol{x}}^{*}=\boldsymbol{A} \overline{\boldsymbol{s}}^{*}$. Denote its $l^{1}$ norm solution as $\overline{\boldsymbol{s}}_{1}$ and denote the $l^{1}$ norm solution of $\left(P_{1}\right)$ corresponding to $\boldsymbol{s}^{*}$ as $\boldsymbol{s}_{1}$. It follows from the robustness analysis of the $l^{1}$ norm solution in [21] that, for a given small positive constant $\beta$, if $\epsilon_{0}$ is sufficiently small, then $\left\|\boldsymbol{s}_{1}-\overline{\boldsymbol{s}}_{1}\right\|_{2}<\beta$, i.e., $\boldsymbol{s}_{1} \approx \overline{\boldsymbol{s}}_{1}$. Moreover, we have

$$
\begin{align*}
\left\|\boldsymbol{s}^{*}-\boldsymbol{s}_{1}\right\|_{2} & \leq\left\|\boldsymbol{s}^{*}-\overline{\boldsymbol{s}}^{*}\right\|_{2}+\left\|\overline{\boldsymbol{s}}^{*}-\overline{\boldsymbol{s}}_{1}\right\|_{2}+\left\|\overline{\boldsymbol{s}}_{1}-\boldsymbol{s}_{1}\right\|_{2} \\
& \leq \sqrt{m} \epsilon_{0}+\beta+\left\|\overline{\boldsymbol{s}}^{*}-\overline{\boldsymbol{s}}_{1}\right\|_{2} . \tag{23}
\end{align*}
$$

Note that $\epsilon_{0}$ and $\beta$ are small. If $\overline{\boldsymbol{s}}^{*}$ is equal to $\overline{\boldsymbol{s}}_{1}$, we can say that $\boldsymbol{s}^{*} \approx \boldsymbol{s}_{1}$, and vice versa. Hence, we have

$$
\begin{equation*}
\operatorname{pro}(\lambda)=P\left(\left\|\boldsymbol{s}^{*}-\boldsymbol{s}_{1}\right\|_{2} \leq \beta_{0}\right) \approx P\left(\overline{\boldsymbol{s}}^{*}=\overline{\boldsymbol{s}}_{1}\right) \tag{24}
\end{equation*}
$$

where $\beta_{0}=\sqrt{m} \epsilon_{0}+\beta$.
Using (24), the probability $P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1}\right)$ can be obtained by estimating $P\left(\overline{\boldsymbol{s}}^{*}=\overline{\boldsymbol{s}}_{1}\right)$. The estimation of $P\left(\overline{\boldsymbol{s}}^{*}=\overline{\boldsymbol{s}}_{1}\right)$ has been discussed in Case a. Since all entries of $\boldsymbol{s}^{*}$ are drawn from a Laplacian distribution, it can be found that $P\left(\left|s_{k}^{*}\right|<\epsilon_{0}\right)=$ $1-\exp \left(-\lambda \epsilon_{0}\right)$, denoted as $\alpha_{\lambda}$. The probability that $\boldsymbol{s}^{*}$ has $j$ entries greater than $\epsilon_{0}$ (i.e., $\overline{\boldsymbol{s}}^{*}$ has $j$ nonzero entries) is $C_{m}^{j}(1-$ $\left.\alpha_{\lambda}\right)^{j} \alpha_{\lambda}^{(m-j)}$, i.e.,

$$
P\left(\left\|\overline{\boldsymbol{s}}^{*}\right\|_{0}=j\right)=C_{m}^{j}\left(1-\alpha_{\lambda}\right)^{j} \alpha_{\lambda}^{(m-j)}
$$

Using (24) and (22), we have

$$
\begin{align*}
\operatorname{pro}(\lambda) & \approx P\left(\overline{\boldsymbol{s}}^{*}=\overline{\boldsymbol{s}}_{1}\right) \\
& =\sum_{j=0}^{m} P\left(\overline{\boldsymbol{s}}^{*}=\overline{\boldsymbol{s}}_{1} ;\left\|\overline{\boldsymbol{s}}^{*}\right\|_{0}=j\right) P\left(\left\|\overline{\boldsymbol{s}}^{*}\right\|_{0}=j\right) \\
& =\sum_{j=0}^{m} C_{m}^{j}\left(1-\alpha_{\lambda}\right)^{j} \alpha_{\lambda}^{(m-j)} P(n, m, j), \tag{25}
\end{align*}
$$

where the probability estimates $P(n, m, j)(j=0, \ldots, m)$ can be calculated by (20).

In order to calculate the probability in (25), there is a parameter $\epsilon_{0}$ to be determined in advance. After the sensor number $(n)$ and source number $(m)$ are determined, the parameter can be set by simulation as indicated in simulation Example 5.

## IV. Simulation Examples

In this section, we present several simulations to demonstrate the conclusions and probability estimates in the previous section.

Example 1: In this example, we demonstrate the conclusion in Proposition 1.

Since $N$ is generally large, we will encounter heavy computation burden when we check whether the $N$ events

$$
\left(M(\boldsymbol{A}, \boldsymbol{t}(1))<\frac{1}{2}\right), \ldots,\left(M(\boldsymbol{A}, \boldsymbol{t}(N))<\frac{1}{2}\right)
$$

are independent or not. Here we do partial validation.
Set $n=7, m=9$, i.e., $\boldsymbol{A} \in R^{7 \times 9}$. For each $l(l=1, \ldots, 7)$, we randomly take 16 pairs of sign vectors $\left(\boldsymbol{t}\left(i_{j}\right), \boldsymbol{t}\left(k_{j}\right)\right)(j=$ $1, \ldots, 16)$, and estimate the probabilities and joint probabilities

$$
P\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(i_{j}\right)\right)<\frac{1}{2}\right), \quad P\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(k_{j}\right)\right)<\frac{1}{2}\right)
$$

and

$$
P\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(i_{j}\right)\right)<\frac{1}{2}, M\left(\boldsymbol{A}, \boldsymbol{t}\left(k_{j}\right)\right)<\frac{1}{2}\right) .
$$

We then calculate the error $P_{e}$

$$
\begin{align*}
P_{e}(l, j)= & P\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(i_{j}\right)\right)<\frac{1}{2}, M\left(\boldsymbol{A}, \boldsymbol{t}\left(k_{j}\right)\right)<\frac{1}{2}\right) \\
& -P\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(i_{j}\right)\right)<\frac{1}{2}\right) \\
& \times P\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(k_{j}\right)\right)<\frac{1}{2}\right) \tag{26}
\end{align*}
$$

where $l=1, \ldots, 7, j=1, \ldots, 16$.
To estimate the probabilities

$$
P\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(i_{j}\right)\right)<\frac{1}{2}\right), \quad P\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(k_{j}\right)\right)<\frac{1}{2}\right)
$$

and

$$
P\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(i_{j}\right)\right)<\frac{1}{2}, M\left(\boldsymbol{A}, \boldsymbol{t}\left(k_{j}\right)\right)<\frac{1}{2}\right)
$$

we randomly take 3000 matrices $A \in R^{7 \times 9}$ based on a uniform distribution in $[-1,1]$. Suppose that the event
$\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(i_{j}\right)<\frac{1}{2}\right)\right.$ occurs $L_{1}$ times for the 3000 mixing matrices, then $\frac{L_{1}}{3000}$ is the estimate of $P\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(i_{j}\right)\right)<\frac{1}{2}\right)$. The other two probabilities can be similarly estimated.

We found that for different $i$ and $j, \operatorname{Perror}(l, i)$ is very close to $\operatorname{Perror}(l, j)(l=1, \ldots, 7, i, j=1, \ldots, 16)$. Averaging $P_{e}(l, j)$ with respect to $j$, we obtain an average probability error vector denoted as $P_{m e}$

$$
\begin{equation*}
P_{m e}=[0,-0.000,-0.006,-0.038,-0.045,-0.034,-0.005] \tag{27}
\end{equation*}
$$

In this paper, we only present the average probability errors due to limited page space.

We find that all entries of the above two average probability error vectors $P_{m e}$ are quite close to zero. This demonstrates the conclusion in Proposition 1.

However, from the average error vectors $P_{m e}$, we can find that when $l$ is close to 1 or to 7 , the errors are smaller than those when $l$ takes medium values. Note that smaller probability error implies higher independence as well as less correlation. This is in accordance with the analysis in the proof of Proposition 1 (see Appendix VI).

Example 2: In this simulation example, we demonstrate the conclusion derived from (18)) by simulation

$$
\begin{equation*}
P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{1}\right) \approx P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{2}\right) \tag{28}
\end{equation*}
$$

where $\boldsymbol{A}_{1}$ and $\boldsymbol{A}_{2}$ are two randomly chosen mixing matrices. We would like to emphasize that there may exist some particular matrices such that (28) is not satisfied, however, the set of those matrices has measure zero.

Similarly to the previous example, we have $n=7, m=9$. For each $l(l=1, \ldots, 7)$, we take eight different mixing matrices according to the uniform distribution in $[-1,1]$. For each given mixing matrix, we take 3000 source vectors $\boldsymbol{s}^{*}$ of which the $l$ nonzero entries are drawn from the uniform distribution, and their indices are also random. We then estimate the eight probabilities $P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{j}\right)(j=1, \ldots, 8)$ as in Example 1.

For $l=1, \ldots, 7$, we calculate the mean probability

$$
\frac{1}{8} \sum_{j=1}^{8} P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{j}\right)
$$

denoted as $\operatorname{Pr}(l)$, we obtain a mean probability column vector $\operatorname{Pr}=[1,0.9816,0.9014,0.7267,0.4916,0.2610,0.0900]^{T}$.

Next, for $l=1, \ldots, 7$ and $j=1, \ldots, 8$, we calculate the error $P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{j}\right)-\operatorname{Pr}(l)($ denoted as $\operatorname{Error}(l, j))$,


Fig. 1. Curves of estimated probabilities and true probabilities in Example 3. The solid curve with "*" in the left subplot depicts our probability estimates by (19), while the solid curve with " $*$ " in the right subplot depicts our probability estimates by (20). The two dashed curves with "o" in the two subplots represent the true recoverability probabilities obtained by simulations.
and obtain the following probability error matrix, see (29) at the bottom of the page.

Considering the $l$ th $(l=1, \ldots, 7)$ row in the error matrix above, we find that $P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{j}\right) \approx \operatorname{Pr}(l)$, $j=1, \ldots, 8$. Hence, the conclusion expressed by (28) is confirmed by simulation.

Example 3: In this example, we demonstrate the validity of probability estimates obtained by (19) and (20) using simulations. Here, every mixing matrix $\boldsymbol{A} \in R^{7 \times 9}$ is taken according to the uniform distribution in $[-1,1]$, and every source vector is nine-dimensional.

We first estimate the probabilities $P(7,9, l)(l=1, \ldots, 9)$ by simulations. For every $l(l=1, \ldots, 9)$, we take 3000 pairs of mixing matrices and source vectors. Note that each source vector has exactly $l$ nonzero entries drawn from a uniform distribution valued in the range $[-0.5,0.5]$ with their indices also taken randomly. For each pair of source vector and mixing matrix, we solve the linear programming problem $\left(P_{1}\right)$ and check whether the 1-norm solution is equal to the source vector. Suppose that $n_{l}$ source vectors can be recovered, we obtain the ratio $\bar{p}_{l}=\frac{n_{l}}{3000}$ that reflects the true probability $P(7,9, l)$ on recoverability. All $\bar{p}_{l}, l=1, \ldots, 9$, are depicted by " $\circ$ " and the dashed curve in the left subplot of Fig. 1.

Next, we take an mixing matrix $A \in R^{7 \times 9}$ as above. For every index set $G_{k}^{j} \subseteq G_{0}\left(k=1, \ldots, C_{m}^{j}, j=2, \ldots 7\right)$, we first find the number $q_{k}^{j}$ of sign vectors that can be recovered by solving the linear programming problem $\left(P_{1}\right)$, and then calculate the probabilities $P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}\right), l=2, \ldots, 7$

$$
\text { Error }=\left[\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{29}\\
0.0184 & 0.0040 & -0.0155 & -0.0138 & -0.0060 & -0.0088 & 0.0034 & 0.0184 \\
0.0312 & -0.0060 & -0.0117 & -0.0398 & -0.0155 & -0.0210 & 0.0055 & 0.0571 \\
0.0226 & -0.0169 & -0.0025 & -0.0371 & -0.0110 & -0.0210 & -0.0029 & 0.0688 \\
0.0145 & -0.0113 & 0.0031 & -0.0442 & -0.0026 & -0.0188 & -0.0051 & 0.0644 \\
0.0145 & -0.0176 & -0.0053 & -0.0229 & -0.0096 & -0.0046 & 0.0016 & 0.0438 \\
0.0061 & 0.0100 & -0.0044 & -0.0056 & 0.0044 & 0.0006 & -0.0156 & 0.0044
\end{array}\right] .
$$

using (7). Note that $P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=1, \boldsymbol{A}\right)=1$ and $P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=8, \boldsymbol{A}\right)=P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=9, \boldsymbol{A}\right)=0$, we thus obtain nine probability estimates that are depicted by " $*$ " and the solid curve in the left subplot of Fig. 1.

Fig. 1 shows that the two curves virtually overlap to some degree, which means that the probability $P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=\right.$ $l, \boldsymbol{A})$ calculated by (19) reflects the recoverability when the mixing matrix is also taken randomly.

Considering (20), we randomly take five mixing matrices denoted as $\boldsymbol{A}_{1}, \ldots, \boldsymbol{A}_{5} \in R^{7 \times 9}$, and calculate the probability estimates $P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{j}\right)(j=1, \ldots, 5, l=1, \ldots, 9)$ using (7). We then calculate the average probability estimates $\frac{1}{5} \sum_{i=1}^{5} P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{j}\right)(l=1, \ldots, 9)$. These nine probability estimates are represented by " $*$ " and the solid curve in the right subplot of Fig. 1, while $\bar{p}_{j}, j=1, \ldots, 9$ are represented by " $\circ$ " and the dashed curve in the same subplot.

These two curves match each other very well, which indicates that the probability $P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=j\right)$ calculated by (20) reflects the recoverability under condition that the number of nonzero entries of the source vector is fixed.

Comparing the four curves in Fig. 1, we can find that the probability estimated by (20) can better reflect the true probability than that estimated by (19).

Example 4: In this example, we consider the case in which the source vectors are drawn from the distribution (21), and confirm the probability estimate (22) by simulation.

For $\alpha_{k}=(j-1) * 0.1(k=1, \ldots, 11)$, we calculate the probabilities $\operatorname{pro}\left(\alpha_{k}\right)$ in (22) noting that $P(n, m, j)(j=0, \ldots, 9)$ have been obtained in Example 3.

For each $k(k=1, \ldots, 11)$, we take 3000 pairs of mixing matrices and source vectors. As in Example 3, all these mixing matrices are $7 \times 9$-dimensional and their entries are randomly valued in $[-1,1]$. The 3000 source vectors are taken as follows:

$$
\begin{align*}
& s_{q}^{*}=0, \text { if }\left|\tilde{s}_{q}^{*}\right| \leq \frac{\alpha_{j}}{2} \\
& s_{q}^{*}=\tilde{s}_{q}^{*}, \text { if }\left|\tilde{s}_{q}^{*}\right|>\frac{\alpha_{j}}{2} \tag{30}
\end{align*}
$$

where $\tilde{\boldsymbol{s}}^{*} \in R^{9}$ is drawn from a uniform distribution valued in $[-0.5,0.5]$. From (30), we can see that the probability is $\alpha_{j}$ that each entry of a source vector is equal to zero.

For each pair of source vector and mixing matrix, we solve the linear programming problem $\left(P_{1}\right)$ and check whether the $l^{1}$ norm solution is equal to the source vector. Suppose that $m_{k}$ source vectors can be recovered, thus, we obtain the ratio $p \tilde{r} O\left(\alpha_{k}\right)=\frac{m_{k}}{3000}$, which reflects the true probability $P\left(\boldsymbol{s}_{1}=\boldsymbol{s}^{*}\right)$ under the distribution parameter $\alpha_{k}$.

In Fig. 2, $\operatorname{pro}\left(\alpha_{k}\right), k=1, \ldots, 11$ are depicted by " $*$ " and the solid curve, while $p \tilde{r} o\left(\alpha_{k}\right), k=1, \ldots, 11$, are depicted by "○" and the dashed curve. These two curves fit very well, virtually overlapping. Thus, if we know the distribution of all entries of the mixing matrix and the probability that each entry of a source vector is equal to zero, using (20) and (22), we can estimate the probability that the source can be recovered by solving $\left(P_{1}\right)$.

Remark 6: The probability parameter $\alpha$ in (21) can be seen as a sparsity index of sources. Bigger $\alpha$ implies higher sparsity of sources. From Fig. 2, we can see that the recoverability probability increases with $\alpha$. To obtain satisfactory recoverability,


Fig. 2. Curves of estimated probabilities and true probabilities in Example 4, where the solid curve with " $*$ " depicts our estimated probabilities, while the dashed curve with "o" represents the true recoverability probabilities. Note that the source vectors are drawn from the distribution in (30), the mixing matrices are drawn from a uniform distribution in $[-1,1]$.
the sources must be sufficiently sparse. In many cases, since the sources are sparse in the time-frequency domain other than in the time domain, we can apply wavelet packets transformation to the observable mixtures and then perform BSS.

Example 5: In this example, we consider the case in which all entries of the source vector $\boldsymbol{s}^{*} \in R^{9}$ are drawn from a Laplacian distribution with probability density function $\frac{\lambda}{2} \exp (-\lambda|x|)$, and all entries of the $7 \times 9$-dimensional mixing matrix is drawn from a symmetrical uniform distribution in $[-1,1]$. We present the simulation results to demonstrate the validity of the estimates obtained by (25).

In the following simulation, $\beta_{0}$ is set to be 0.055 and $\epsilon_{0}$ is set to be 0.023 .

For 30 different Laplacian distributions with parameters $\lambda_{k}=$ $5 k(k=1, \ldots, 30)$, we calculate the probabilities $\operatorname{pro}\left(\lambda_{k}\right)$ using (25), where $\alpha_{\lambda_{k}}=1-\exp \left(\lambda_{k} \epsilon_{0}\right)$ and $P(n, m, j)(n=7$, $m=9, j=0, \ldots, 9)$ were obtained in Example 3.

For every $k(k=1, \ldots, 30), 3000$ pairs of mixing matrices and source vectors are taken. The source vectors are taken from a Laplacian distribution with parameter $\lambda_{k}$ and the 3000 mixing matrices $\boldsymbol{A} \in R^{7 \times 9}$ are drawn from the same uniform distribution as in Example 3. The linear programming problem $\left(P_{1}\right)$ is solved for each pair of source vector $\boldsymbol{s}^{*}$ and mixing matrix. If the $l^{1}$ norm solution satisfies $\left\|\boldsymbol{s}_{1}-\boldsymbol{s}^{*}\right\|_{2}<\beta_{0}, \boldsymbol{s}^{*}$ can be recovered approximately. Suppose that there are $r_{k}$ source vectors recovered, we then have the ratio $p \bar{r} o\left(\lambda_{k}\right)=\frac{r_{k}}{3000}$, which reflects the true probability $P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1}\right)$.

Fig. 3 displays the curves of $\operatorname{pro}\left(\lambda_{k}\right)$ (solid curve with "*") and $\bar{p} o\left(\lambda_{k}\right)$ (dashed curve with "o"). The two curves overlap remarkably well. From Fig. 3, we can see that as the parameter $\lambda$ in the Laplacian probability density function increases, the source vector becomes more and more sparse, and the recoverability probability increases.

From Fig. 3, we can see that when $\lambda_{k}$ is small or large (small $\lambda_{k}$ leads to dense source vectors, while large $\lambda_{k}$ leads to sparse source vectors), the two curves overlap better than when $\lambda_{k}$ is in medium. This is because our probability estimate (20) is based


Fig. 3. Curves of (for) estimated probabilities and true probabilities in Example 5 , where the solid curve with "*" depicts our estimated probabilities, while the dashed curve with " $o$ " represents the true recoverability probabilities.
on Proposition 1, which can be well satisfied when source vectors are very sparse or very dense as indicated in Example 1.

Finally, with the above values of two parameters $\beta_{0}$ and $\epsilon_{0}$, the estimated probability using (25) well reflects the true recoverability probability for Laplacian source vectors. Thus, when $n=7, m=9$, and the mixing matrix is drawn from a symmetrical uniform distribution, the parameter $\epsilon_{0}$ can be set to be 0.023 , while the error between a recovered source vector and the original source vector is less than 0.055 .

## V. CONCLUDING REMARKS

When sparse representation is used in underdetermined BSS, recoverability problem should be dealt with as in ICA approach. However, this problem has not been completely solved. This paper continued discussion of this problem. The recoverability probability estimation was discussed when using a two-stage sparse-representation approach for BSS. First, we presented the conditional probability estimates of recoverability when the mixing matrix was given or estimated and the number of nonzero entries of a source vector was fixed. Next, we considered a more general case in which the mixing matrix was drawn from a symmetrical distribution (e.g., uniform distribution in $[-1,1]$ ) and the number of nonzero entries was fixed. The recoverability probability estimate was then obtained. Using these estimated probabilities, we considered the recoverability probability estimation when the mixing matrix was drawn from a uniform distribution and source vectors were drawn from a distribution, e.g., Laplacian distribution, etc. Simulation results demonstrated that our probability estimates are very close to the true probabilities.

From the probability estimates in our simulations, we can find that the higher the sparsity of sources, the higher the recoverability probability. Additionally, these probability estimates show us the performance and confidence of sparse representation approach for solving underdetermined BSS problems. To obtain high recoverability probability, the sources must be sufficiently sparse. In many cases, this can be achieved by applying wavelet packets transformation to the observable mixtures. In practice, the level number of wavelet packets transformation can
be determined by our probability estimate illustrated in our simulation Example 4. The probability estimates in this paper can provide us with some useful guide in solving underdetermined BSS problems.

## APPENDIX I <br> Proof of Theorem 1

1. Necessity: Suppose that $\boldsymbol{s}^{*}=\boldsymbol{s}_{1}$; that is, $\left\|\boldsymbol{s}^{*}\right\|_{1}$ is the optimal value of $\left(P_{1}\right)$.

For a subset $I \in F$, when (4) is solvable, there is at least a flexible solution. For any flexible solution $\boldsymbol{\delta}$ of (4), it can be checked that $\boldsymbol{s}^{*}+\boldsymbol{t} \boldsymbol{\delta}$ is a solution of the constraint equation of $\left(P_{1}\right)$, where $t<0$ with sufficiently small absolute value. We have

$$
\begin{align*}
\left\|\boldsymbol{s}^{*}+t \boldsymbol{\delta}\right\|_{1}= & \sum_{k \in I}\left|s_{k}^{*}+t \delta_{k}\right|+\sum_{k \in G \backslash I}\left|s_{k}^{*}+t \delta_{k}\right|+\sum_{k \in G^{c}}\left|t \delta_{k}\right| \\
= & \sum_{k \in I}\left|s_{k}^{*}\right|-|t| \sum_{k \in I}\left|\delta_{k}\right|+\sum_{k \in G \backslash I}\left|s_{k}^{*}\right| \\
& +|t| \sum_{k \in G \backslash I}\left|\delta_{k}\right|+|t| \sum_{k \in G^{c}}\left|\delta_{k}\right| \\
= & \left\|s^{*}\right\|_{1}+|t|\left(\sum_{k \in I^{c}}\left|\delta_{k}\right|-\sum_{k \in I}\left|\delta_{k}\right|\right) \\
> & \left\|s^{*}\right\|_{1} . \tag{31}
\end{align*}
$$

Thus,

$$
\begin{equation*}
\sum_{k \in I^{c}}\left|\delta_{k}\right|-\sum_{k \in I}\left|\delta_{k}\right|>0 \tag{32}
\end{equation*}
$$

It follows from $\|\boldsymbol{\delta}\|_{1}=1$ and (32) that $\sum_{k \in I}\left|\delta_{k}\right|<\frac{1}{2}$.
The necessity is proved.
Sufficiency: Suppose that $\boldsymbol{s}$ is a solution of the constraint equation in $\left(P_{1}\right)$, then $\boldsymbol{s}$ can be rewritten as

$$
\begin{equation*}
\boldsymbol{s}=\boldsymbol{s}^{*}+t^{*} \boldsymbol{\delta} \tag{33}
\end{equation*}
$$

where $\boldsymbol{\delta}=\frac{\boldsymbol{s}^{*}-\boldsymbol{s}}{\left\|\boldsymbol{s}^{*}-\boldsymbol{s}\right\|_{1}}, t^{*}=-\left\|\boldsymbol{s}^{*}-\boldsymbol{s}\right\|_{1}$.
Now we define an index set $I \in F$ :

$$
I=\left\{k \mid k=i_{1}, \ldots, i_{l}, \operatorname{sign}\left(s_{k}^{*}\right)=\operatorname{sign}\left(\delta_{k}\right)\right\}
$$

It can be checked easily that for the defined index set $I, \delta$ is a flexible solution of (4). From the condition of the theorem, we have $\sum_{k \in I}\left|\delta_{k}\right|<\frac{1}{2}$. Furthermore

$$
\begin{align*}
\left\|\boldsymbol{s}^{*}+t \boldsymbol{\delta}\right\|_{1}= & \sum_{k \in I}\left|s_{k}^{*}+t \delta_{k}\right|+\sum_{k \in G \backslash I}\left|s_{k}^{*}+t \delta_{k}\right|+\sum_{k \in G^{c}}\left|t \delta_{k}\right| \\
\geq & \sum_{k \in I}\left|s_{k}^{*}\right|-|t| \sum_{k \in I}\left|\delta_{k}\right|+\sum_{k \in G \backslash I}\left|s_{k}^{*}\right| \\
& +|t| \sum_{k \in G \backslash I}\left|\delta_{k}\right|+|t| \sum_{k \in G^{c}}\left|\delta_{k}\right| \\
= & \left\|\boldsymbol{s}^{*}\right\|_{1}+|t|\left(\sum_{k \in I^{c}}\left|\delta_{k}\right|-\sum_{k \in I}\left|\delta_{k}\right|\right) \\
\geq & \left\|\boldsymbol{s}^{*}\right\|_{1} . \tag{34}
\end{align*}
$$

Note that the equality in the last step of (34) holds when $t=0$ (i.e., $\boldsymbol{s}=\boldsymbol{s}^{*}$ ).

Thus, for any solution $\boldsymbol{s}$ of the constraint equation in $\left(P_{1}\right)$, we have

$$
\begin{equation*}
\|\boldsymbol{s}\|_{1} \geq\left\|\boldsymbol{s}^{*}\right\|_{1} \tag{35}
\end{equation*}
$$

the equality holds only when $\boldsymbol{s}$ is equal to $\boldsymbol{s}^{*}$. Thus, $\boldsymbol{s}_{1}=\boldsymbol{s}^{*}$. The sufficiency is proved.
2. We now derive the second necessary and sufficient condition using the first one.

Necessity: Note that there are totally $2^{l}-1$ optimization problems represented by (4) corresponding to $2^{l}-1$ different subsets in $F$. Let $\boldsymbol{\delta}_{I}\left(=\left[\delta_{I 1}, \ldots, \delta_{I m}\right]^{T}\right)$ and $\overline{\boldsymbol{\delta}}$ denote the optimal solutions of (4) and (5), respectively, $I_{0}$ denote the index set on which the entries of $\boldsymbol{s}^{*}$ and $\overline{\boldsymbol{\delta}}$ have the same sign. Obviously, $I_{0} \in F$. It is not difficult to find that $\bar{\delta}=\boldsymbol{\delta}_{I_{0}}$. Thus, if $\boldsymbol{s}_{1}=\boldsymbol{s}^{*}$, according to the first necessary and sufficient condition in this theorem, we have

$$
\sum_{k=1}^{m}\left[\operatorname{sign}\left(s_{k}^{*}\right) \bar{\delta}_{k}\right]_{+}=\sum_{k \in I_{0}}\left|\bar{\delta}_{k}\right|
$$

which is the optimal value (4) with the index set $I$ being $I_{0}$, is less than $\frac{1}{2}$.

The necessity is obtained.
Sufficiency: Note that $\forall I \in F, \boldsymbol{\delta}_{I}$ is a feasible solution of (5), and

$$
\sum_{k=1}^{m}\left[\operatorname{sign}\left(s_{k}^{*}\right) \delta_{I k}\right]_{+}=\sum_{k \in I}\left|\delta_{I k}\right|
$$

Thus, if

$$
\sum_{k=1}^{m}\left[\operatorname{sign}\left(s_{k}^{*}\right) \bar{\delta}_{k}\right]_{+}<\frac{1}{2}
$$

then

$$
\sum_{k=1}^{m}\left[\operatorname{sign}\left(s_{k}^{*}\right) \delta_{I k}\right]_{+}<\frac{1}{2}
$$

That is, all optimal values of the $2^{l}-1$ optimization problems represented by (4) are less than $\frac{1}{2}$. From the the first necessary and sufficient condition, we have $\boldsymbol{s}_{1}=\boldsymbol{s}^{*}$.

The sufficiency is obtained.

## ApPENDIX II

EQUivalence Between (4) and Linear
Programming Problem
The optimization problem (4) is not a standard linear programming problem. However, it can be transformed into a standard linear programming problem as follows.

Let $G_{0}$ denote the index set $\{1,2, \ldots, m\}$. For $k \in G_{0} \backslash G$, define $\delta_{k}=u_{k}-v_{k}$, where $u_{k}, v_{k} \geq 0$. Let $\boldsymbol{A}_{G}$ denote the submatrix composed of all the columns of $A$ with their column indices being in $G, \boldsymbol{A}_{G^{c}}=\boldsymbol{A} \backslash \boldsymbol{A}_{G}$, and let $\boldsymbol{\delta}_{G}$ denote the column vector composed of all entries of $\boldsymbol{\delta}$ with their indices being in
$G$. It is not difficult to prove that the optimization problem (4) is equivalent to a standard linear programming problem

$$
\begin{align*}
& \min \left[-\sum_{k \in G \backslash I} \operatorname{sign}\left(s_{k}^{*}\right) \delta_{k}+\sum_{k \in G_{0} \backslash G}\left(u_{k}+v_{k}\right)\right], \quad \text { s. t. } \\
& {\left[\boldsymbol{A}_{G}, \boldsymbol{A}_{G^{c}},-\boldsymbol{A}_{G^{c}}\right]\left[\boldsymbol{\delta}_{G}^{T}, \boldsymbol{u}^{T}, \boldsymbol{v}^{T}\right]^{T}=\mathbf{0}} \\
& \sum_{k \in I} \operatorname{sign}\left(s_{k}^{*}\right) \delta_{k}-\sum_{k \in G \backslash I} \operatorname{sign}\left(s_{k}^{*}\right) \delta_{k}+\sum_{k \in G_{0} \backslash G}\left(u_{k}+v_{k}\right)=1, \\
& \operatorname{sign}\left(s_{k}^{*}\right) \delta_{k}>0, \quad \text { for } k \in I \\
& \operatorname{sign}\left(s_{k}^{*}\right) \delta_{k} \leq 0, \quad \text { for } k \in G \backslash I \\
& \boldsymbol{u}, \boldsymbol{v} \geq 0 \tag{36}
\end{align*}
$$

Equation (36) can be rewritten as

$$
\begin{align*}
& \min \left[-\sum_{k \in G \backslash I} \operatorname{sign}\left(s_{k}^{*}\right) \delta_{k}+\sum_{k \in G_{0} \backslash G}\left(u_{k}+v_{k}\right)\right], \quad \text { s. t. } \\
& {\left[\begin{array}{ccc}
\boldsymbol{A}_{G} & \boldsymbol{A}_{G^{c}} & -\boldsymbol{A}_{G^{c}} \\
\boldsymbol{b}_{1} & \boldsymbol{b}_{2} & \boldsymbol{b}_{2}
\end{array}\right]\left[\boldsymbol{\delta}_{G}^{T}, \boldsymbol{u}^{T}, \boldsymbol{v}^{T}\right]^{T}=\left[\mathbf{0}^{T}, 1\right]^{T}} \\
& \operatorname{sign}\left(s_{k}^{*}\right) \delta_{k}>0, \quad \text { for } k \in I \\
& \operatorname{sign}\left(s_{k}^{*}\right) \delta_{k} \leq 0, \quad \text { for } k \in G \backslash I \\
& \boldsymbol{u}, \boldsymbol{v} \geq 0 \tag{37}
\end{align*}
$$

where $\boldsymbol{b}_{1}$ is a $\left\|\boldsymbol{s}^{*}\right\|_{0}$-dimensional row vector defined as follows: $b_{1 k}=\operatorname{sign}\left(s_{k}^{*}\right)$ if $k \in I, b_{1 k}=-\operatorname{sign}\left(s_{k}^{*}\right)$ if $k \in G \backslash I . \boldsymbol{b}_{2}$ is a $m-\left\|s^{*}\right\|_{0}$-dimensional row vector of which each entry is one.

Since the sign function $\operatorname{sign}\left(s_{k}^{*}\right)$ is known, (37) is a standard linear programming problem.

## Appendix III

## The Proof of Lemma 1

Proof For any perturbation matrix sequence denoted as $\left\{\Delta \boldsymbol{A}_{i}\right\}$ of $\boldsymbol{A}$, suppose that $\lim _{i \rightarrow \infty}\left\|\Delta \boldsymbol{A}_{i}\right\|=0$. Under the condition that the optimal solution $\overline{\boldsymbol{s}}$ of (8) has $n$ nonzero entries, to prove Lemma 1, it suffices to prove that (9) is feasible for all sufficiently small perturbation matrices $\Delta \boldsymbol{A}_{i}$, and

$$
\begin{equation*}
\lim _{i \rightarrow \infty}\left\|\overline{\boldsymbol{s}}-\overline{\boldsymbol{s}}_{i}\right\|=0, \lim _{i \rightarrow \infty}\left|f(\overline{\boldsymbol{s}})-f\left(\overline{\boldsymbol{s}}_{i}\right)\right|=0 \tag{38}
\end{equation*}
$$

where $\overline{\boldsymbol{s}}_{i}$ denotes the optimal solution of (9) under the perturbation matrix $\Delta \boldsymbol{A}_{i}$.

Suppose that the indices of nonzero entries of $\overline{\boldsymbol{s}}$ are $\left(i_{1}, \ldots, i_{n}\right)$, the matrix $\tilde{\boldsymbol{A}}$ is composed of $n$ columns of $\boldsymbol{A}$ with indices $\left(i_{1}, \ldots, i_{n}\right)$, the $n$ dimensional column vector $\tilde{\boldsymbol{s}}$ is composed of all nonzero entries of $\overline{\boldsymbol{s}}$. Thus, we have

$$
\begin{equation*}
\boldsymbol{x}=\tilde{A} \tilde{s}, \quad \tilde{\boldsymbol{s}}>\mathbf{0} \tag{39}
\end{equation*}
$$

Consider the equations

$$
\begin{equation*}
\boldsymbol{x}=\left(\tilde{\boldsymbol{A}}+\Delta \tilde{\boldsymbol{A}}_{i}\right) \tilde{\boldsymbol{s}}_{i} \tag{40}
\end{equation*}
$$

where the perturbation matrix $\Delta \tilde{A}_{i}$ is composed of the $n$ columns of $\Delta \boldsymbol{A}_{i}$ with indices $\left(i_{1}, \ldots, i_{n}\right)$. Noting that $\Delta \tilde{\boldsymbol{A}}_{i}$ is
random, and $\left(\tilde{\boldsymbol{A}}+\Delta \tilde{\boldsymbol{A}}_{i}\right)$ is inverse with probability one, we have

$$
\begin{equation*}
\tilde{\boldsymbol{s}}_{i}=\left(\tilde{\boldsymbol{A}}+\Delta \tilde{\boldsymbol{A}}_{i}\right)^{-1} \boldsymbol{x} \tag{41}
\end{equation*}
$$

Since $\lim _{i \rightarrow \infty} \Delta \tilde{\boldsymbol{A}}_{i}=0$, we have $\lim _{i \rightarrow \infty}\left(\tilde{\boldsymbol{A}}+\Delta \tilde{\boldsymbol{A}}_{i}\right)^{-1}=(\tilde{\boldsymbol{A}})^{-1}$ and $\lim _{i \rightarrow \infty}{ }^{2} \overrightarrow{\boldsymbol{s}}_{i}=\tilde{\boldsymbol{s}}$.

Define an $m$-dimensional column $\hat{\boldsymbol{s}}_{i}$ as follows: $\hat{s}_{k i}=\tilde{s}_{j i}$ if $k=i_{j}, j=1, \ldots, n$; otherwise $\hat{s}_{k i}=0$. We can conclude that if $i$ is sufficiently large, then $\tilde{\boldsymbol{s}}_{i}>\mathbf{0}$, and $\hat{\boldsymbol{s}}_{i}$ is a feasible solution of linear programming problem (9).

Note that for sufficiently large $i$, linear programming problem (9) is feasible under the perturbation matrix $\Delta \boldsymbol{A}_{i}$. Without loss of generality, we suppose that linear programming problem (9) is feasible under each perturbation matrix $\Delta \boldsymbol{A}_{i}$. For the above feasible solution sequence $\left\{\hat{\boldsymbol{s}}_{i}\right\}$, we have $\lim _{i \rightarrow \infty} \hat{\boldsymbol{s}}_{i}=\overline{\boldsymbol{s}}$. Since $f(\boldsymbol{s})$ is a linear function with respect to $\boldsymbol{s}, \lim _{i \rightarrow \infty} f\left(\hat{\boldsymbol{s}}_{i}\right)=f(\overline{\boldsymbol{s}})$.

We now prove that $\lim _{i \rightarrow \infty} \overline{\boldsymbol{s}}_{i}=\overline{\boldsymbol{s}}$.
Suppose that $\tilde{\overline{\boldsymbol{s}}}_{i} \in R^{n}$ is a column which is composed by all nonzero entries of $\overline{\boldsymbol{s}}_{i}$ (if $\left\|\overline{\boldsymbol{s}}_{i}\right\|_{0}<n$, then $\tilde{\boldsymbol{s}}_{i}$ is is composed by all nonzero entries of $\overline{\boldsymbol{s}}_{i}$ and zeros).

Similarly as in (41), nonnegative vector $\tilde{\boldsymbol{\beta}}_{i}$ can be represented by $\left(\hat{\boldsymbol{A}}_{i}+\Delta \hat{\boldsymbol{A}}_{i}\right)^{-1} \boldsymbol{x}$, where $\hat{\boldsymbol{A}}_{i}$ and $\Delta \hat{\boldsymbol{A}}_{i}$ are square submatrices of $\boldsymbol{A}$ and $\Delta \boldsymbol{A}_{i}$, respectively.

First, we prove that the sequence $\left\{\left(\hat{\boldsymbol{A}}_{i}+\Delta \hat{\boldsymbol{A}}_{i}\right)^{-1} \boldsymbol{x}\right\}$ is bounded. Otherwise, there is a subsequence denoted as $\left\{\left(\hat{\boldsymbol{A}}_{i_{j}}+\Delta \hat{\boldsymbol{A}}_{i_{j}}\right)^{-1} \boldsymbol{x}\right\}$, such that $\lim _{j \rightarrow \infty}\left\|\left(\hat{\boldsymbol{A}}_{i_{j}}+\Delta \hat{\boldsymbol{A}}_{i_{j}}\right)^{-1} \boldsymbol{x}\right\|=\infty$. Since the number of $n \times n$-dimensional submatrices of $\boldsymbol{A}$ is $C_{m}^{n}$, the matrix sequence $\left\{\hat{A}_{i_{j}}\right\}$ has a subsequence denoted as itself such that $\hat{\boldsymbol{A}}_{i_{j}}=\hat{\boldsymbol{A}}_{0}$ for all $j=1, \ldots$, where $\hat{\boldsymbol{A}}_{0}$ is a $n \times n$-dimensional submatrix of $\boldsymbol{A}$. Since $\lim _{j \rightarrow \infty}\left\|\Delta \hat{\boldsymbol{A}}_{i_{j}}\right\|=0$, we have

$$
\lim _{j \rightarrow \infty}\left\|\left(\hat{\boldsymbol{A}}_{i_{j}}+\Delta \hat{\boldsymbol{A}}_{i_{j}}\right)^{-1} \boldsymbol{x}\right\|=\left\|\left(\hat{\boldsymbol{A}}_{0}\right)^{-1} \boldsymbol{x}\right\|
$$

A contradiction has happened. Hence, $\left\{\left(\hat{\boldsymbol{A}}_{i}+\Delta \hat{\boldsymbol{A}}_{i}\right)^{-1} \boldsymbol{x}\right\}$ is bounded.

Suppose that $\left\{\left(\hat{\boldsymbol{A}}_{l_{k}}+\Delta \hat{\boldsymbol{A}}_{l_{k}}\right)^{-1} \boldsymbol{x}\right\}$ is a convergent subsequence of $\left\{\left(\hat{\boldsymbol{A}}_{i}+\Delta \hat{\boldsymbol{A}}_{i}\right)^{-1} \boldsymbol{x}\right\}$, and denote $\lim _{k \rightarrow \infty}\left(\hat{\boldsymbol{A}}_{l_{k}}+\right.$ $\left.\Delta \hat{\boldsymbol{A}}_{l_{k}}\right)^{-1} \boldsymbol{x}=\tilde{\overline{\boldsymbol{s}}}_{0}$. By adding zeros into $\tilde{\overline{\boldsymbol{s}}}_{0}$, we can obtain a column vector denoted as $\overline{\boldsymbol{s}}_{0} \in R^{m}$. It is not difficult to check that $\overline{\boldsymbol{s}}_{0}$ is a feasible solution of (8), and $\lim _{k \rightarrow \infty} f\left(\overline{\boldsymbol{s}}_{l_{k}}\right)=f\left(\overline{\boldsymbol{s}}_{0}\right)$.

Moreover, since $\hat{\boldsymbol{s}}_{l_{k}}$ is a feasible solution of (9), thus,

$$
f\left(\hat{\boldsymbol{s}}_{l_{k}}\right) \geq f\left(\overline{\boldsymbol{s}}_{l_{k}}\right) \quad \text { and } \quad \lim _{k \rightarrow \infty} f\left(\hat{\boldsymbol{s}}_{l_{k}}\right) \geq \lim _{k \rightarrow \infty} f\left(\overline{\boldsymbol{s}}_{l_{k}}\right)
$$

That is, $f(\overline{\boldsymbol{s}}) \geq f\left(\overline{\boldsymbol{s}}_{0}\right)$. Since $\overline{\boldsymbol{s}}$ is the optimal solution of (8), which is unique with probability one, we have $\overline{\boldsymbol{s}}_{0}=\overline{\boldsymbol{s}}$. From the preceding analysis, we find that any convergent subsequence of $\overline{\boldsymbol{s}}_{i}$ has the limit of $\overline{\boldsymbol{s}}$, thus, $\lim _{i \rightarrow \infty} \overline{\boldsymbol{s}}_{i}=\overline{\boldsymbol{s}}$. Furthermore, we have $\lim _{i \rightarrow \infty} f\left(\overline{\boldsymbol{s}}_{i}\right)=f(\overline{\boldsymbol{s}})$.
The lemma is proved.

## Appendix IV

## The Proof of Theorem 3

Proof According to (7), the probability $P\left(s^{*}=\right.$ $\left.\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}\right)$ can be determined by the recoverability of the $N$ sign vectors $\boldsymbol{t}(1), \ldots, \boldsymbol{t}(N)$, which have exactly $l$ nonzero entries, where $N=2^{l} C_{m}^{l}$. We consider the case in which the $N$ sign vectors are source vectors. For a given matrix $A_{0}$, suppose that all the 1-norm solutions of the following $2 N$ optimization problems are unique:

$$
\begin{align*}
\min \sum_{i=1}^{m}\left|s_{i}\right|, \quad \text { s. t. } \boldsymbol{A}_{0} \boldsymbol{s} & =\boldsymbol{A}_{0} \boldsymbol{t}(q)  \tag{42}\\
\min \sum_{i=1}^{m}\left|s_{i}\right|, \quad \text { s. t. }\left(\boldsymbol{A}_{0}+\Delta \boldsymbol{A}\right) \boldsymbol{s} & =\left(\boldsymbol{A}_{0}+\Delta \boldsymbol{A}\right) \boldsymbol{t}(q) \tag{43}
\end{align*}
$$

where $q=1, \ldots, N$.
Note that the set of $\boldsymbol{A}_{0}$, under which at least one of the above optimization problems has more than one solution, has measure zero.

Suppose that for the given $\boldsymbol{A}_{0}$, there are $N_{1}$ sign vectors which can be recovered, that is, $P\left(\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{0}\right)=$ $\frac{N_{1}}{N}$. We consider the optimization problem

$$
\begin{align*}
& \max \sum_{k \in I}\left|\delta_{k}\right|, \quad \text { s. t. } \\
& \boldsymbol{A}_{0} \boldsymbol{\delta}=0, \quad\|\boldsymbol{\delta}\|_{1}=1 \\
& \delta_{k} t_{k}(q)>0, \quad \text { for } k \in I \\
& \delta_{k} t_{k}(q) \leq 0, \quad \text { for } k \in G \backslash I . \tag{44}
\end{align*}
$$

Suppose that $\boldsymbol{t}(q)$ can be recovered by solving the linear programming problem $\left(P_{1}\right)$. Then $\forall I \in F$, when the optimization problem (44) is solvable, its optimal value is less than $\frac{1}{2}$.

Now we consider a corresponding optimization problem

$$
\begin{align*}
& \max \sum_{k \in I}\left|\delta_{k}\right|, \quad \text { s. t. } \\
& \left(\boldsymbol{A}_{0}+\Delta \boldsymbol{A}\right) \boldsymbol{\delta}=0, \quad\|\boldsymbol{\delta}\|_{1}=1 \\
& \delta_{k} t_{k}(q)>0, \quad \text { for } k \in I \\
& \delta_{k} t_{k}(q) \leq 0, \quad \text { for } k \in G \backslash I . \tag{45}
\end{align*}
$$

Note that the preceding two optimization problems are equivalent to standard linear programming problems which are similar to (37) in Appendix II. For the linear programming problem (37) with $n+1$ equality constraints, it is not difficult to prove that any $(n+1) \times(n+1)$-dimensional submatrix of its constraint coefficient matrix is of full rank. Furthermore, if (37) is solvable, then its optimal solution has $n+1$ nonzero entries. Thus, if optimization problem (44) is solvable, then the optimal solution of its equivalent linear programming problem has $n+1$ nonzero entries. From Lemma 1, if the optimization value of (44) is less than $\frac{1}{2}$, then the optimization value of (45) is also less than $\frac{1}{2}$ when $\|\Delta A\|$ is sufficiently small, and vice versa. In other words, if $\|\Delta \boldsymbol{A}\|$ is sufficiently small, the sign vectors, which can be recovered by solving the problem (42), are the same as those which can be recovered by solving the problem (43). Thus,

$$
\begin{aligned}
& P\left\{\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{0}\right\} \\
& \qquad=P\left\{\boldsymbol{s}^{*}=\boldsymbol{s}_{1} ;\left\|\boldsymbol{s}^{*}\right\|_{0}=l, \boldsymbol{A}_{0}+\Delta \boldsymbol{A}\right\}=\frac{N_{1}}{N}
\end{aligned} \quad \begin{aligned}
& \text { if }\|\Delta \boldsymbol{A}\| \text { is sufficiently small. The theorem is proved. }
\end{aligned}
$$

## Appendix V <br> The Proof of Theorem 4

For each sign vector $t$, let us define the subset of $S=\{A\}$

$$
\begin{equation*}
S(\boldsymbol{t})=\left\{\boldsymbol{A} \left\lvert\, M(\boldsymbol{A}, \boldsymbol{t})<\frac{1}{2}\right.\right\} \tag{46}
\end{equation*}
$$

which is the set of matrices $\boldsymbol{A}$ for which the source $t$ is recoverable by the $L_{1}$-solution. The recoverability probability of a source $\boldsymbol{s}^{*}$ whose sign vector is $\boldsymbol{t}$ is written as

$$
\begin{equation*}
P(\boldsymbol{t})=\operatorname{Prob}\{\boldsymbol{A} \in S(\boldsymbol{t})\}=\operatorname{Prob}\left\{\boldsymbol{A} \left\lvert\, M(\boldsymbol{A}, t)<\frac{1}{2}\right.\right\} \tag{47}
\end{equation*}
$$

There are $N$ such subsets $S(\boldsymbol{t}(1)), \ldots, S(\boldsymbol{t}(N))$.
Let us study invariant properties of $M(\boldsymbol{A}, \boldsymbol{t})$. Let $\Pi$ be the group consisting of permutations of $m$ elements $\left(\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{m}\right)$ or $\left(t_{1}, \ldots, t_{m}\right)$ and change of some of their signs. Its element $T$ act on $\boldsymbol{A}$ or $\boldsymbol{t}$ as

$$
\begin{align*}
T \boldsymbol{A} & =\left(s_{i(1)} \boldsymbol{a}_{i(1)}, \ldots, s_{i(m)} \boldsymbol{a}_{i(m)}\right)  \tag{48}\\
T(\boldsymbol{t}) & =\left(s_{i(1)} t_{i(1)}, \ldots, s_{i(m)} t_{i(m)}\right) \tag{49}
\end{align*}
$$

where $\{i(1), \ldots, i(m)\}$ is a permutation of $\{1, \ldots, m\}$ by $T$ and $\left(s_{1}, \ldots, s_{m}\right)$ is the change of signs, $s_{i}=1$ or -1 , and the element with $s_{i}=-1$ changes sign.

It is obvious to see that

$$
\begin{align*}
& (T \boldsymbol{A})(T \boldsymbol{\delta})=A \boldsymbol{\delta}  \tag{50}\\
& \|\boldsymbol{\delta}\|_{1}=\|T \boldsymbol{\delta}\|_{1} \tag{51}
\end{align*}
$$

hold. The condition $\delta_{k} s_{k}^{*}>0, k \in F$ or $\delta_{k} s_{k}^{*} \leq 0$ for $k \in G \backslash I$ is also equivariant under $T$.

Hence, $M(\boldsymbol{A}, \boldsymbol{t})$ is invariant under $\Pi$, that is,

$$
\begin{equation*}
M(\boldsymbol{A}, \boldsymbol{t})=M(T \boldsymbol{A}, T \boldsymbol{t}) \tag{52}
\end{equation*}
$$

Furthermore, since each element $a_{i j}$ is independently and symmetrically distributed, i.e., $P\left(a_{i j}\right)=P\left(-a_{i j}\right)$, thus, probability density $P(A)$ is invariant under $\Pi$, that is.

$$
\begin{equation*}
P(\boldsymbol{A})=P(T \boldsymbol{A}) \tag{53}
\end{equation*}
$$

for any $T \in \Pi$.
Given sign vector $\boldsymbol{t}$, we introduce a related element $T(\boldsymbol{t}) \in \Pi$.

Let $t_{i_{1}}, \ldots, t_{i_{l}}$ be the nonzero elements of $\boldsymbol{t}$. Then $T(\boldsymbol{t})$ locates $l$ elements $\left(i_{1}, \ldots, i_{l}\right)$ to the first $l$ positions, and changes the sign of $i_{j}$ elements when $t_{i_{j}}=-1$. It locates the other $m-l$ elements randomly in the positions following the first $l$ elements. This implies that

$$
\begin{equation*}
T(\boldsymbol{t}) \boldsymbol{t}=\boldsymbol{t}(1)=(1,1, \ldots, 1,0, \ldots, 0) \tag{54}
\end{equation*}
$$

for any $\boldsymbol{t}$. Let $I(\boldsymbol{A}, \boldsymbol{t})$ be the indicator function such that $(\boldsymbol{A}, \boldsymbol{t})$ is recoverable, that is, $I(\boldsymbol{A}, \boldsymbol{t})=1$ when $M(\boldsymbol{A}, \boldsymbol{t})<1 / 2$ and 0 otherwise.

Since the optimization problem (4) is invariant under permutations of columns of $\boldsymbol{A}$ and sign changes, the recoverability of $(\boldsymbol{A}, \boldsymbol{t})$ is the same as that of $(T(\boldsymbol{t}) \boldsymbol{A}, \boldsymbol{t}(1))$, and hence,

$$
\begin{equation*}
I(\boldsymbol{A}, \boldsymbol{t})=I(T(\boldsymbol{t}) \boldsymbol{A}, \boldsymbol{t}(1)) \tag{55}
\end{equation*}
$$

This leads us to the conclusion of the theorem, that is, for any $\boldsymbol{t}, P(\boldsymbol{t})$ is the same, and

$$
\begin{equation*}
P(l, \boldsymbol{A})=P(\boldsymbol{t}) \tag{56}
\end{equation*}
$$

that is, the recoverability probability does not depend on $\boldsymbol{t}$.
Hence, Theorem 4 is proved.

## Appendix VI <br> Sketch of Proof of Proposition 1

Proof First, we denote the set of feasible solutions of (5) as $D\left(=\left\{\boldsymbol{\delta} \mid \boldsymbol{A} \boldsymbol{\delta}=\mathbf{0},\|\boldsymbol{\delta}\|_{1}=1\right\}\right)$. For a sign vector $\boldsymbol{t}(q)$, let $\overline{\boldsymbol{\delta}}_{q}$ denote the optimal solution of (5), where the source vector $\boldsymbol{s}^{*}=\boldsymbol{t}(q)$. The index set of nonzero entries of $\boldsymbol{t}(q)$ is denoted as $G_{q}$.

We now consider the case in which $l$, the number of nonzero entries of each sign vector, is small (much less than $n$ or close to 1 ). Note that small $l$ implies that the $N$ sign vectors are very sparse.

For the optimal solution $\bar{\delta}_{q}$, the objective function value of (5) becomes $\sum_{k \in G_{q}}\left[t_{k q} \bar{\delta}_{k q}\right]_{+}$, which is a summation of at most $l$ items. Since $l$ is small, and $\sum_{k \in G_{q}}\left[t_{k q} \bar{\delta}_{k q}\right]_{+}$is the maximum of $\sum_{k \in G_{q}}\left[t_{k q} \delta_{k q}\right]_{+}$for $\delta \in D$, thus generally we have $\left[t_{k q} \overline{\boldsymbol{\delta}}_{k q}\right]_{+}>0$, i.e., $t_{k q} \overline{\boldsymbol{\delta}}_{k q}>0$ for $k \in G_{q}$.

Thus, for the source vector $t(q)$, optimization problem (5) becomes

$$
\begin{align*}
& \max \sum_{k \in G_{q}} t_{k q} \delta_{k}, \quad \text { s. t. } \\
& \boldsymbol{A} \boldsymbol{\delta}=0, \quad\|\boldsymbol{\delta}\|_{1}=1 \tag{57}
\end{align*}
$$

Note: (57) was proposed in [27], and used as a conjecture in [28].

Since sign vectors $\boldsymbol{t}(q), q=1, \ldots, N$ are different, the objective functions $\sum_{k \in G_{q}} t_{k q} \delta_{k}$ of (57) are different. Obviously, the optimal value of (57) is equal to $\max _{\delta \in D} \sum_{k \in G_{q}} t_{k q} \delta_{k}$. Since the set of solutions of $\boldsymbol{A} \boldsymbol{\delta}=0$ is an $m-n$-dimensional linear space, of which each solution can be in the feasible solution set $D$ through normalization, $D$ is a compact set in the $m-n$-dimensional space.

For sign vector $\boldsymbol{t}(q)$, define a subset of $D$ as

$$
D_{q}=\left\{\boldsymbol{\delta} \mid \boldsymbol{\delta} \in D, t_{k q} \delta_{k}>\text { 0for, } k \in G_{q}\right\} .
$$

It is not difficult to find that $D_{q}$ is also a compact set in $m-$ $n$-dimensional linear space.

For two different sign vectors $\boldsymbol{t}\left(q_{1}\right)$ and $\boldsymbol{t}\left(q_{2}\right)$, we consider three cases.

1. $G_{q_{1}} \bigcap G_{q_{2}} \neq \phi$.

If $\boldsymbol{t}\left(q_{1}\right)$ and $\boldsymbol{t}\left(q_{2}\right)$ have different elements with their indices in $G_{q_{1}} \bigcap G_{q_{2}}$, then $D_{q_{1}} \cap D_{q_{2}}=\phi$. Furthermore, we have

$$
\max _{\delta \in D} \sum_{k \in G_{q}} t_{k q} \delta_{k}=\max _{\delta \in D_{q}} \sum_{k \in G_{q}} t_{k q} \delta_{k}
$$

Thus the two events
$\left(\max _{\delta \in D} \sum_{k \in G_{q_{1}}} t_{k q_{1}} \delta_{k}<\frac{1}{2}\right) \quad$ and $\quad\left(\max _{\delta \in D} \sum_{k \in G_{q_{2}}} t_{k q_{2}} \delta_{k}<\frac{1}{2}\right)$
are close to being uncorrelated. Noting that

$$
\left(\max _{\delta \in D} \sum_{k \in G_{q}} t_{k q} \delta_{k}<\frac{1}{2}\right)
$$

is equivalent to $\left(M(\boldsymbol{A}, \boldsymbol{t}(q))<\frac{1}{2}\right)$ here, $\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(q_{1}\right)\right)<\frac{1}{2}\right)$ and $\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(q_{2}\right)\right)<\frac{1}{2}\right)$ are close to being uncorrelated.

On index set $G_{q_{1}} \cap G_{q_{2}}$, if $\boldsymbol{t}\left(q_{1}\right)$ and $\boldsymbol{t}\left(q_{2}\right)$ share the same elements, then $D_{q_{1}} \bigcap D_{q_{2}}$ may not be null set. Considering the two objective functions $\sum_{k \in G_{q_{1}}} t_{k q_{1}} \delta_{k}$ and $\sum_{k \in G_{q_{2}}} t_{k q_{2}} \delta_{k}$ of (57) corresponding to $\boldsymbol{t}\left(q_{1}\right)$ and $\boldsymbol{t}\left(q_{2}\right)$, respectively, are different (but share several common items), the two events
$\left(\max _{\delta \in D} \sum_{k \in G_{q_{1}}} t_{k q_{1}} \delta_{k}<\frac{1}{2}\right) \quad$ and $\quad\left(\max _{\delta \in D} \sum_{k \in G_{q_{2}}} t_{k q_{2}} \delta_{k}<\frac{1}{2}\right)$ may be close to being uncorrelated. Even it is not true, compared with the total number of $N(N-1)$ of sign vector pairs, the number of such pairs $\left(\boldsymbol{t}\left(q_{1}\right), \boldsymbol{t}\left(q_{2}\right)\right)$ is small.
2. $G_{q_{1}} \bigcap G_{q_{2}}=\phi$.

In this case, the two objective functions $\sum_{k \in G_{q_{1}}} t_{k q_{1}} \delta_{k}$ and $\sum_{k \in G_{q_{2}}} t_{k q_{2}} \delta_{k}$ of (57) corresponding to $\boldsymbol{t}\left(q_{1}\right)$ and $\boldsymbol{t}\left(q_{2}\right)$, respectively, do not share any common variable. Since $D$ is a compact set in the $m-n$-dimensional space, the two events
$\left(\max _{\delta \in D} \sum_{k \in G_{q_{1}}} t_{k q_{1}} \delta_{k}<\frac{1}{2}\right) \quad$ and $\quad\left(\max _{\delta \in D} \sum_{k \in G_{q_{2}}} t_{k q_{2}} \delta_{k}<\frac{1}{2}\right)$ are close to being uncorrelated.

Combining the analysis in above two cases, we can say most of event pairs
$\left(\max _{\boldsymbol{\delta} \in D} \sum_{k \in G_{q_{1}}} t_{k q_{1}} \delta_{k}<\frac{1}{2}\right) \quad$ and $\quad\left(\max _{\boldsymbol{\delta} \in D} \sum_{k \in G_{q_{2}}} t_{k q_{2}} \delta_{k}<\frac{1}{2}\right)$
are close to being uncorrelated. We have obtained the conclusion in Proposition 1 when $l$ is small.

As $l$ increases, for some mixing matrix $A$ and sign vectors (source vectors), (5) may not be equivalent to (57). Thus, for different sign vectors $\boldsymbol{t}\left(q_{1}\right)$ and $\boldsymbol{t}\left(q_{2}\right)$, and some mixing matrix $\boldsymbol{A}$, their corresponding optimization problems represented by (5) may have the same optimal solution. Consequently, the correlation of event pair of
$\left(\max _{\delta \in D} \sum_{k \in G_{q_{1}}} t_{k q_{1}} \delta_{k}<\frac{1}{2}\right) \quad$ and $\quad\left(\max _{\delta \in D} \sum_{k \in G_{q_{2}}} t_{k q_{2}} \delta_{k}<\frac{1}{2}\right)$
may increase. It seems that the larger $l$, the higher correlation. However, if $l$ is close or equal to $n$, generally, the probability that a sign vector is recovered is close to zero. Thus, for any 2 -sign vectors $\boldsymbol{t}\left(q_{1}\right), \boldsymbol{t}\left(q_{2}\right)$, we have

$$
\begin{align*}
& P\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(q_{1}\right)\right)<\frac{1}{2}, M\left(\boldsymbol{A}, \boldsymbol{t}\left(q_{2}\right)\right)<\frac{1}{2}\right) \\
& \quad \approx P\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(q_{1}\right)\right) P\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(q_{2}\right)\right)<\frac{1}{2}\right)\right. \\
& \quad \approx 0 \tag{58}
\end{align*}
$$

Hence, the any two events $\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(q_{1}\right)\right)<\frac{1}{2}\right)$ and $\left(M\left(\boldsymbol{A}, \boldsymbol{t}\left(q_{2}\right)\right)<\frac{1}{2}\right)$ are still close to being uncorrelated.

Finally, if $l>n$, no sign vector can be recovered. All probabilities in (58) are 0 , and the two " $\approx$ " become " $=$," thus any two events are independent.

## APPENDIX VII Proof of Lemma 2

We define

$$
\begin{equation*}
B[k]=\frac{1}{k} \sum_{i=1}^{k} x[i] \tag{59}
\end{equation*}
$$

Let $e$ be the mean of $x[i]$. What we want to show is

$$
\begin{equation*}
\lim _{k \rightarrow \infty} E\left[(B[k]-e)^{2}\right]=0 \tag{60}
\end{equation*}
$$

implying that $B[k]$ converges to the mean value in the sense of mean-square error (that is, in the weak sense).

Note that $E\left[(B[k]-m)^{2}\right]$ in (60) is the variance of $B[k]$. We now give a sufficient condition for (60) (Obviously, that $x[i]$ are independent is a sufficient condition). To this end, we calculate the variance of $B[k]$. Here we assume, without loss of generality, $e=0$. (If it is not 0 , we just consider $x[i]-e$ as new random variables.)

We have

$$
\begin{equation*}
\operatorname{Var}[B[k]]=\left(1 / k^{2}\right)\left[\sum E\left[x[i]^{2}\right]+\sum E[x[i] x[j]]\right] . \tag{61}
\end{equation*}
$$

There are $k$ terms in the first sum, so it converges to 0 if divided by $k^{2}$. There are $k(k-1)$ in the second, which are covariances of $x[i]$ and $x[j]$. So if this covariances converges to 0 for "most" $i$ and $j$, or more precisely, converges to 0 except for those special exceptional terms whose number is of order $k$, the Lemma 2 is proved.
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