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#### Abstract

This paper discusses the estimation and numerical calculation of the probability that the 0 -norm and 1 -norm solutions of underdetermined linear equations are equivalent in the case of sparse representation. First, we define the sparsity degree of a signal. Two equivalence probability estimates are obtained when the entries of the 0 -norm solution have different sparsity degrees. One is for the case in which the basis matrix is given or estimated, and the other is for the case in which the basis matrix is random. However, the computational burden to calculate these probabilities increases exponentially as the number of columns of the basis matrix increases. This computational complexity problem can be avoided through a sampling method. Next, we analyze the sparsity degree of mixtures and establish the relationship between the equivalence probability and the sparsity degree of the mixtures. This relationship can be used to analyze the performance of blind source separation (BSS). Furthermore, we extend the equivalence probability estimates to the small noise case. Finally, we illustrate how to use these theoretical results to guarantee a satisfactory performance in underdetermined BSS.
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## I. Introduction

IN recent years, there have been many studies on the sparse representation (or sparse component analysis, sparse coding) of signals (e.g., [1]-[10]). Sparse representation of signals can be modeled by

$$
\begin{equation*}
\mathbf{x}=\mathbf{A} \mathbf{s} \tag{1}
\end{equation*}
$$
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where $\mathbf{x}$ is a given $n$-dimensional signal vector, $\mathbf{A} \in \mathbf{R}^{n \times m}$ ( $n<m$ ) is a basis matrix with full row rank, and $\mathbf{s} \in \mathbf{R}^{m}$ is a coefficient vector.

Among the infinite possible solutions (1), the sparsest one, which is the solution of the following optimization problem, has received much attention

$$
\left(P_{0}\right) \quad \min \|\mathbf{s}\|_{0}, \text { s.t. } \mathbf{A} \mathbf{s}=\mathbf{x}
$$

where 0 -norm $\|\mathbf{s}\|_{0}$ is the number of nonzero elements of $\mathbf{s}$. It is well known that the optimization problem $\left(P_{0}\right)$ is NP-hard, i.e., the computational time (or the computational burden) for solving this optimization problem increases exponentially as $m$ increases (in other words, the computational time is nonpolynomial).

In many references, e.g., [1], a basis pursuit (BP) algorithm was presented by solving the following optimization problem, which can be transformed into a linear programming problem:

$$
\left(P_{1}\right) \quad \min \|\mathbf{s}\|_{1}=\sum_{i=1}^{m}\left|s_{i}\right|, \text { s.t. } \mathbf{A s}=\mathbf{x}
$$

Hereafter, the solutions of $\left(P_{0}\right)$ and $\left(P_{1}\right)$ are called the 0 -norm solution and 1-norm solution, respectively.

Many studies have shown that in many cases the BP algorithm can also find the sparsest solution, i.e., the 0 -norm solution. By studying the equivalence between the 0 -norm solution and the 1-norm solution, several conditions have been established that guarantee the BP's success (e.g., [5] and [10]). These conditions, however, are often too strict to reflect the fact that the BP algorithm often finds the 0 -norm solution. Recently, researchers discussed the equivalence between the 0 -norm and 1 -norm solutions within a probabilistic framework (e.g., [11] and [15]-[17]). The condition, under which the two sparse solutions are equivalent with a high probability, is much weaker than those obtained in the deterministic case. In this paper, the probability that the 0 -norm solution and the 1 -norm solution are equivalent is called the equivalence probability. In blind source separation (BSS), this probability is also called the recoverability probability since the 0 -norm solution is a source vector in most cases. As will be seen, the equivalence probability (or recoverability probability) has different formula depending on various conditions.

An important application of the sparse representation is in underdetermined BSS, in which the number of sources $(m)$ is greater than the number of observations $(n)$. Note that (1) can be taken as a mixing model, in which x is a mixture signal vector, $\mathbf{A}$ is an unknown mixing matrix, and $\mathbf{s}$ is an unknown source vector. If a source vector $s$ is sufficiently sparse in the analyzed
domain, then it is the 0 -norm solution. The equivalence problem of the 0 -norm and 1 -norm solutions then becomes a recoverability problem here. One can first estimate the mixing matrix and then recover the source vector using the BP algorithm [11], [16], [19].

In [16] and [17], underdetermined BSS is discussed using a two-stage sparse representation approach. In [16], an algorithm for estimating the mixing matrix was first developed. A necessary and sufficient condition for recoverability of a source vector was then obtained. This condition shows that the recoverability of the source vector (i.e., the 0 -norm solution in this paper) only depends on its sign pattern. Based on this condition and various types of source sparsity, several probability inequalities and probability estimates for the recoverability were established when the mixing matrix $\mathbf{A}$ is given or estimated. A general case where the mixing matrix is random was discussed in [17]. A new necessary and sufficient condition for recoverability of a source vector was first presented. Using this condition, several theoretical probability estimates on recoverability were obtained. The obtained recoverability probability estimates include $P(n, m, l ; \mathbf{A}), P(n, m, \alpha ; \mathbf{A}), P(n, m, \lambda ; \mathbf{A})$ [16] $P(n, m, l), P(n, m, \alpha)$, and $P(n, m, \lambda)$ [17], where $n$ is the number of the mixtures, $m$ is the number of sources, $l$ is the number of nonzeros of a random source vector, $\alpha$ is the probability that each entry of the source vector is equal to zero, and $\lambda$ is a parameter of a Laplacian distribution from which the entries of the source vector are drawn. There still remain several problems in [16] and [17], which require extensive discussions. These problems include the following.

1) Computational complexity: the computational burden for calculating those above probability estimates grows exponentially with increasing $m$.
2) The comparison of these probability estimates: through this comparison, we may find one that reflects the reality.
3) Noisy case.
4) Applications of these probability estimates in BSS (to guarantee the performance of BSS).
5) A general case in which the sources are from different distributions (this means that the degrees of sparsity are different depending on the sources).
This paper focuses on the above problems. The recoverability probability of a source vector $\mathbf{S}^{(0)}$ depends on $l$, the number of its nonzeros. Therefore, the probabilities $P(n, m, l ; \mathbf{A})$ and $P(n, m, l)$ play an important role in [16] and [17], which reflect the recoverability of a single source vector. Since $l$ may be different for different source vectors, $P(n, m, l)$ [or $P(n, m, l ; \mathbf{A})]$ cannot reflect the recoverability of the sources in a time interval (each time point corresponds to a source vector). The probability estimate $P(n, m, \lambda)$ [or $P(n, m, \lambda ; \mathbf{A})$ ] holds under the assumption that all sources are drawn from a standard Laplacian distribution. This assumption may not be strictly true in many cases. As will be seen, the probability estimate $P(n, m, \alpha)$ [or $P(n, m, \alpha ; \mathbf{A})]$ can reflect the recoverability of sources in a time interval. Furthermore, it is a convenient method to analyze the performance of BSS.

The remainder of this paper is organized as follows. In Section II, a sparsity degree of a random variable is defined. When all entries of a 0 -norm solution (seen as a source vector)
have different sparsity degrees, the recoverability probability estimate is then established. This probability estimate reflects the relationship between the equivalence probability and the sparsity degree vector of the 0 -norm solution (i.e., the source vector in BSS). When $m$ is large, a sampling method is proposed to obtain this probability estimate. In Section III, another relationship between the equivalence probability and the sparsity degree of observed mixtures is established. These two relationships can be used to analyze the performance of BSS. In Section IV, the results on the probability estimates and the two relationships are extended to the case when the noise is small, i.e., small noise case. Section V shows how to use these results to guarantee the performance of sparse representation-based BSS.

## II. Sparsity Degree and Equivalence

In this section, we first define the sparsity degree of a signal and establish a relationship between the sparsity degree of the 0 -norm solution and the equivalence probability.

Discussion in the following sections are based on the following optimization problem:

$$
\left(P_{1}^{\prime}\right) \quad \min \sum_{i=1}^{m}\left|s_{i}\right|, \text { s.t. } \mathbf{A s}=\mathbf{x}^{*}
$$

where $\mathbf{x}^{*}=\mathbf{A} \mathbf{s}^{(0)}, \mathbf{s}^{(0)} \in \mathbf{R}^{m}$, is the 0 -norm solution corresponding to $\mathbf{x}^{*}$. Here $\mathbf{x}^{*}$ is seen as generated by the vector $\mathbf{s}^{(0)}$ ( 0 -norm solution). The solution of $\left(P_{1}^{\prime}\right)$ is denoted as $\mathbf{s}^{(1)}$. If $\mathbf{s}^{(1)}=\mathbf{s}^{(0)}$, then we say that $\mathbf{s}^{(0)}$ is recovered by solving $\left(P_{1}^{\prime}\right)$.

## Definition 1:

1) For a random variable $z$, the probability $P(z=0)$ is called the sparsity degree of $z$.
2) For a signal $\mathbf{y}=(y(1), y(2), \ldots)$ (a sample sequence), suppose that the probability $P(y(k)=0)$ is the same for all $k$. Then, the probability $P(y(k)=0)$ is called the sparsity degree of $\mathbf{y}$.

## Remark 1:

i) In many real-world applications, e.g., where noise exists, the probability that $z=0$ or $y(k)=0$ is close to or equal to zero; however, $z$ or $\mathbf{y}$ is still sparse since $|z|$ or $|y(k)|$ takes on small values with a high probability. In this case, Definition 1 is modified as follows. A small positive constant $\epsilon$ is first determined according to the specific task, and the probability $P(|z|<\epsilon)$ or $P(|y(k)|<\epsilon)$ is taken as sparsity degree of $z$ or $\mathbf{y}$. Example 3 in Section V is an illustration of this case.
ii) For a given signal $\mathbf{y}$, its sparsity degree can be estimated using the ratio of the number of its zeros to the total number of sample points, i.e., the frequency of zeros in y .
For a random 0-norm solution $\mathbf{s}^{(0)}$ in $\left(P_{1}^{\prime}\right)$, suppose that the sparsity degree of its $i$ th entry $s_{i}^{(0)}$ is $\alpha_{i}^{(s)}, i=1, \ldots, m$. Here the $m$ entries of the 0 -norm solution $\mathbf{s}^{(0)}$ are taken as $m$ random variables. In BSS, $\alpha_{i}^{(s)}$ represents the sparsity degree of the $i$ th source $(i=1, \ldots, m)$. Now we discuss the relationship between the recoverability probability of the 0-norm solution $\mathbf{s}^{(0)}$ and its sparsity degree vector $\left[\alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}\right]$.

Denote the index set by $G=\{1, \ldots, m\}$. Using $G$, we define $m$ sets $F_{j}=\left\{\left[i_{1}, \ldots, i_{j}\right] \mid i_{1}, \ldots, i_{j} \in G\right\}$,
$j=1, \ldots, m$ (each set $F_{j}$ contains $j$ indices). Obviously, $F_{j}$ contains $C_{m}^{j}(=m!/(m-j)!j!)$ vectors. For a vector $\left[i_{1}, \ldots, i_{j}\right] \in F_{j}$, we define a set of sign vectors with $j$ nonzeros as $T_{i_{1}, \ldots, i_{j}}=\left\{\mathbf{t}=\left[t_{1}, \ldots, t_{m}\right]^{T} \mid t_{i} \in\{-1,1\}\right.$, if $i \in\left\{i_{1}, \ldots, i_{j}\right\}$, otherwise $\left.t_{i}=0\right\}$. There are $2^{j}$ sign vectors in $T_{i_{1}, \ldots, i_{j}}$. Let $T_{l}=\left\{\mathbf{t}=\left[t_{1}, \ldots, t_{m}\right]^{T} \mid t_{j} \in\{-1,0,1\}\right.$, $\left.\sum_{j=1}^{m}\left|t_{j}\right|=l\right\}$, which is the set of sign vectors with $l$ nonzero entries.

As a preparation, we first quote a result in [16]. For a 0 -norm solution $\mathbf{s}^{(0)}$, we denote its sign vector as $\operatorname{sign}\left(\mathbf{s}^{(0)}\right)$. Then, $\mathbf{s}^{(0)}$ can be recovered by solving $\left(P_{1}^{\prime}\right)$ if and only if $\operatorname{sign}\left(\mathbf{s}^{(0)}\right)$ can be recovered by solving $\left(P_{1}^{\prime}\right)$. According to this conclusion, the recoverability of $\mathbf{s}^{(0)}$ depends only on its sign pattern.

The following theorem contains two conclusions that are extensions of the results in [16] and [17], respectively.

## Theorem 1:

1) For a given basis matrix $\mathbf{A}$, we have the following equivalence probability estimate:

$$
\begin{align*}
& P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}, \mathbf{A}\right) \\
& \quad=\prod_{j=1}^{m} \alpha_{j}^{(s)}+\sum_{j=1}^{m} \sum_{\left[i_{1}, \ldots, i_{j}\right] \in F_{j}}\left(1-\alpha_{i_{1}}^{(s)}\right) \cdots\left(1-\alpha_{i_{j}}^{(s)}\right) \\
& \quad \prod_{k=1, k \neq i_{1}, \ldots, i_{j}}^{m} \alpha_{k}^{(s)} \frac{q^{(j)}\left(i_{1}, \ldots, i_{j}\right)}{2^{j}} \tag{2}
\end{align*}
$$

where $q^{(j)}\left(i_{1}, \ldots, i_{j}\right)$ is the number of sign vectors in $T_{i_{1}, \ldots, i_{j}}$, which can be recovered by solving $\left(P_{1}^{\prime}\right)$.
2) For random basis matrix $\mathbf{A}$, we have

$$
\begin{align*}
& P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}\right) \\
& \quad=\prod_{j=1}^{m} \alpha_{j}^{(s)}+\sum_{j=1}^{m} \sum_{\left[i_{1}, \ldots, i_{j}\right] \in F_{j}}\left(1-\alpha_{i_{1}}^{(s)}\right) \cdots\left(1-\alpha_{i_{j}}^{(s)}\right) \\
& \quad \prod_{k=1, k \neq i_{1}, \ldots, i_{j}}^{m} \alpha_{k}^{(s)} P(n, m, j) \tag{3}
\end{align*}
$$

where $P(n, m, j)(j=1, \ldots, m)$ is the probability that a 0 -norm solution with $j$ nonzeros can be recovered by solving $\left(P_{1}^{\prime}\right)$ (the estimation of $P(n, m, j)$ was discussed in [17]. See Appendix I in this paper).
Proof:

1) For any 0 -norm solution $\mathbf{s}^{(0)} \in R^{m}$, we have

$$
\begin{equation*}
P\left(s_{k}^{(0)}=0\right)=\alpha_{k}^{(s)} \quad P\left(s_{k}^{(0)} \neq 0\right)=1-\alpha_{k}^{(s)} \tag{4}
\end{equation*}
$$

where $k=1, \ldots, m$.
Denote $\operatorname{Non}\left(\mathbf{s}^{(0)}\right)$ as the set of indices of the nonzero elements in $\mathbf{s}^{(0)}$. Then, the probability that $\operatorname{Non}\left(\mathbf{s}^{(0)}\right)=\left\{i_{1}, \ldots, i_{j}\right\} \quad$ is $\left(1-\alpha_{i_{1}}^{(s)}\right) \cdots\left(1-\alpha_{i_{j}}^{(s)}\right) \prod_{k=1, k \neq i_{1}, \ldots, i_{j}}^{m} \alpha_{k}^{(s)}$. Furthermore, if there are $q^{(j)}\left(i_{1}, \ldots, i_{j}\right)$ sign vectors in $T_{i_{1}, \ldots, i_{j}}$, which can be recovered by solving $\left(P_{1}^{\prime}\right)$, then the recoverability probability of a sign vector randomly taken in $T_{i_{1}, \ldots, i_{j}}$ is $q^{(j)}\left(i_{1}, \ldots, i_{j}\right) / 2^{j}$, i.e.,
$P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \operatorname{Non}\left(\mathbf{s}^{(0)}\right)=\left[i_{1}, \ldots, i_{j}\right], \mathbf{A}\right)=\frac{q^{(j)}\left(i_{1}, \ldots, i_{j}\right)}{2^{j}}$.

Thus, we have

$$
\begin{aligned}
& P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}, \mathbf{A}\right) \\
& \quad=\sum_{j=0}^{m} \sum_{\left[i_{1}, \ldots, i_{j}\right] \in F_{j}} P\left(\operatorname{Non}\left(\mathbf{s}^{(0)}\right)=\left[i_{1}, \ldots, i_{j}\right]\right) \\
& P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \operatorname{Non}\left(\mathbf{s}^{(0)}\right)=\left[i_{1}, \ldots, i_{j}\right], \mathbf{A}\right) \\
& \quad=\prod_{j=1}^{m} \alpha_{j}^{(s)}+\sum_{j=1}^{m} \sum_{\left[i_{1}, \ldots, i_{j}\right] \in F_{j}}\left(1-\alpha_{i_{1}}^{(s)}\right) \cdots\left(1-\alpha_{i_{j}}^{(s)}\right) \\
& \quad \times \prod_{k=1, k \neq i_{1}, \ldots, i_{j}}^{m} \alpha_{k}^{(s)} P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ;\right.
\end{aligned}
$$

$$
\left.\operatorname{Non}\left(\mathbf{s}^{(0)}\right)=\left[i_{1}, \ldots, i_{j}\right], \mathbf{A}\right)
$$

$$
=\prod_{j=1}^{m} \alpha_{j}^{(s)}+\sum_{j=1}^{m} \sum_{\left[i_{1}, \ldots, i_{j}\right] \in F_{j}}\left(1-\alpha_{i_{1}}^{(s)}\right) \cdots\left(1-\alpha_{i_{j}}^{(s)}\right)
$$

$$
\begin{equation*}
\times \prod_{k=1, k \neq i_{1}, \ldots, i_{j}}^{m} \alpha_{k}^{(s)} \frac{q^{(j)}\left(i_{1}, \ldots, i_{j}\right)}{2^{j}} \tag{6}
\end{equation*}
$$

2) Now we consider the case in which the mixing matrix is random. Suppose that $\mathbf{s}^{(0)}$ has $j$ nonzeros with indices $i_{1}, \ldots, i_{j}$. Since the mixing matrix is random, the recoverability probability of $\mathbf{s}^{(0)}$ is equal to $P(n, m, j)$, i.e., it does not depend on specific $i_{1}, \ldots, i_{j}$. Based on this conclusion and similar derivation as above, we can prove the second part of this theorem. The theorem is thus proved.
Note that the equivalence probability $P\left(\mathbf{s}^{(0)}=\right.$ $\left.\mathbf{s}^{(1)} ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}, \mathbf{A}\right)$ is a conditional probability that $\mathbf{s}^{(0)}$ and $\mathbf{s}^{(1)}$ are equivalent under the condition that $\alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}$, and $\mathbf{A}$ are given, and so does $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}\right)$.

If $\alpha_{1}^{(s)}=\alpha_{2}^{(s)}=\cdots=\alpha_{m}^{(s)}\left[\right.$ denoted as $\left.\alpha^{(s)}\right]$, then (2) becomes

$$
\begin{align*}
P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)}\right. & \left.; \alpha^{(s)}, \mathbf{A}\right) \\
& =\sum_{j=0}^{m} C_{m}^{j}\left(1-\alpha^{(s)}\right)^{j}\left(\alpha^{(s)}\right)^{m-j} \frac{q_{j}}{C_{m}^{j} 2^{j}} \tag{7}
\end{align*}
$$

where $q_{j}$ is the number of sign vectors in the set $T_{j}$ which can be recovered by solving $\left(P_{1}^{\prime}\right)$.

Furthermore, if $\alpha_{1}^{(s)}=\alpha_{2}^{(s)}=\ldots=\alpha_{m}^{(s)}$ [denoted as $\left.\alpha^{(s)}\right]$, then (3) for a random basis matrix becomes

$$
\begin{align*}
P\left(\mathbf{s}^{(0)}=\right. & \left.\mathbf{s}^{(1)} ; \alpha^{(s)}\right) \\
& =\sum_{j=0}^{m} C_{m}^{j}\left(1-\alpha^{(s)}\right)^{j}\left(\alpha^{(s)}\right)^{m-j} P(n, m, j) . \tag{8}
\end{align*}
$$

Equations (7) and (8) were obtained in [16] and [17].
When (1) is considered as a mixing model in BSS, then the 0 -norm solution can be seen as a source vector. The sparsity degree $\alpha_{i}^{(s)}$ of the $i$ th entry of the 0 -norm solution corresponds to the sparsity degree of the $i$ th source. This sparsity degree can be estimated in the following way. Suppose that there are $N_{0}$ time sample points, and that the $i$ th source equals to zero at $L_{0}$ sample points. Then, the sparsity degree of the $i$ th source is $L_{0} / N_{0}$. Therefore, the probability estimates in (2) and (3) reflect the recoverability of sources in the corresponding time interval of sampling.

In order to calculate the equivalence probabilities in (2) and (3) [or (7) and (8)], we need to find the number of sign vectors that can be recovered by solving $\left(P_{1}^{\prime}\right)$. Note that the total number of sign vectors is $\sum_{l=0}^{m} 2^{l} C_{m}^{l}$ for a given $m$. When $m$ increases, the computational burden for estimating the probabilities in (2) and (3) will increase exponentially. This problem can be resolved by the following sampling method.

## Sampling Method:

i) The mixing matrix $\mathbf{A}$ is given. For a sparsity degree vector $\left[\alpha_{1}, \ldots, \alpha_{m}\right]$, we randomly generate $L_{0}$ (e.g., 3000) column vectors $\mathbf{s}^{(k)} \in R^{m}$ using the uniform distribution in $[-0.5,0.5], k=1, \ldots, L_{0}$. If $\left|s_{i}^{(k)}\right|<0.5 \alpha_{i}$, we further set $s_{i}^{(k)}=0$. Then, the sparsity degree vector of $\mathbf{s}^{(k)}$ is $\left[\alpha_{1}, \ldots, \alpha_{m}\right]$. Now we check the recoverability of $\mathbf{s}^{(k)}$ by solving $\left(P_{1}^{\prime}\right)$ with $\mathbf{x}^{*}=\mathbf{A} \mathbf{s}^{(k)}$. Suppose that among the $L_{0}$ vectors, there are $L_{1}$ vectors recovered. Then, we have an estimate of the probability $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}, \mathbf{A}\right) \approx\left(L_{1} / L_{0}\right)$ [denoted as $\left.\operatorname{pro}\left(\alpha_{1}, \ldots, \alpha_{m}, \mathbf{A}\right)\right]$.
ii) The mixing matrix $\mathbf{A}$ is random. Similarly as above, we randomly generate $L_{0}$ (e.g., 3000) column vectors $\mathbf{s}^{(k)} \in$ $R^{m}$ using the uniform distribution in $[-0.5,0.5], k=1$, $\ldots, L_{0}$ such that the sparsity degree vector of $\mathbf{s}^{(k)}$ is $\left[\alpha_{1}, \ldots, \alpha_{m}\right]$. Furthermore, we randomly generate $L_{0}$ mixing matrices $\mathbf{A}^{(k)}$ using a distribution (e.g., the uniform distribution in $[-0.5,0.5]$ ). For each pair $\left(\mathbf{A}^{(k)}, \mathbf{s}^{(k)}\right)$, we check the recoverability of $\mathbf{s}^{(k)}$ by solving ( $P_{1}^{\prime}$ ) with $\mathbf{A}^{(k)}$ and $\mathbf{x}^{*}\left(=\mathbf{A}^{(k)} \mathbf{S}^{(k)}\right)$. Suppose that, among the $L_{0}$ vectors, there are $L_{2}$ vectors recovered. Then, we have an estimation of the probability $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}\right) \approx\left(L_{2} / L_{0}\right)$ [denoted as $\left.\operatorname{pro}\left(\alpha_{1}, \ldots, \alpha_{m}\right)\right]$.
One question arises here: If $m$ increases, should the number of samples ( $L_{0}$ ) be increased exponentially? Our theoretical analysis and simulations tell us that it is not necessary to increase $L_{0}$ exponentially (see Appendix I).

The validity of the above sampling method will be demonstrated in Example 1.

Equations (2) and (3) reflect the relationship between the equivalence probability and the sparsity degrees of the entries of the 0 -norm solutions. Note that the equivalence probabilities in (2) and (3) do not depend on the amplitudes of the nonzero entries of the 0 -norm solution. From Theorem 1, we find that the equivalence probabilities in (2) and (3) are determined only by the sparsity degrees of the entries of the 0 -norm solution. Therefore, we have the following corollary.

Corollary 1: For a given basis matrix $\mathbf{A}$, the equivalence probability depends only on the sparsity degrees of the entries of the 0 -norm solution. Furthermore, for a random basis matrix, the equivalence probability depends on the distribution of basis matrix $\mathbf{A}$ and the sparsity degrees of the entries of the 0 -norm solution.

For a random 0-norm solution $\mathbf{s}^{(0)}$ with sparsity degree vector $\left(\alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}\right)$, we calculate two means, the arithmetic mean $\bar{\alpha}^{(s)}=(1 / m) \sum_{i=1}^{m} \alpha_{i}^{(s)}$, and the geometric mean $\tilde{\alpha}^{(s)}=$ $\left(\prod_{i=1}^{m} \alpha_{i}^{(s)}\right)^{1 m}$.

Since the sparsity degree $\alpha_{i}^{(s)}$ of a single entry of the 0 -norm solution $\mathbf{s}^{(0)}$ is not easy to estimate in real-world applications, we consider the special case in which all entries of the 0 -norm solution $\mathbf{s}^{(0)}$ have the same sparsity degree $\bar{\alpha}^{(s)}$ or $\tilde{\alpha}^{(s)}$ (they can be estimated sometimes). Let $\overline{\mathbf{s}}^{(0)}$ and $\tilde{\mathbf{s}}^{(0)}$ denote two random 0 -norm solutions where the sparsity degree of each entry of $\overline{\mathbf{s}}^{(0)}$ is $\bar{\alpha}^{(s)}$, while the sparsity degree of each entry of $\tilde{\mathbf{s}}^{(0)}$ is $\tilde{\alpha}^{(s)}$.

It is not difficult to find that the average numbers of zeros of $\mathbf{s}^{(0)}, \overline{\mathbf{s}}^{(0)}$, and $\tilde{\mathbf{s}}^{(0)}$ are $\sum_{i=1}^{m} \alpha_{i}^{(s)}, m \bar{\alpha}^{(s)}\left(=\sum_{i=1}^{m} \alpha_{i}^{(s)}\right)$, and $m \tilde{\alpha}^{(s)}\left(=m\left(\prod_{i=1}^{m} \alpha_{i}^{(s)}\right)^{1 / m}\right)$. Therefore, the mean of the number of the zeros of $\mathbf{s}^{(0)}$ is equal to the mean of the number of the zeros of $\overline{\mathbf{s}}^{(0)}$. Since the arithmetic mean is larger than the geometric mean, the mean of the number of the zeros of $\mathbf{s}^{(0)}$ [or $\left.\overline{\mathbf{S}}^{(0)}\right]$ is larger than the mean of the number of the zeros of $\tilde{\mathbf{S}}^{(0)}$. Based on the analysis here, we have the following approximations and inequalities:

$$
\begin{array}{r}
P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}, \mathbf{A}\right) \\
P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(s)}, \ldots, \overline{\mathbf{s}}^{(0)}=\overline{\mathbf{s}}^{(1)} ; \bar{\alpha}^{(s)}, \mathbf{A}\right) \\
P\left(\overline{\mathbf{s}}^{(0)}=\overline{\mathbf{s}}^{(1)} ; \bar{\alpha}^{(s)}, \mathbf{A}\right)>P\left(\tilde{\mathbf{s}}^{(0)}=\overline{\mathbf{s}}^{(1)} ; \bar{\alpha}^{(s)}\right) \\
P\left(\overline{\mathbf{s}}^{(1)} ; \tilde{\alpha}^{(s)}=\overline{\mathbf{s}}^{(1)} ; \bar{\alpha}^{(s)}\right)>P\left(\tilde{\mathbf{s}}^{(0)}=\tilde{\mathbf{s}}^{(1)} ; \tilde{\alpha}^{(s)}\right) \tag{10}
\end{array}
$$

where $\overline{\mathbf{s}}^{(1)}$ and $\tilde{\mathbf{s}}^{(1)}$ are the 1-norm solutions of $\left(P_{1}^{\prime}\right)$ with $\mathbf{x}^{*}=$ $\mathbf{A} \overline{\mathbf{s}}^{(0)}$ and $\mathrm{x}^{*}=\mathbf{A} \tilde{\mathbf{s}}^{(0)}$, respectively.

As will be seen in next section, (9) and (10) are convenient to use in real-world applications.

Now we present a simulation example to demonstrate the above results including (9) and (10).

Example 1: In this example, we always set $n=7$ and $m=9$. The simulations in this example are in two categories: i) $\mathbf{A}$ is given or estimated and ii) $\mathbf{A}$ is random. In the following, all random matrices $\mathbf{A}$ are generated using a standard normal distribution. They also can be generated using other distributions, e.g., a uniform distribution.
i) First, we randomly generate ten sparsity degree vectors $\alpha^{(j)}=\left[\alpha_{1}^{(j)}, \ldots, \alpha_{9}^{(j)}\right], j=1, \ldots, 10$, using the uniform distribution in $[0,1]$. Calculate the arithmetic mean $\bar{\alpha}^{(j)}$ and the geometric mean $\tilde{\alpha}^{(j)}$ for each $\alpha^{(j)}$.

Second, we randomly give a matrix $\mathbf{A} \in R^{7 \times 9}$ of which each entry is generated using a standard normal distribution. Using this matrix and the sparsity degree vectors $\alpha^{(j)}$, we calculate the recoverability probabilities $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(j)}, \ldots, \alpha_{9}^{(j)}, \mathbf{A}\right)$ according to (2), where $j=1, \ldots, 10$.

Third, for each $\alpha^{(j)}(j=1, \ldots, 10)$, we estimate the recoverability probability using the sampling method and obtain $\operatorname{pro}\left(j ; \alpha_{1}^{(j)}, \ldots, \alpha_{9}^{(j)}, \mathbf{A}\right)$. In this example, we always arbitrarily set $L_{0}=3000$ for the sampling method.

For each $\bar{\alpha}^{(j)}(j=1, \ldots, 10)$, we also estimate the recoverability probability using sampling method. Note that the sparsity degree of each entry of the source vector is $\bar{\alpha}^{(j)}$. The obtained probability is denoted as $\operatorname{pro}\left(j ; \bar{\alpha}^{(j)}, \mathbf{A}\right)$. Using $\tilde{\alpha}^{(j)}$ to replace $\bar{\alpha}^{(j)}(j=1, \ldots, 10)$, we perform similar simulation and obtain another probability estimate $\overline{\operatorname{pr}}\left(j ; \tilde{\alpha}^{(j)}, \mathbf{A}\right)$.
The above simulation results are shown in the first row of Fig. 1. The first subplot shows $\bar{\alpha}^{(j)}$ (denoted by "o")


Fig. 1. Simulation results in Example 1. The first row is for the case, when $\mathbf{A}$ is given. The first subplot: the two curves of the arithmetic means $\bar{\alpha}^{(j)}$ ("o") and geometric means $\tilde{\alpha}^{(j)}$ ("+"). The second subplot: two curves of $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(j)}, \ldots, \alpha_{9}^{(j)}, \mathbf{A}\right)$ (the dotted line with "o") and $\operatorname{pro}\left(j ; \alpha_{1}^{(j)}, \ldots, \alpha_{9}^{(g)}, \mathbf{A}\right)$ (the solid line with " + "). The third subplot: three curves of $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(j)}, \ldots, \alpha_{9}^{(j)}, \mathbf{A}\right)$ (the dotted line with "o"), $\operatorname{pro}\left(j ; \bar{\alpha}^{(j)}, \mathbf{A}\right)$ (the dashed-dotted line with "+") and $\operatorname{pro}\left(j ; \tilde{\alpha}^{(j)}, \mathbf{A}\right)$ (the solid line with " + "). The second row is for the case, when $\mathbf{A}$ is random. The first subplot: two curves of $\bar{\alpha}^{(j)}$ ("o") and $\tilde{\alpha}^{(j)}("+")$. The second subplot: three curves of $\operatorname{p\tilde {r}o}\left(j ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}\right)$ (the dotted line with "o"), $\operatorname{p\tilde {r}o(j;\overline {\alpha }^{(j)})}$ (the dashed-dotted line with "+") and $\operatorname{pro}\left(j ; \tilde{\alpha}^{(j)}\right)$ (the solid line with "+"). The third subplot: three curves of $\operatorname{pro}\left(j ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}\right)$ (the dotted line with "o"), $\operatorname{pro}_{m}\left(j ; \bar{\alpha}^{(j)}\right)$ (the dashed-dotted line with "+") and $\operatorname{pro}_{m}\left(j ; \tilde{\alpha}^{(j)}\right)$ (the solid line with " + ").
and $\tilde{\alpha}^{(j)}$ (denoted by "+"). The curves of the probabilities $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(j)}, \ldots, \alpha_{9}^{(j)}, \mathbf{A}\right)$ (dotted line with "o") and $\operatorname{pro}\left(j ; \alpha_{1}^{(j)}, \ldots, \alpha_{9}^{(j)}, \mathbf{A}\right)$ (solid line with " + ") are shown in the second subplot. From this subplot, we can see that the two curves fit well. This demonstrates the validity of the probability estimation of (2).

The third subplot shows three curves of the probabilities $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(j)}, \ldots, \alpha_{9}^{(j)}, \mathbf{A}\right)$ (dotted line with " $\mathrm{o} "), \operatorname{pro}\left(j ; \bar{\alpha}^{(j)}, \mathbf{A}\right)$ (dashed-dotted line with " + "), and $\mathrm{p} \overline{\mathrm{r}}\left(j\left(j ; \tilde{\alpha}^{(j)}, \mathbf{A}\right)\right.$ (solid line with "+"). From this subplot, we can see the following: i) $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(j)}, \ldots, \alpha_{9}^{(j)}, \mathbf{A}\right)$ is close to $\operatorname{pr} \mathrm{r}\left(j ; \bar{\alpha}^{(j)}, \mathbf{A}\right)$; and ii) the probability $\mathrm{p} \overline{\mathrm{r}} \mathrm{O}\left(j ; \tilde{\alpha}^{(j)}, \mathbf{A}\right)$ is smaller than both $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(j)}, \ldots, \alpha_{9}^{(j)}, \mathbf{A}\right)$ and $\mathrm{p} \overline{\mathrm{r}}\left(j ; \bar{\alpha}^{(j)}, \mathbf{A}\right)$.
ii) Now we consider the case where the mixing matrix $\mathbf{A}$ is random.

First, we randomly generate ten sparsity vectors $\alpha^{(j)}=$ $\left[\alpha_{1}^{(j)}, \ldots, \alpha_{9}^{(j)}\right], j=1, \ldots, 10$, using the uniform distribution in $[0,1]$.

Second, we estimate the probability $P\left(\mathbf{s}^{(0)}=\right.$ $\left.\mathbf{s}^{(1)} ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}\right)$ using the sampling method. The estimates are denoted as $\operatorname{pro}\left(j ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}\right)$.

Third, for each $\bar{\alpha}^{(j)}$, we randomly generate 3000 matrices $\mathbf{A}^{(k)} \in R^{7 \times 9}$ and 30000 source vectors $\mathbf{s}^{(k)} \in R^{9}$. Suppose that among the 3000 columns, there are $\tilde{L}_{j}$ vectors recovered. Then, we have an estimate of the true probability $\operatorname{pro}\left(j ; \bar{\alpha}^{(j)}\right)=$ $\tilde{L}_{j} / 3000$. Using $\tilde{\alpha}^{(j)}$ to replace $\bar{\alpha}^{(j)}(j=1, \ldots, 10)$, we perform similar simulation and obtain another probability estimate prôo $\left(j ; \tilde{\alpha}^{(j)}\right)$.

Fourth, we randomly generate ten mixing matrices $\mathbf{A}^{(k)} \in$ $R^{7 \times 9}(k=1, \ldots, 10)$. For each pair of $\mathbf{A}^{(k)}$ and $\bar{\alpha}^{(j)}$, we estimate the probability $\operatorname{pro}\left(j ; \bar{\alpha}^{(j)}, \mathbf{A}^{(k)}\right)$ by the sampling method as in i). We calculate the average probabilities

$$
\begin{equation*}
\operatorname{pro}_{m}\left(j ; \bar{\alpha}^{(j)}\right)=\frac{1}{10} \sum_{k=1}^{10} \operatorname{pr} \circ\left(j ; \bar{\alpha}^{(j)}, \mathbf{A}^{(k)}\right), \quad j=1, \ldots, 10 . \tag{11}
\end{equation*}
$$

Using $\tilde{\alpha}^{(j)}$ to replace $\bar{\alpha}^{(j)}$, we perform similar estimation and obtain the average probabilities $\operatorname{pro}_{m}\left(j ; \tilde{\alpha}^{(j)}\right), j=1, \ldots, 10$.

The results are shown in the second row of Fig. 1. The first subplot shows $\bar{\alpha}^{(j)}$ ("o") and $\tilde{\alpha}^{(j)}$ (" + "). In the second subplot, the dotted line with " o " represents the probabilities $\operatorname{pro}\left(j ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}\right)$. The dotted line with " + " represents the probabilities $\operatorname{pro}\left(j ; \bar{\alpha}^{(j)}\right)$. The solid line with "+" represents the probabilities $\mathrm{p} \tilde{\mathrm{r}}\left(j ; \tilde{\alpha}^{(j)}\right)$. In the third subplot, the dotted line with "o" represents the probabilities $\operatorname{pro}\left(j ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}\right)$. The dotted line with "+" represents the probabilities $\operatorname{pro}_{m}\left(j ; \bar{\alpha}^{(j)}\right)$. The solid line with "+" represents the probabilities $\operatorname{pro}_{m}\left(j ; \tilde{\alpha}^{(j)}\right)$. From the two subplots, we can see the following: i) the probability $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}\right)$ can be approximated by $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \bar{\alpha}^{(s)}\right)$; ii) $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}\right)$ also can be approximated by $(1 / N) \sum_{k=1}^{N} P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \bar{\alpha}^{(s)}, \mathbf{A}^{(k)}\right)$, where $\mathbf{A}^{(k)}, k=1, \ldots, N$, are $N$ samples of random $\mathbf{A}$; and iii) $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \tilde{\alpha}^{(s)}\right)$ is less than $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \bar{\alpha}^{(s)}\right)$.

## III. Sparsity Degree of Mixtures

In this section, we first discuss the sparsity degree of the observed mixture signal, then establish the relationship between the equivalence probability and this sparsity degree, and illustrate application of this relationship.

First, for a given 0 -norm solution with sparsity degree vector $\left[\alpha_{1}^{(s)}, \ldots, \alpha_{m}^{(s)}\right]$, we suppose that the events $\left\{s_{j}^{(0)}=0\right\}$, $j=1, \ldots, m$, are independent. Since the basis matrix and the 0 -norm solution in the model (1) are generally arbitrary, the equality $x_{i}=0$ for any fixed $i$ implies that $s_{j}^{(0)}=0$ for $j=1, \ldots, m$ (with probability one). Then, we have

$$
\begin{align*}
P\left(x_{i}=0\right) & =P\left(s_{j}^{(0)}=0, j=1, \ldots, m\right) \\
& =\prod_{j=1}^{m} P\left(s_{j}^{(0)}=0\right) \\
& =\prod_{j=1}^{m} \alpha_{j}^{(s)} \tag{12}
\end{align*}
$$

where $i=1, \ldots, n$.
From (12), we can see that each $x_{i}(i=1, \ldots, n)$ has the same sparsity degree denoted as $\alpha^{(x)}$, i.e.,

$$
\begin{equation*}
\alpha^{(x)}=\prod_{j=1}^{m} \alpha_{j}^{(s)} \tag{13}
\end{equation*}
$$

Remark 2: In model (1), suppose that we have a sufficient number of signal vectors $\mathbf{x}$ (we use them as column vectors to construct a matrix X). Then, we have two methods to estimate $\alpha^{(x)}$. The first method is to estimate $\alpha^{(x)}$ using the norms of all columns of $\mathbf{X}$; the second method is to estimate $\alpha^{(x)}$ using a row

TABLE I
SPARSITY DEGREES $\alpha^{(s)}\left(n, m, p_{0}\right)$ FOR 0-NORM SOLUTIONS $\left(p_{0}=0.95\right)$

| $n \backslash m$ | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 0.76 | 0.82 | 0.88 | 0.90 | 0.92 | 0.93 | 0.93 | 0.95 | 0.96 |
| 7 |  | 0.71 | 0.82 | 0.85 | 0.88 | 0.90 | 0.92 | 0.93 | 0.94 |
| 8 |  |  | 0.70 | 0.77 | 0.83 | 0.86 | 0.89 | 0.91 | 0.92 |
| 9 |  |  |  | 0.66 | 0.75 | 0.80 | 0.85 | 0.88 | 0.90 |
| 10 |  |  |  |  | 0.64 | 0.73 | 0.80 | 0.83 | 0.85 |
| 11 |  |  |  |  |  | 0.63 | 0.72 | 0.78 | 0.82 |
| 12 |  |  |  |  |  |  | 0.61 | 0.71 | 0.76 |
| 13 |  |  |  |  |  |  |  | 0.58 | 0.68 |
| 14 |  |  |  |  |  |  |  |  | 0.56 |

TABLE II
SPARSITY DEGREES $\alpha^{(x)}\left(n, m, p_{0}\right)$ FOR Signal Vectors $\mathbf{x}\left(p_{0}=0.95\right)$

| $\boldsymbol{n} \backslash \boldsymbol{m}$ | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 0.15 | 0.20 | 0.32 | 0.35 | 0.40 | 0.42 | 0.39 | 0.49 | 0.54 |
| 7 |  | 0.07 | 0.17 | 0.20 | 0.25 | 0.28 | 0.34 | 0.36 | 0.40 |
| 8 |  |  | 0.04 | 0.07 | 0.13 | 0.16 | 0.22 | 0.27 | 0.29 |
| 9 |  |  |  | 0.02 | 0.04 | 0.07 | 0.12 | 0.17 | 0.21 |
| 10 |  |  |  |  | 0.01 | 0.02 | 0.06 | 0.07 | 0.09 |
| 11 |  |  |  |  |  | 0.004 | 0.01 | 0.03 | 0.05 |
| 12 |  |  |  |  |  |  | 0.002 | 0.01 | 0.02 |
| 13 |  |  |  |  |  |  |  | 0.0005 | 0.003 |
| 14 |  |  |  |  |  |  |  |  | 0.0002 |

vector in X. For model (1), the two methods give little difference in the result. If model (1) is not strictly true (e.g., when there is noise), we suggest the second one. This is because in such a case, a signal vector x is seldom equal to a zero vector even if $s_{j}=0$ for $j=1, \ldots, m$.

From (13), if $\alpha_{1}^{(s)}=\cdots=\alpha_{m}^{(s)}=\alpha^{(s)}$, then $\alpha^{(s)}=$ $\left(\alpha^{(x)}\right)^{1 / m}$; otherwise, the geometric mean $\tilde{\alpha}^{(s)}=\left(\alpha^{(x)}\right)^{1 / m}$. In the following, we only consider the case in which all entries of the 0 -norm solution have the same sparsity degree $\alpha^{(s)}$.

From (7), (8), and (13), we have the following corollary.
Corollary 2: For model (1), suppose that the sparsity degree of signal x is $\alpha^{(x)}$, and that all entries of the 0 -norm solution have the same sparsity degree $\alpha^{(s)}$.

1) For a given basis matrix $\mathbf{A}$, we have

$$
\begin{align*}
P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha^{(x)}, \mathbf{A}\right)=\sum_{j=0}^{m} & C_{m}^{j}\left(1-\left(\alpha^{(x)}\right)^{\frac{1}{m}}\right)^{j} \\
& \times\left(\alpha^{(x)}\right)^{\left(1-\frac{j}{m}\right)} \frac{q_{j}}{2^{j} C_{m}^{j}} \tag{14}
\end{align*}
$$

where $q_{j}$ is the number of sign vectors in $T_{j}$, which can be recovered by solving ( $P_{1}^{\prime}$ ).
2) For a random basis matrix, we have

$$
\begin{align*}
P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha^{(x)}\right)=\sum_{j=0}^{m} & C_{m}^{j}\left(1-\left(\alpha^{(x)}\right)^{\frac{1}{m}}\right)^{j} \\
& \times\left(\alpha^{(x)}\right)^{\left(1-\frac{j}{m}\right)} P(n, m, j) \tag{15}
\end{align*}
$$

Equations (14) and (15) can be used to analyze the performance of BSS. Suppose that the mixing matrix has been estimated. We first estimate the sparsity degree of
the available mixtures, then calculate the recoverability probability by (14), which is our estimate of the true recoverability probability. In fact, the true recoverability probability should be larger than this estimate since the sparsity degree of the mixtures corresponds to the geometric mean of the sparsity degrees of the sources.
In real-world applications, we set a threshold $p_{0}$ (e.g., 0.95) for the equivalence probability. Using (7) and (8) for a given basis matrix and a random basis matrix, respectively, we search an $\alpha^{(s)}$ in $[0,1]$ such that the equivalence probability $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha^{(s)}, \mathbf{A}\right)\left[\right.$ or $\left.P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha^{(s)}\right)\right]$ just exceeds $p_{0}$. In this way, we determine the corresponding sparsity degree constraint of the 0 -norm solution. In this paper, we consider the case in which $\mathbf{A}$ is random and perform a search of $\alpha^{(s)}$ in $\{0.01,0.02, \ldots, 1\}$. Hereafter, this sparsity degree constraint is denoted as $\alpha^{(s)}\left(n, m, p_{0}\right)$, which is related to the dimension number $n$ of signal vectors, the number $m$ of bases, and the equivalence probability threshold $p_{0}$.

Under the equivalence probability threshold of 0.95 , Table I shows the corresponding sparsity degrees $\alpha^{(s)}\left(n, m, p_{0}\right)$ for $n=6, \ldots, 14$, and $m=n+1, \ldots, 15$.
Using the sparsity degree constraints in Table I and (13), we can further estimate the corresponding sparsity degrees for signal vector $\mathbf{x}$, which are denoted as $\alpha^{(x)}\left(n, m, p_{0}\right)$. Table II shows the sparsity degrees $\alpha^{(x)}\left(n, m, p_{0}\right)$ corresponding to the equivalence probability threshold of 0.95 .

Tables I and II provide a guide on how to guarantee the recoverability probability of the 0 -norm solution. There are two cases. 1) All entries of the 0 -norm solution have the same sparsity degree $\alpha^{(s)}$. If a threshold of recoverability probability $(0.95)$ is imposed, then a corresponding constraint of the sparsity degree of the 0 -norm solution in Table I (or a corresponding constraint
of the sparsity degree of the mixtures in Table II) should be satisfied. In real-world applications, this constraint may not be satisfied in the time domain. However, it can be satisfied through a time-frequency transformation (e.g., wavelet packet transformation) in many cases [19], [22], [23]. 2) The entries of the 0-norm solution have different sparsity degrees. If the average sparsity degree (i.e., the arithmetic mean of the sparsity degree vector) of the sources is estimated, Table I can be used to analyze the performance of BSS based on (9). Otherwise, a sparsity degree of mixtures in Table II corresponds to the geometric mean of a sparsity degree vector of the 0 -norm solution. If the sparsity degree constraint of mixtures in Table II is satisfied, then from (10) the recoverability probability is larger than 0.95 . Thus, Tables I and II are still useful in this case.

In the next section, we will illustrate how to use the above sparsity degree constraints in Tables I and II to guarantee a satisfactory performance of BSS.

## IV. Noisy Case

In this section, we will show that the results obtained in the previous sections (i.e., the estimates of the equivalence probability and the two relationships) still hold when the noise is sufficiently small. For simplicity, we only consider the case in which all entries of the 0 -norm solution have the same sparsity degree. The case in which the entries of the 0 -norm solution have different sparsity degrees can be discussed similarly.

For the noisy case, the optimization problem $\left(F_{1}^{\prime}\right)$ becomes

$$
\left(P_{1}^{\prime \prime}\right) \quad \min \sum_{i=1}^{m}\left|s_{i}\right|, \text { s.t. } \mathbf{A s}=\mathbf{x}_{v}^{*}
$$

where $\mathbf{x}_{v}^{*}=\mathbf{A} \mathbf{s}^{(0)}+\mathbf{v}, \mathbf{s}^{(0)} \in \mathbf{R}^{m}$ being the 0 -norm solution in the noiseless case and $\mathbf{v} \in \mathbf{R}^{n}$ a noise vector. The solution of $\left(P_{1}^{\prime \prime}\right)$ is denoted as $\mathbf{s}_{v}^{(1)}$.

For a small positive constant $\theta$, if

$$
\begin{equation*}
\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(0)}\right\|_{1}<\theta \tag{16}
\end{equation*}
$$

then we say that $\mathbf{s}^{(0)}$ can be recovered by solving $\left(P_{1}^{\prime \prime}\right)$ in the noisy case.

We first consider the case where the mixing matrix $\mathbf{A}$ is given or estimated.

According to the discussion in [11], the solution of $\left(P_{1}^{\prime}\right)$ is robust to noise. Precisely speaking, for a given $\mathbf{A}$, there exists a $M>0$, such that

$$
\begin{equation*}
\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(1)}\right\|_{1}<M\|\mathbf{v}\|_{1} \tag{17}
\end{equation*}
$$

where $\mathbf{s}_{v}^{(1)}$ and $\mathbf{s}^{(1)}$ are the solutions of $\left(P_{1}^{\prime \prime}\right)$ and $\left(P_{1}^{\prime}\right)$, respectively.

Suppose that the noise is sufficiently small, such that $M\|\mathbf{v}\|_{1}<\theta$. From (17), we have

$$
\begin{equation*}
\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(1)}\right\|_{1}<\theta \tag{18}
\end{equation*}
$$

Define a conditional probability

$$
\begin{equation*}
P\left(\left\|\mathbf{s}^{(1)}-\mathbf{s}^{(0)}\right\|_{1} \leq 2 \theta ; \mathbf{A}, \mathbf{s}^{(1)} \neq \mathbf{s}^{(0)}\right)=\beta_{0} \tag{19}
\end{equation*}
$$

where $\beta_{0}$ is a positive constant.

The above probability $\beta_{0}$ is small due to the following two reasons: 1) $\theta$ is a small positive constant and 2 ) when the 1 -norm solution $\mathbf{s}^{(1)}$ is not equal to the 0 -norm solution $\mathbf{s}^{(0)}$, the difference $\left|\mathbf{s}^{(1)}-\mathbf{s}^{(0)}\right|$ is generally larger than the small positive constant $2 \theta$. This is because there are infinite number of solutions of the constraint equations of $\left(P_{1}^{\prime}\right)$ including $\mathbf{s}^{(0)}$ and $\mathbf{s}^{(1)}$, and $\mathbf{s}^{(1)}$ has the smallest 1-norm among these solutions.

From (18) and (19), it can be proved that (see Appendix II)

$$
\begin{equation*}
P\left(\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(0)}\right\|_{1}<\theta ; \mathbf{A}\right) \approx P\left(\mathbf{s}^{(1)}=\mathbf{s}^{(0)} ; \mathbf{A}\right) \tag{20}
\end{equation*}
$$

where $P\left(\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(0)}\right\|_{1}<\theta ; \mathbf{A}\right)$ is the recoverability probability of $\mathbf{s}^{(0)}$ in the noisy case and $P\left(\mathbf{s}^{(1)}=\mathbf{s}^{(0)} ; \mathbf{A}\right)$ is the recoverability probability of $\mathbf{s}^{(0)}$ in the noiseless case.

From the discussion in [16]

$$
\begin{equation*}
P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ;\left\|\mathbf{s}^{(0)}\right\|_{0}=j, \mathbf{A}\right)=\frac{q_{j}}{2^{j} C_{m}^{j}} \tag{21}
\end{equation*}
$$

where $q_{j}$ is the number of sign vectors in $T_{j}$, which can be recovered by solving ( $P_{1}^{\prime}$ ).

From (21) and (20), we have

$$
\begin{equation*}
P\left(\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(0)}\right\|_{1}<\theta ;\left\|\mathbf{s}^{(0)}\right\|_{0}=j, \mathbf{A}\right) \approx \frac{q_{j}}{2^{j} C_{m}^{j}} \tag{22}
\end{equation*}
$$

Furthermore, from (22), we have

$$
\begin{align*}
& P\left(\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(0)}\right\|_{1}<\theta ; \alpha^{(s)}, \mathbf{A}\right) \\
& \quad=\sum_{j=0}^{m} P\left(\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(0)}\right\|_{1}<\theta,\left\|\mathbf{s}^{(0)}\right\|_{0}=j ; \alpha^{(s)}, \mathbf{A}\right) \\
& \quad=\sum_{j=0}^{m} P\left(\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(0)}\right\|_{1}<\theta ;\left\|\mathbf{s}^{(0)}\right\|_{0}=j, \alpha^{(s)}, \mathbf{A}\right) \\
& P\left(\left\|\mathbf{s}^{(0)}\right\|_{0}=j ; \alpha^{(s)}, \mathbf{A}\right) \\
& \quad \approx \sum_{j=0}^{m} C_{m}^{j}\left(1-\alpha^{(s)}\right)^{j}\left(\alpha^{(s)}\right)^{(m-j)} \frac{q_{j}}{2^{j} C_{m}^{j}} \tag{23}
\end{align*}
$$

From the above analysis, we conclude that, for a given or estimated mixing matrix $\mathbf{A}$, the estimate of equivalence probability in (21) (see Appendix I) and the relationship (7) between sparsity degree of the 0 -norm solution and the equivalence probability are still effective when the noise is sufficiently small.

When $\mathbf{A} \in \mathbf{R}^{n \times m}$ is random, our simulations in Example 2 show that (8) still holds when the noise is small, i.e.,

$$
\begin{align*}
P\left(\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(0)}\right\|_{1}<\theta ; \alpha^{(s)}\right) & \approx \sum_{j=0}^{m} C_{m}^{j}\left(1-\alpha^{(s)}\right)^{j} \\
& \times\left(\alpha^{(s)}\right)^{(m-j)} P(n, m, j) \tag{24}
\end{align*}
$$

where $P(n, m, j)(j=0, \ldots, m)$ is the probability that a 0 -norm solution with $j$ nonzeros can be recovered by solving ( $P_{1}^{\prime}$ ) in noiseless case. The estimation of $P(n, m, j)$ was discussed in [17].

Unfortunately, until now, we cannot prove (24). This is mainly because (17) does not hold for all arbitrary mixing matrices.


Fig. 2. Probabilities curves obtained in Example 2. In the left subplot, solid curves with "*": probability curves of $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ;\left\|\mathbf{s}^{(0)}\right\|_{0}=l, \mathbf{A}_{i}\right)$; dotted curves with " $o$ ": probability curves obtained in the noisy case. The five pairs of solid and dotted curves from top to bottom correspond to $m=9,10,11,12,13$, respectively. $x$-axis label $l$ represents the number of nonzeros of the source vectors. In the right subplot, the solid curve with "*" depicts our estimated probabilities $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{k}\right), k=1, \ldots, 11$, while the dashed curve with " $O$ " represents the true equivalence probabilities obtained in the noisy case.

Furthermore, from (23) and (24), it is not difficult to extend (14) and (15) for the noisy case.

Example 2: This example contains two parts, in which we demonstrate the validity of (22) and (24), respectively.
i) First, we always set $n=8$. For $m=9,10,11,12,13$, we randomly generate five matrices denoted as $\mathbf{A}_{i} \in \mathbf{R}^{n \times m}$ $(i=1, \ldots, 5)$ according to the uniform distribution in $[-1,1]$.

For each $m$, the probabilities $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ;\left\|\mathbf{s}^{(0)}\right\|_{0}=\right.$ $\left.l, \mathbf{A}_{i}\right), l=1, \ldots, 8$, are calculated based on (21) or by the sampling method.

Second, for each $\mathbf{A}_{i}$, we consider the noisy model ( $P_{1}^{\prime \prime}$ ) with the zero mean Gaussian noise, where the average signal-to-noise ratio (SNR) is 18.8 dB . For each $l$, we randomly take 1500 source vectors ( 0 -norm solutions) with $l$ nonzeros, each of which is taken from the uniform distribution in $[-0.5,0.5]$. By checking (16), we can find the number $u(m, l)$ of the source vectors which can be recovered by solving $\left(P_{1}^{\prime \prime}\right)$. Note that $\theta$ in (16) is 0.1 here. In this way, we obtain the true equivalence probability estimate $u(m, l) / 1500$ in the noisy case.

The left subplot of Fig. 2 shows our simulation results, from which (22) is demonstrated.
ii) We now demonstrate (24) by simulations. We set $n=7$, $m=9$, i.e., $\mathbf{A} \in \mathbf{R}^{7 \times 9}$. For $\alpha_{k}=(k-1) * 0.1$, where $k=1, \ldots, 11$, we calculate the probabilities $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{k}\right)$ according to (8). Next, for each $k$, we take 1500 pairs of mixing matrices and source vectors ( 0 -norm solutions). All these mixing matrices are $7 \times 9$ dimensional and their entries are
randomly valued in $[-1,1]$. The 1500 source vectors are taken as follows:

$$
\begin{equation*}
s_{q}^{*}=0, \text { if }\left|\tilde{s}_{q}^{*}\right| \leq \frac{\alpha_{j}}{2}, s_{q}^{*}=\tilde{s}_{q}^{*}, \text { if }\left|\tilde{s}_{q}^{*}\right|>\frac{\alpha_{j}}{2} \tag{25}
\end{equation*}
$$

where $\tilde{\mathbf{s}}^{*} \in \mathbf{R}^{9}$ is drawn from the uniform distribution valued in $[-0.5,0.5]$. From (25), we can see that the sparsity degree of the source vectors is $\alpha_{j}$.

For each pair of source vectors and mixing matrices, we solve the linear programming problem ( $P_{1}^{\prime \prime}$ ) with the zero mean Gaussian noise, where the average SNR is also 17.3 dB . By checking (16), with $\theta=0.1$, we can determine whether a source vector is recovered. Suppose that $m_{k}$ source vectors can be recovered in the noisy case, and thus, we obtain the ratio $\operatorname{pro}\left(\alpha_{k}\right)=m_{k} / 1500$, which reflects the true probability $P\left(\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{0}\right\|_{1}<\theta\right)$ that the source vectors can be recovered in the noisy case under the distribution parameter $\alpha_{k}$.

The curves of $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ; \alpha_{k}\right)$ and $\operatorname{pro}\left(\alpha_{k}\right)$ are shown in the right subplot of Fig. 2, which fit very well. Therefore, if the noise is sufficiently small, (24) still holds.

The parameter $\theta$ in (16) should be determined depending on real tasks. If $\theta$ is very small, then the SNR in the noisy model should be large, and vice versa. After $\theta$ is given, we can determine the approximate lower bound SNR by simulations as in Example 2. If the SNR is not sufficiently large, then the true probability estimated in the noisy case will be smaller than its corresponding theoretical estimate.

TABLE III
Average Sparsity Degrees of Signals in the Time-Frequency Domain Corresponding to Different Numbers of the Levels of Wpt

| signals \ level | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Speech sources | 0.55 | 0.64 | 0.71 | 0.74 | 0.75 | 0.78 | 0.82 | 0.83 | 0.83 | 0.84 |
| Speech mixtures | 0.09 | 0.13 | 0.18 | 0.18 | 0.19 | 0.20 | 0.22 | 0.24 | 0.27 | 0.32 |

In this section, we have illustrated that the equivalence probability estimates (21) (presented in Appendix I) and the relationships (7) and (8) can be extended for the case when the noise is sufficiently small.

## V. Application in Underdetermined BSS

It is well known that sparse representation can be used in underdetermined BSS. The higher the sparsity degrees of the sources are, the better is the performance of BSS [16]. In this section, we illustrate the application of our results in underdetermined BSS.

We consider the following linear mixing model:

$$
\begin{equation*}
\mathbf{X}=\mathbf{A} \mathbf{S} \tag{26}
\end{equation*}
$$

where $\mathbf{X} \in R^{n \times K}(=[\mathbf{x}(1), \ldots, \mathbf{x}(K)])$ is an observed mixture matrix, $\mathbf{A} \in R^{n \times m}$ is an unknown mixing matrix, and $\mathbf{S} \in R^{m \times K}(=[\mathbf{s}(1), \ldots, \mathbf{s}(K)])$ is an unknown source matrix. Each row of $\mathbf{X}$ is a mixture signal, while each row of $\mathbf{S}$ is a source. The task of BSS is to estimate $\mathbf{S}$ using $\mathbf{X}$. In this paper, we assume that $n<m$. Thus, BSS here is underdetermined.

We use a two-stage clustering-then- $l^{1}$-optimization approach for the underdetermined BSS [19]. If the unknown sources are sufficiently sparse, the two-stage sparse representation approach can be directly applied to $\mathbf{X}$. Based on the known mixture matrix $\mathbf{X}$, the mixing matrix $\mathbf{A}$ is estimated in the first stage, and the source matrix $\mathbf{S}$ is estimated in the second stage by solving the optimization problem $\left(P_{1}\right)$. However, real-world sources may not be sparse. In this case, we first apply a wavelet packet transform (WPT) to all mixtures for producing sparsity, and then perform BSS in the time-frequency domain. (In this paper, we always use Daubechies WPT). Since WPT is linear, we have

$$
\begin{equation*}
\tilde{\mathbf{X}}=\mathbf{A} \tilde{\mathbf{S}} \tag{27}
\end{equation*}
$$

where the $i$ th row of $\tilde{\mathbf{X}}$ is obtained by applying WPT to the $i$ th row of $\mathbf{X}(i=1, \ldots, n)$, the $j$ th row of $\tilde{\mathbf{S}}$ is the transformed source corresponding to the $j$ th row of $\mathbf{S}(j=1, \ldots, m)$. Based on the principle of transform sparsity [24], each transformed mixture signal or each transformed source is sparse.

After we estimate $\tilde{\mathbf{S}}$ through BSS in the time-frequency domain, we reconstruct the source matrix $\mathbf{S}$ by applying the inverse WPT to each row of the estimated $\overline{\mathbf{S}}$ (which denotes the estimate of $\tilde{\mathbf{S}}$ ). Denote the $j$ th rows of $\tilde{\mathbf{S}}$ and $\overline{\mathbf{S}}$ as $\tilde{\mathbf{s}}_{j}$ and $\overline{\mathbf{s}}_{j}$, respectively, $(j=1, \ldots, m)$. Although there generally exists an error between $\tilde{\mathbf{s}}_{j}$ and $\overline{\mathbf{s}}_{j}$, each entry of $\tilde{\mathbf{s}}_{j}$ has a corresponding estimate in $\overline{\mathbf{s}}_{j}$. Thus, we can apply the inverse WPT to $\overline{\mathbf{s}}_{j}$ to reconstruct the source $s_{j}$. In recent years, the field of compressed sensing has received a lot of attention [24]-[26]. If only part of entries of $\tilde{\mathbf{s}}_{j}$ are estimated and the locations of these estimated entries in $\tilde{\mathbf{s}}_{j}$ are unknown, then compressed sensing method can be used to reconstruct the source $\mathbf{s}_{j}$. If the error between $\tilde{\mathbf{s}}_{j}$ and $\overline{\mathbf{s}}_{j}$ is considered, an interesting research problem may arise here: Is compressed sensing method useful here in reconstructing the
source $\mathbf{s}_{j}$ using the nonzeros of $\overline{\mathbf{s}}_{j}$ and better than the inverse WPT in performance? This problem will be studied in our future work.

The procedure for estimating the mixing matrix $\mathbf{A}$ has been discussed in [16]. When the mixing matrix is estimated correctly (or sufficiently accurately estimated), we need to discuss the recoverability problem, which can be rephrased as the question: How is it possible for the 1-norm solution to be equal to the true source vector? As stated before, this recoverability problem can be understood as the equivalence problem between the 0 -norm and 1-norm solutions. In the following example, we will illustrate how to use the sparsity degree constraint (corresponding to an equivalence probability threshold) shown in Tables I and II to guarantee a satisfactory performance of BSS, and how to achieve these sparsity degree constraints.

Example 3: In this example, natural speech signals are analyzed. Since natural speech signals are not sufficiently sparse, we first apply a wavelet packet transform (WPT) to all mixtures. Thus, we consider the model (27) in the following. We need to choose a suitable level number of the WPT such that the average sparsity degree of these transformed mixture signals is larger than $\alpha^{(x)}\left(n, m, p_{0}\right)$. BSS is then performed in the time-frequency domain. With this approach, we ensure that the recoverability probability constraint $p_{0}$ is satisfied in the analyzed domain and guarantee a satisfactory performance of BSS.

To determine the number of levels of the WPT, we perform the ten-level Daubechies WPT to eight speech sources and six mixtures of the eight sources, and estimate the probabilities (i.e., the sparse degrees) with which the time-frequency coefficients are equal to zero. If the absolute value of a coefficient is less than $0.004 M$, where $M$ is the maximum of absolute values of all the coefficients, then this coefficient is taken to be zero. By calculating the ratio of zeros in all coefficients, we estimate the probability with which the coefficients are equal to zero. The second row of Table III lists the ten average sparsity degrees of the eight sources corresponding to ten levels of WPT, while the third row lists the tne average sparsity degrees of the six mixtures.

We now consider BSS of speech mixtures, in which the mixing matrix is $6 \times 8$ dimensional. From Table II, the sparsity degree of mixtures should be larger than 0.2 such that the recoverability probability is larger than 0.95 . From Table III, we find that if we apply the seven-level WPT to the mixtures, then the average sparsity degree of the transformed mixtures is 0.22 . That is, we can first perform the seven-level WPT to all mixtures to produce sparsification, and then carry out BSS in the time-frequency domain. Subsequently, the sources in the time domain are reconstructed by applying the inverse WPT to the transformed sources estimated in the time-frequency domain. In Fig. 3, the eight original speech sources are shown in the first row, the six mixtures are shown in the second row, and the recovered sources based on the seven-level WPT are


Fig. 3. Separation results in Example 3. The first row: eight speech sources; the second row: six mixtures; the third row: eight recovered sources based on a seven-level WPT; the fourth row: eight recovered sources based on a one-level WPT; the fifth row: eight recovered sources based on sparse representation in the time domain (without WPT).
shown in the third row. We compare the eight original sources and the eight recovered sources, respectively, and obtain the average SNR 15.9 dB , where the difference (or error) between the original sources and the recovered sources is taken as noise. Therefore, we find that the sparsity degree of mixtures produced by the seven-level Daubechies WPT is sufficient for blind separation of the speech sources in this example.

For the purpose of comparison, we also perform the one-level WPT to all the mixtures to produce sparsification, and then carry out BSS in the time-frequency domain. The fourth row of Fig. 3 shows our separation results (recovered sources). We compare the eight original sources and these eight recovered sources (shown in the fourth row), and obtain the average SNR 9.6 dB . Furthermore, without performing any WPT to the mixtures, we directly perform source separation in the time domain using sparse representation. The fifth row of Fig. 3 shows our separation results (recovered sources). We compare the eight original sources and these eight recovered sources (shown in the fifth row), and obtain the average SNR 8.7 dB . Therefore, the performance of separation based on the one-level Daubechies WPT is significantly worse than that based on the seven-level Daubechies WPT. This is because the sparsity degree of mixtures produced by the seven-level Daubechies WPT is not sufficient for blind separation of the speech sources, and so does the performance of the separation in the time domain.

In this example, although the sparsity degrees for the eight speech sources are different in general, we still use the sparsity degree constraint on the mixtures in Table II. As stated in Section III, this sparsity degree constraint on the mixtures corresponds to the geometric mean of the sparsity degrees of the sources. Furthermore, the recoverability probability for each source vector is larger than 0.95 . Additionally, noise is not considered in Example 3. The readers can deal with the noisy model $\left(P_{1}^{\prime \prime}\right)$ similarly as above.

## VI. CONCLUSION

In the sparse representation of signals, we often focus on the two sparse solutions, the 0 -norm and 1 -norm solutions. The first
solution is the most sparse, while the second solution is relatively easier to obtain. In this paper, the equivalence problem of these two sparse solutions was discussed within a probabilistic framework. We first defined the sparsity degree of a random variable or a signal sequence. The equivalence probability estimation is discussed when all the entries of the 0 -norm solution have different sparsity degrees. For a given basis matrix as well as a random basis matrix, we established two relationships. The first is between the sparsity degree vector of the 0 -norm solution and the equivalence probability, while the second is between the sparsity degree of the observed signal vector (mixture) and the equivalence probability. The computational burden for estimating the equivalence probability increases exponentially as $m$ (the number of the dimension of the 0 -norm solution) increases. The sampling method can be used to resolve this computational complexity problem. We further show that these theoretical results are still effective when the noise is sufficiently small. Finally, we illustrate how to use the two relationships to guarantee a satisfactory performance in BSS.

## Appendix I

## The Sampling Method for Estimating the EQuivalence Probability

In this appendix, we mainly discuss the empirical estimation of two equivalence probabilities presented in [16] and [17], respectively, when $m$ is large.

When all entries of $\mathbf{A} \in \mathbf{R}^{n \times m}$ are drawn from a distribution (e.g., a uniform distribution valued in $[-1,1]$ ), then the equivalence probability depends on $n, m$, and the number $l$ of nonzeros of $\mathbf{s}^{(0)}$. Hence, we denote

$$
\begin{equation*}
P(n, m, l)=P\left(\mathbf{s}^{(1)}=\mathbf{s}^{(0)} ;\left\|\mathbf{s}^{(0)}\right\|_{0}=l\right) \tag{28}
\end{equation*}
$$

where $P\left(\mathbf{s}^{(1)}=\mathbf{s}^{(0)} ;\left\|\mathbf{s}^{(0)}\right\|_{0}=l\right)$ is a conditional probability (with the condition $\left\|\mathbf{s}^{(0)}\right\|_{0}=l$ ).

Let $T_{l}=\left\{\mathbf{t}=\left[t_{1}, \ldots, t_{m}\right]^{T}\left|t_{j} \in\{-1,0,1\}, \sum_{j=1}^{m}\right| t_{j} \mid=\right.$ $l\}$, which is a set of sign vectors with $l$ nonzero entries. Obviously, there are $2^{l} C_{m}^{l}$ vectors in $T_{l}$, where $C_{m}^{l}=m!/(m-l)!l!$.

Lemma 1 [16]: For a given basis matrix $A$, suppose that there are $q_{l}$ sign column vectors in $T_{l}$ that can be recovered by solving $\left(P_{1}^{\prime}\right)$. Then, we have

$$
\begin{equation*}
P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ;\left\|\mathbf{s}^{(0)}\right\|_{0}=l, \mathbf{A}\right)=\frac{q_{l}}{2^{l} C_{m}^{l}} \tag{29}
\end{equation*}
$$

where $l=1,2, \ldots, n$.
When the basis matrix is given, we can check how many sign vectors with $l$ nonzeros can be recovered by solving ( $P_{1}^{\prime}$ ) and then calculate the equivalence probability using (29). To calculate the probability in (29), we need to check $2^{l} C_{m}^{l}$ sign vectors and find the number $q_{l}$ of sign vectors which can be recovered by solving $\left(P_{1}^{\prime}\right)$. Thus, when $m$ increases, the computational burden for estimating the probability in (29) will increase exponentially. The following theorem provides a solution to this problem.

Theorem 2: Suppose that $M_{l}$ sign vectors are randomly taken from $T_{l}$, where $M_{l}$ is a large positive integer $\left(M_{l} \ll 2^{l} * C_{m}^{l}\right.$ when $m$ is large), and $K_{l}$ of the $M_{l}$ sign vectors can be recovered by solving linear problem $\left(P_{1}^{\prime}\right)$. Then

$$
\begin{equation*}
P\left(\mathrm{~s}^{(0)}=\mathbf{s}^{(1)} ;\left\|\mathbf{s}^{(0)}\right\|_{0}=l, \mathbf{A}\right)=\frac{q_{l}}{2^{l} C_{m}^{l}} \simeq \frac{K_{l}}{M_{l}} . \tag{30}
\end{equation*}
$$

Proof: Let $T_{l}=T_{l 1} \cup T_{l 2}$, where $T_{l 1}$ contains the $q_{l}$ vectors that can be recovered by solving $\left(P_{1}^{\prime}\right), T_{l 2}=T_{l} \backslash T_{l 1}$. For a sign vector $\mathbf{t}$ with $l$ nonzero entries, we have

$$
\begin{equation*}
P\left(\mathbf{t} \in T_{l 1}\right)=\frac{q_{l}}{2^{l} C_{m}^{l}} \tag{31}
\end{equation*}
$$

Now we define a sequence of random variables $v_{k}$ using the set of sign vectors $T_{l}$

$$
v_{k}= \begin{cases}1, & \text { if } \mathbf{t}_{k} \in T_{l 1}  \tag{32}\\ 0, & \text { if } \mathbf{t}_{k} \in T_{l 2}\end{cases}
$$

where $k=1,2, \ldots, \mathbf{t}_{k}$ is a sign vector randomly taken from $T_{l}$.
From (31), we have $P\left(v_{k}=1\right)=q_{l} / 2^{l} C_{m}^{l}, P\left(v_{k}=0\right)=$ $1-\left(q_{l} / 2^{l} C_{m}^{l}\right)$. Therefore, $v_{k}, k=1,2, \ldots$, are independent identically distributed random variables with the expected value $E\left(v_{k}\right)=q_{l} / 2^{l} C_{m}^{l}$.

According to the law of large numbers (Bernoulli) in probability theory, the sample average $\left(1 / M_{l}\right) \sum_{i=1}^{M_{l}} V_{i}$ converges towards the expected value $E\left(v_{k}\right)$, where $V_{i}$ is a sample of the random variable $v_{i}$. Furthermore, the condition in this theorem implies that $\left(1 / M_{l}\right) \sum_{i=1}^{M_{l}} V_{i}=K_{l} / M_{l}$. Thus, when $M_{l}$ is sufficiently large

$$
\begin{equation*}
E\left(v_{k}\right)=\frac{q_{l}}{2^{l} C_{m}^{l}} \simeq \frac{K_{l}}{M_{l}} \tag{33}
\end{equation*}
$$

The theorem is proven.
From Theorem 2, to estimate the probability $P\left(\mathbf{s}^{(0)}=\right.$ $\left.\mathbf{s}^{(1)} ;\left\|\mathbf{s}^{(0)}\right\|_{0}=l, \mathbf{A}\right)$ when $m$ is large, we need not check all $2^{l} C_{m}^{l}$ sign vectors. It is sufficient to randomly take $M_{l}$ sign vectors from $T_{l}$, and determine how many of the $M_{l}$ sign vectors which can be recovered by solving $\left(P_{1}^{\prime}\right)$.

When the basis is random, we have the following approximation of the equivalence probability [17]:

$$
\begin{equation*}
P(n, m, l) \approx \frac{1}{k_{0}} \sum_{q=1}^{k_{0}} P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ;\left\|\mathbf{s}^{(0)}\right\|_{0}=l, \mathbf{A}_{q}\right) \tag{34}
\end{equation*}
$$

where $\mathbf{A}_{1}, \ldots, \mathbf{A}_{k_{0}}$ are $k_{0}$ random samples of $\mathbf{A}$, and $k_{0}$ is a small positive integer (5 in the simulation examples in [17]).


Fig. 4. Probabilities curves obtained in Example 1. Solid curves with "*": probability curves of $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ;\left\|\mathbf{s}^{(0)}\right\|_{0}=l, \mathbf{A}_{i}\right)$ obtained by (29); dotted curves with " $O$ ": probability curves obtained by a sampling method. The five pairs of solid and dotted curves from the top to the bottom correspond to $m=9,10,11,12,13$, respectively. Axis label $l$ represents the number of nonzeros of source vectors.

When $m$ is large, as stated previously, the probability $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ;\left\|\mathbf{s}^{(0)}\right\|_{0}=l, \mathbf{A}_{q}\right)$ on the right-hand side of (34) can be estimated by (30). Therefore, when the basis is random, the equivalence probability $P(n, m, l)$ can still be estimated by the sampling method.

A problem may arise here. When $m$ increases, does the number $M_{l}$ of samples need to increase exponentially (just like the number of sign vectors)? From the proof of Theorem 2, $M_{l}$, which controls the precision in the approximation of (33), i.e., the precision of the sampling estimation, is related to the two-point distribution of $v_{k}$ other than the size of $T_{l}$. Thus, there is no need for $M_{l}$ increasing exponentially as $m$ increases. In the following simulation Example 4, we will demonstrate this conclusion as well as the conclusion in Theorem 2.

Example 4: In this example, we always set $n=8$. For $m=$ $9,10,11,12,13$, we randomly generate five matrices denoted as $\mathbf{A}_{i} \in \mathbf{R}^{n \times m}(i=1, \ldots, 5)$ according to a uniform distribution in $[-1,1]$.

For each $m$, we first calculate the probabilities $P\left(\mathbf{s}^{(0)}=\right.$ $\left.\mathbf{s}^{(1)} ;\left\|\mathbf{s}^{(0)}\right\|_{0}=l, \mathbf{A}_{i}\right)$ according to (29), $l=1, \ldots, 8$. Note that $P\left(\mathbf{s}^{(0)}=\mathbf{s}^{(1)} ;\left\|\mathbf{s}^{(0)}\right\|_{0}=l, \mathbf{A}_{i}\right)=0$ for $l>8$. The number of sign vectors increases exponentially as $m$ increases. This leads to an exponential increase of the computational burden for estimating these probabilities. For example, for $m=9,10$, $11,12,13$, we need to solve $19170,52904,135674,322544$, 714194 optimization problems, respectively. This makes the estimates difficult to obtain for large $m$ (e.g., $m>15$ ).

From Theorem 2, for a given matrix $\mathbf{A}_{i}$, we can estimate these probabilities by a sampling method. For each $l$, we randomly take 3000 sign vectors, and find the number $k(m, l)$ of sign vectors which can be recovered by solving $\left(P_{1}^{\prime}\right)$. Then, we obtain the equivalence probability estimate $k(m, l) / 3000$.

Fig. 4 shows our simulation results. From Fig. 4, we have two conclusions: 1) the probabilities estimated by the sampling method reflect their corresponding theoretical values well; 2)
the number $M_{l}$ of samples in Theorem 2 need not increase exponentially as $m$ increases. Thus, the computational complexity in (29) can be avoided.

## APPENDIX II

The Proof of (20)
We now prove (20) using four steps.
First, (19) and its condition imply that

$$
\begin{equation*}
P\left(\left\|\mathbf{s}^{(1)}-\mathbf{s}^{(0)}\right\|_{1}>2 \theta ; \mathbf{A}, \mathbf{s}^{(1)} \neq \mathbf{s}^{(0)}\right)>1-\beta_{0} \tag{35}
\end{equation*}
$$

That is

$$
\begin{equation*}
P\left(\left\|\mathbf{s}^{(1)}-\mathbf{s}^{(0)}\right\|_{1} \leq 2 \theta ; \mathbf{A}, \mathbf{s}^{(1)} \neq \mathbf{s}^{(0)}\right)<\beta_{0} \tag{36}
\end{equation*}
$$

Next

$$
\begin{align*}
& P\left(\left\|\mathbf{s}^{(1)}-\mathbf{s}^{(0)}\right\|_{1} \leq 2 \theta ; \mathbf{A}\right) \\
&= P\left(\left\|\mathbf{s}^{(1)}-\mathbf{s}^{(0)}\right\|_{1} \leq 2 \theta, \mathbf{s}^{(1)}=\mathbf{s}^{(0)} ; \mathbf{A}\right) \\
&+P\left(\left\|\mathbf{s}^{(1)}-\mathbf{s}^{(0)}\right\|_{1} \leq 2 \theta, \mathbf{s}^{(1)} \neq \mathbf{s}^{(0)} ; \mathbf{A}\right) \\
&= P\left(\mathbf{s}^{(1)}=\mathbf{s}^{(0)} ; \mathbf{A}\right) \\
&+P\left(\left\|\mathbf{s}^{(1)}-\mathbf{s}^{(0)}\right\|_{1} \leq 2 \theta, \mathbf{s}^{(1)} \neq \mathbf{s}^{(0)} ; \mathbf{A}\right) \\
&= P\left(\mathbf{s}^{(1)}=\mathbf{s}^{(0)} ; \mathbf{A}\right) \\
&+P\left(\left\|\mathbf{s}^{(1)}-\mathbf{s}^{(0)}\right\|_{1} \leq 2 \theta ; \mathbf{A}, \mathbf{s}^{(1)} \neq \mathbf{s}^{(0)}\right) \\
& \times P\left(\mathbf{s}^{(1)} \neq \mathbf{s}^{(0)} ; \mathbf{A}\right) \\
& \leq P\left(\mathbf{s}^{(1)}=\mathbf{s}^{(0)} ; \mathbf{A}\right)+\beta_{0} \tag{37}
\end{align*}
$$

where the last inequality is based on (36) and that $P\left(\mathbf{s}^{(1)} \neq\right.$ $\left.\mathbf{s}^{(0)} ; \mathbf{A}\right) \leq 1$.

Third, obviously

$$
\begin{align*}
\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(0)}\right\|_{1} & =\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(1)}+\mathbf{s}^{(1)}-\mathbf{s}^{(0)}\right\|_{1} \\
& \geq\left\|\mathbf{s}^{(1)}-\mathbf{s}^{(0)}\right\|_{1}-\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(1)}\right\|_{1} \tag{38}
\end{align*}
$$

From (18) and (38), if $\left\|\mathbf{s}_{\boldsymbol{v}}^{(1)}-\mathbf{s}^{(0)}\right\|_{1}<\theta$, then $\| \mathbf{s}^{(1)}-$ $\mathbf{s}^{(0)} \|_{1} \leq 2 \theta$. Furthermore, considering (37), we have

$$
\begin{align*}
P\left(\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(0)}\right\|_{1} \leq \theta ; \mathbf{A}\right) & \leq P\left(\left\|\mathbf{s}^{(1)}-\mathbf{s}^{(0)}\right\|_{1} \leq 2 \theta ; \mathbf{A}\right) \\
& \leq P\left(\mathbf{s}^{(1)}=\mathbf{s}^{(0)} ; \mathbf{A}\right)+\beta_{0} \tag{39}
\end{align*}
$$

Fourth, if $\mathbf{s}^{(1)}=\mathbf{s}^{(0)}$, it follows from (18) that

$$
\begin{equation*}
\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(0)}\right\|_{1}=\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(1)}\right\|_{1}<\theta \tag{40}
\end{equation*}
$$

Thus

$$
\begin{align*}
P\left(\mathbf{s}^{(1)}=\mathbf{s}^{(0)} ; \mathbf{A}\right) & \leq P\left(\left\|\mathbf{s}_{v}^{(1)}-\mathbf{s}^{(0)}\right\|_{1}<\theta ; \mathbf{A}\right) \\
& \leq P\left(\mathbf{s}^{(1)}=\mathbf{s}^{(0)} ; \mathbf{A}\right)+\beta_{0} \tag{41}
\end{align*}
$$

where the second inequality is based on (39).
Considering that $\beta_{0}$ in (41) is small, we have (20), i.e., the two recoverability probability $P\left(\mathbf{s}^{(1)}=\mathbf{s}^{(0)} ; \mathbf{A}\right)$ and $P\left(\| \mathbf{s}_{v}^{(1)}-\right.$ $\left.\mathbf{s}^{(0)} \|_{1}<\theta ; \mathbf{A}\right)$ are close to each other.
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