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Abstract— This paper proposes a feature extraction method
for motor imagery brain–computer interface (BCI) using elec-
troencephalogram. We consider the primary neurophysiologic
phenomenon of motor imagery, termed event-related desynchro-
nization, and formulate the learning task for feature extraction as
maximizing the mutual information between the spatio-spectral
filtering parameters and the class labels. After introducing a
nonparametric estimate of mutual information, a gradient-based
learning algorithm is devised to efficiently optimize the spatial
filters in conjunction with a band-pass filter. The proposed
method is compared with two existing methods on real data:
a BCI Competition IV dataset as well as our data collected
from seven human subjects. The results indicate the superior
performance of the method for motor imagery classification,
as it produced higher classification accuracy with statistical
significance (≥95% confidence level) in most cases.

Index Terms— Brain–computer interface, motor imagery elec-
troencephalography, spatio-spectral filtering.

I. INTRODUCTION

THE necessity of developing high-performance brain–
computer interface (BCI) is rapidly growing alongside

advances in neural devices and demands from rehabilitation,
assistive technology, and beyond [1], [2]. Among the various
useful signals for electroencephalogram (EEG) based BCI
[3], motor imagery [4] is probably the most common one. It
refers to the imagination or mental rehearsal of a motor action
without any real motor output.

The primary phenomenon of motor imagery electroen-
cephalography (EEG) is event-related desynchronization
(ERD) [4], [5], which is the attenuation of the rhythmic
activity over the sensorimotor cortex in the µ (8–14 Hz)
and β (14–30 Hz) rhythms. ERD can be induced by both
imagined movements in healthy people or intended movements
in paralyzed patients [6]. Previous studies have demonstrated
that, based on ERD analysis, it is feasible to classify imagined
movements of left hand, right hand, feet, and tongue [4],
[7], [8]. A complementary phenomenon called Bereitschafts
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potential is a nonoscillatory characteristic of motor imagery
EEG, and can be also used for BCI [9]. This paper will focus
on the ERD.

For decoding different motor imaginations from EEG, the
essential task is to distinguish the respective ERD signals.
Neurologically, the spatial pattern of the ERD provides a clue.
For instance, movements of left hand/right hand are associated
with activities in the contralateral (right/left) motor cortex
areas [4].

However, localization of the ERD sources is impeded by the
EEG’s poor spatial specificity caused by volume conduction
and coherency [10], [11]. Furthermore, the ERD is sensitive
to artifacts cased by muscle activities or by visual cortex
activities, since their frequency ranges highly overlap while
the ERD signal is rather weak [12]. Besides, both the spatial
pattern and the particular rhythm vary among people, requiring
subject-specific learning [5].

Therefore, from a signal processing point of view, it is im-
portant to design a feature extraction mechanism that can learn
to capture effective spatial and spectral features associated
with the ERD, for each particular person. As a recent survey
[13] indicates, considerable efforts have been devoted to this
topic by the signal processing, machine learning, and artificial
neural networks communities.

Particularly, spatial filtering techniques are widely used to
extract discriminative spatial features of ERD in multichannel
EEG. Techniques such as independent component analysis
[14] and beam-forming [15] were introduced, while the most
commonly used technique thus far is the common spatial
pattern (CSP) [4], [16], [17]. As [18] shows, CSP can yield
significantly higher accuracy in motor imagery classification
than various independent component analysis methods.

CSP consists of a linear projection of time samples of
multichannel EEG onto a few vectors that correspond to
individual spatial filters. Mathematically, the projection matrix
is constructed by maximizing the separability, in terms of
the Rayleigh coefficient [17], between motor imagery EEG
classes. The coefficient is determined by the intraclass co-
variance matrices of EEG time samples, while its maxi-
mization can be readily solved by generalized eigenvalue
decomposition.

Usually, CSP works together with a subject-specific band-
pass filter to select the particular rhythm of the ERD. To
learn the band-pass filter and the spatial filters in a unified
framework, several extensions of CSP have been devised.
In [19], the authors embedded a first-order finite impulse
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response filter into CSP. In view of the limited capability of
first-order filters to choose frequency bands, a higher order
finite impulse response (FIR) filter was proposed in [20], while
a sophisticated regularization method was necessary to make
the solution robust. More recently, Wu et al. [21] proposed
an iterative learning method, in which an FIR filter and a
classifier were simultaneously parameterized and optimized in
the spectral domain, alternately with optimization of spatial
filters using CSP in the spectral domain.

More recently, another method called filter bank common
spatial pattern (FBCSP) [22] introduced a feature selection
algorithm to combine a filter bank framework with CSP. It
decomposed EEG data into an array of passbands, performed
CSP in each band, and selected a reduced set of features from
all the bands. An offline study [23] suggested its higher per-
formance over the above-mentioned iterative learning method.
Furthermore, its efficacy was demonstrated in the latest BCI
Competition [24], where it served as the basis of all the
winning algorithms in the EEG categories. FBCSP was further
improved in [25] by employing a robust maximum mutual
information criterion for feature selection. (Another method
[8] used the maximum mutual information principle but in
a different formulation to select spatial components from
independent component analysis).

However, learning optimum spatio-spectral filters is still an
open issue. Extensions of CSP often inherit its limitation in
exploring spatial patterns. Specifically, as shown in the Appen-
dix and in [26, Sec. 10.2], CSP is equivalent to minimizing
a classification error bound for two unimodal multivariate
Gaussian distributions only. As [13, p. R43] puts it, it can also
be sensitive to artifacts in the training data, as a single trial
contaminated with artifacts can unfortunately cause extreme
changes to the filters.

In this paper, we present an information-theoretic approach
to learning the spatio-spectral filters. Particularly, the ap-
proach constructs an optimum spatio-spectral filtering network
(OSSFN) that optimizes the filters by maximizing the mutual
information between the feature vectors and the correspond-
ing class labels. As mentioned earlier, the maximum mutual
information criterion was employed in [25] for feature se-
lection, where numerical optimization of spatial filters was
not considered. By contrast, this paper addresses the more
challenging and interesting issue of feature extraction, which
involves numerical optimization of spatial filters together with
selection of a band-pass filter.

Therefore, one of the major contributions of this paper
is the introduction of a nonparametric mutual information
estimate to formulate the objective for spatio-spectral feature
extraction. Importantly, based on this new formulation, we
devise a gradient-based method for optimization of spatial
filters jointly with a band-pass filter.

We conduct an experimental study to assess the proposed
method while comparing with existing methods including
CSP and FBCSP. The study collects motor imagery data from
seven human subjects in our lab. The publicly available BCI
Competition IV Dataset I is also used. The study performs
randomized cross-validation to assess the classification
accuracy with a linear support vector machine, and runs t-test

TABLE I

LIST OF SYMBOLS

Symbol Description
z(t) A block of raw nc-channel EEG signal; t ∈ [0 L]
x(t) Signal after spectral filtering using a bandpass filter h
y(t) Signal after spatial filtering
W ∈ R(nc×nl), spatial filtering matrix with spatial filter

vectors in columns
wl ∈ R(nc×1), the lth spatial filter vector in W

a;A A particular feature vector ∈ R(nl×1) for z(t); feature
vector variable symbol

ω;# A particular class label; class label variable symbol
p; P Probability density function and probability function of

a random variable
H Entropy of a random variable

I (A, #) Mutual information between A and #
na Number of samples (z(t)) in training data
nω Number of class-ω samples in training data

to verify the statistical significance of the results between
different methods.

The rest of this paper is organized as follows. Section II
describes the proposed method, and formulates the maximum
mutual information based learning problem. Section III derives
a numerical solution. Section IV describes the experimental
study and the results, followed by discussions in Section V.
Section VI finally concludes this paper.

II. OSSFN

For the convenience of readers, Table I describes a list of
essential mathematical symbols.

The architecture of the proposed filtering network OSSFN is
illustrated in Fig. 1. It learns and performs consecutive band-
pass filtering, spatial filtering, and log power integral to extract
discriminative features for motor imagery classification. The
input of the network is a time window of nc-channel EEG
waveforms z(t) (without loss of generality, we assume t ∈
[0 L] in the time window), and the output is a feature vector a
that represents the mean power of spatio-spectral components
of z(t). The procedure of transforming the EEG block of z(t)
into the feature vector a comprises the following steps.

1) Spectral filtering: A band-pass filter that extracts a
specific rhythmic activity of the ERD, it produces the
band-pass-filtered signal x.

2) Spatial filtering: A linear projection of z that transforms
x into a lower dimensional signal y

y(t) = WT x(t). (1)

Here, the superscript T denotes the transpose operator.
Each column in the transformation matrix W ∈ R(nc×nl )

determines one of the nl spatial filters. Therefore, each
element in y describes the activity of a particular spatial
component.

3) Log power integral: A process that computes ERD
features as the mean power of y in the time window

a = log
[

1
L

∫ L

0

[
y(t)

]2 dt
]

. (2)

Each of the element in a represents the mean band power
of a particular spatial component in W.
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Fig. 1. Diagram of the proposed network for extracting motor imagery EEG features. A motor imagery EEG block, in the form of time-windowed
multivariate waveforms x(t), is processed firstly by a spectral (band-pass) filter to pick up subject-specific responsive rhythm activity, and subsequently by a
linear transformation (in the form of spatial filters) and log power integration. The output feature vector describes the mean power of particular spatio-spectral
components associated with motor imagery. The network takes a maximum mutual information approach to optimizing the spectral filter and the spatial filters.

The logarithm operation has been widely used since the
introduction of CSP in [16], which describes its purpose
as “to approximate normal distribution of the data.” We
would like to note that another positive effect of the
logarithm operation is the reduced dynamic range, which
facilitates the subsequent processing, e.g., by a classifier.
In addition, extreme feature values (suspects of artifacts)
in some EEG blocks can be largely reduced before the
corrupted information (such as intraclass variance) is fed
into the learning machine. Our BCI experience suggests
that the logarithm operation can improve classification
accuracy.

This paper introduces mutual information [27] to formulate
the objective function for the learning machine. Consider the
mutual information between the feature vector variable A and
the class label variable #

I (A,#) = H (#) − H (#|A)

= H (A) − H (A|#)

= H (A) −
∑

ω∈#

H (A|ω)P(ω) (3)

where H (#) (or H (A)) is the entropy of the class label (or
the feature vector). ω is a particular class label (e.g., ω = 1
or ω = 2 represents left- or right-hand motor imagination).
H (A|#) is the conditional entropy of the obtained feature
vector for a particular class. H (#|A) is then the conditional
entropy of the class label given the obtained feature vector.

Now we define the objective function for learning. Since the
feature vector a is determined by the band-pass filter h and the
spatial filters W, the objective is to maximize I (A,#) with
respect to h and W

{hopt , Wopt } = max
{h,W}

I (A,#). (4)

Let us discuss the relevance of mutual information to
objective function for discriminative learning. The mutual
information I (A,#) is the reduction of uncertainty by the
feature vector [27], the entropy H (#) is the uncertainty
about class label, while after observing the feature vector, the
uncertainty reduces to the conditional entropy H (#|A).

An earlier paper [28] has connected the maximum mu-
tual information criterion to minimum Bayes error via lower
and upper bounds. A recent paper [29] further studied the
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relationship between maximum mutual information and other
criteria for feature extraction, though in the context of linear
feature extraction rather than in the present nonlinear con-
text (see the processing steps above). Importantly, that paper
concludes that maximum mutual information is Bayesian
optimum under more general conditions than others. Coin-
cidently, recent years have seen attempts [30], [31] to address
linear feature extraction problems through using the maximum
mutual information principle.

III. LEARNING ALGORITHM

The technical challenge to achieve the objective in (4)
primarily lies in the fact that the objective function (mutual
information) is a function of probability density functionals
and cannot be expressed in explicit form generally. To address
this problem, we propose a learning method below that first
introduces a mutual information estimation method and then
derives a gradient-based optimization algorithm.

A. Mutual Information Estimate

Since the mutual information in (3) is dependent on the
entropies, we approximate it by first estimating the entropies.

The entropy of the feature vector variable and the condi-
tional entropy are, respectively, given by

H (A) = −
∫

a
p(a)log (p(a)) da (5)

and
H (A|ω) = −

∫

a
p(a|ω)log [p(a|ω)] da. (6)

The entropy A can be viewed as an expectation of the
function log(p(a)) [32, Sec. 5]. Suppose a set of na empirical
samples of feature vector a is available: ai , i = 1, . . . , na . The
entropy can be estimated by

H (A) = −E[log(p(a))]

∼= − 1
na

na∑

i=1

log(p(ai )). (7)

Similarly

H (A|ω) = −E[log(p(a|ω))]
∼= − 1

nω

∑

ai∈ω

log(p(ai)). (8)

The underlying probability density function can also be
estimated from the samples using kernel density estimation
[33]

p̂(a) = 1
na

na∑

i=1

ϕ(a − ai ). (9)

Using Gaussian for the kernel function ϕ, the Gaussian
kernel density estimation is well known for its capability
for general data analysis [33], [34]. A multivariate Gaussian
function is given by

ϕ(r) = (2π)−
nl
2 |ψ|− 1

2 e
(
− 1

2 rT ψ−1r
)

(10)

where r denotes the term a − ai , ψ usually takes a diagonal
matrix form called the bandwidth matrix. The diagonal ele-
ments in the bandwidth matrix determine the smoothness of
the kernel.

We choose the following bandwidth for the kernel:

ψk,k = ζ

na − 1

na∑

i=1

(aik − āk)
2 (11)

where āk is the empirical mean of {aik}, i.e., the kth element in
the feature vector samples. We use the normal optimal smooth-
ing strategy [34] to set the coefficient, i.e., ζ = (4/3na)

0.1.
By introducing (9) into (7), the entropy H (A) is approxi-

mated by

H (A) ∼= Ĥ(A) = − 1
na

na∑

i=1

log





1

na

na∑

j=1

ϕ(ai − a j )




 . (12)

The conditional intraclass entropy Ĥ(A|ω) is estimated
similarly.

We replace the entropies in (3) by the estimates Ĥ(A) and
Ĥ(A|ω). This results in a sample-based estimate of mutual
information. The full expression of the estimate is omitted
since it is straightforward from the above.

B. Subspace Gradient Descent Learning

In this section, we derive a numerical solution to maximiz-
ing the mutual information estimate with respect to spatial
filters in W in conjunction with a band-pass filter.

For simultaneous optimization of all the spatial filter vectors
in W, we consider a joint vector by concatenating all the
spatial filters

ŵ =
[
wT

1 . . . wT
l . . . wT

nl

]T
. (13)

As described earlier, the mutual information I (A,#) is
estimated from all the feature vector samples {ai}. Since each
of the samples in turn is a function of ŵ, we have

∂ I (A,#)

∂ŵ
=

na∑

i=1

∂ I (A,#)

∂ai

∂ai

∂ŵ
. (14)

The partial derivative ∂ I (A,#)/∂ai can be computed by
differentiating (3) to give

∂ I (A,#)

∂ai
= ∂ H (A)

∂ai
− P(ω)

∂ H (A|ω)

∂ai
(15)

where ω is the class label of the sample ai .
To compute ∂ I/∂ai , the partial derivatives ∂ H (A)/∂ai

and ∂ H (A|ω)/∂ai are required. To compute ∂ H (A)/∂ai ,
differentiate (12) with respect to ai , which gives

∂ H (A)

∂ai
= − 1

na

na∑

j=1

β j
1

na

na∑

k=1

∂ϕ[a j − ak]
∂ai

(16)

where

β j =
{

1
na

na∑

k=1

ϕ[a j − ak]
}−1

(17)
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and
∂ϕ(a j − ak)

∂ai
=






−ϕ(ai − ak)ψ−1(ai − ak), if i = j
−ϕ(ai − a j )ψ−1(ai − a j ), if i = k
0, otherwise

(18)

the computation of the partial derivative ∂ H (A|ω)/∂ai is
performed similarly.

To compute the partial derivative ∂ai/∂ŵ, we first consider
a particular element, say, the lth element ail in ai . From (13),
the partial derivative of this element with respect to wl is

∂ail

∂wl
=

∂ log
[

1
L

∫ L
0

[
wT

l xi (t)
]2 dt

]

∂wl

= 1
eail

·
∂

{
wT

l

[
1
L

∫ L
0 xi(t)xT

i (t)dt
]

wl

}

∂wl

= 2
Leail

wT
l Rxi (19)

where xi (t) denotes the EEG sequence in the i th trial, and

Rxi =
∫ L

0
xi (t)xT

i (t)dt . (20)

Since ai j is dependent on wl only

∂ai j

∂wl
= 0 if j %= l (21)

the partial derivative of a with respect to ŵ is thus
∂ai

∂ŵ
=




2
Leai1 wT

1 Rxi 0 · · · 0
0 2

Leai2 wT
2 Rxi 0

...
...

. . .
...

0 0 · · · 2
Le

ainl
wT

nl
Rxi




.

(22)

Now we can compute the gradient by introducing the above
equation to (14).

However, a practical issue arises for multichannel EEG and
multiple spatial filters. Consider an example in which EEG
has nc = 59 channels and W contains nl = 2 filters. The
number of free parameters would be 2 × 59 = 118. Gradient-
based optimization in this high-dimensional space would be
difficult.

To address this issue, we propose a subspace optimization
approach in below.

Consider a nu-dimensional (nu & nc) subspace U, linearly
spanned by the nc-dimensional column vectors as bases in a
matrix U ∈ R(nc×nu )

U =
[
u1, u2, . . . , uk, . . . , unu

]
(23)

where uk denotes the kth basis vector.
A spatial filter vector wl in the subspace can be expressed

by

wl =
nu∑

k=1

blkuk = Ubl (24)

where bl is a coefficient vector that determines wl

bl =
[
b1, b2, . . . , bnu

]
. (25)

Hence, bl is the low-dimensional representation of the
spatial filter wl .

In the subspace U, simultaneous optimization of the spa-
tial filters is equivalent to simultaneous optimization of the
concatenated coefficient vectors

b̂ =
[
bT

1 bT
2 . . . bT

nl

]T
. (26)

Now consider the partial derivatives of I (A,#) with respect
to b̂

∂ I (A,#)

∂ b̂
=

na∑

i=1

∂ I
∂ai

∂a

∂ b̂
. (27)

Substitution of (24) into (2) gives

ail = log
[

1
L

∫ L

0

[
(Ubl)

T xi (t)
]2

dt
]

. (28)

Similar to (19), differentiating (28) gives

∂ail

∂bl
=

∂ log
[

1
L

∫ L
0

[
(Ubl)

T xi (t)
]2

dt
]

∂bl

= 1
eakl

·
∂

{
(Ubl)

T
[

1
L

∫ L
0 xi (t)xi (t)T dt

]
(Ubl)

}

∂bkl

= 2
Leakl

(Ubl)
T Rxi U. (29)

Therefore

∂ai

∂ b̂
=





2(Ub1)
T

Leai1 Rxi U · · · 0

0 2(Ub2)
T

Leai2 Rxi U 0
...

. . .
...

0 · · · 2
(
Ubnl

)T

Leainu
Rxi U




. (30)

Now, introducing the above equation to ∂ I (A,#)/∂ b̂ (ex-
pressed in a similar form as (14) by substituting b̂ for ŵ), we
can compute the gradient of the mutual information estimate
with respect to b̂ of low dimensionality. This effectively
reduces the number of free parameters for learning. In the
earlier example, the number of free parameters will reduce
from 118 to 8 in a nu = 4-D subspace.

How to optimally construct the subspace U is, however,
beyond the scope of this paper. Tentatively, we simply use
spatial filters by CSP (band-pass filter selected by FBCSP)
as the subspace bases. We would like to stress that the
proposed optimization procedure, as a general approach, is
neither tailored nor dedicated to the CSP or FBCSP subspace.
We expect that more effective subspace construction methods
will be devised.

As mentioned earlier, the subject-specific sensorimotor
rhythm of the ERD must be selected for effective extraction of
spatial patterns associated with the ERD. To this end, we need
to maximize the mutual information estimate with respect to
spatial filters in conjunction with a band-pass filter. Inspired by
previous works [22], [35] that choose the optimum band-pass
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filter from an array of filter banks, we propose a joint spatio-
spectral filter learning algorithm below (Fig. 2) in a filter bank
framework. Briefly, the algorithm first decomposes the EEG
data into an array of frequency bands that cover the range of
possible ERD rhythm, performs spatial filter optimization in
each band, and then selects the band with maximum mutual
information estimate.

IV. EXPERIMENTS AND RESULTS

This section reports an offline analysis of the proposed
method for extracting the ERD features.

A. Materials: Motor Imagery EEG Datasets

1) BCI Competition IV Dataset I: The dataset [24]
consists of both human and artificially generated motor
imagery data. We consider human EEG data only, which
were collected from four healthy subjects using the EEG
amplifier of BrainAmp MR plus with 59 channels sam-
pled at 1000 Hz. Each subject participated in two data
collection sessions with different protocols as described
below.
In the calibration session, a visual cue was displayed
on a computer screen to the subjects who then started
to perform motor imagery tasks according to the cue.
The cue represented specific motor imagery tasks: each
subject chose two classes of motor imagery tasks from
left hand, right hand, or foot. Specifically, subject “a”
chose {left, foot}, “b” chose {left, right}, “f” chose {left,
foot}, “g” chose {left, right}. Each subject performed a
total of 200 motor imagery tasks (balanced between the
two tasks) each in the [0 4]-s window after the cue.
Consecutive motor imagery tasks were interleaved with
a 4-s break.
In the evaluation session, the subjects followed the soft
voice commands from an instructor to perform motor
imagery tasks of varying length between 1.5 and 8 s.
Consecutive tasks were also interleaved with a varying
length interval from 1.5 to 8 s. This session was meant
for offline validation of motor imagery classification
algorithms for self-paced BCI (see [36]).
Our study uses the down-sampled data (provided by
the organizer) at 10-Hz sampling rate, with all the 59
channels employed for spatio-spectral feature extraction.
The 59 channels are AF3, AF4, F5, F3, F1, Fz, F2, F4,
F6, FC5, FC3, FC1, FCz, FC2, FC4, FC6, CFC7, CFC5,
CFC3, CFC1, CFC2, CFC4, CFC6, CFC8, T7, C5, C3,
C1, Cz, C2, C4, C6, T8, CCP7, CCP5, CCP3, CCP1,
CCP2, CCP4, CCP6, CCP8, CP5, CP3, CP1, CPz, CP2,
CP4, CP6, P5, P3, P1, Pz, P2, P4, P6, PO1, PO2, O1,
and O2.

2) Our Motor Imagery Data Set: The data were recorded
in our laboratory from seven healthy male subjects. Each
subject performed 160 tasks of motor imagery (including
80 left-hand and 80 right-hand tasks). Similar to the
calibration session of the BCI Competition dataset, the
data collection procedure used visual cues to prompt the
subjects to perform motor imagery tasks for 4 s each.

Consecutive motor imagery tasks were interleaved with a
6-s break. The EEG data were recorded using a NuAmps
amplifier with 25 channels sampled at 250 Hz. The 25
channels, including F7, F3, Fz, F4, F8, FT7, FC3, FCz,
FC4, FT8, T7, C3, Cz, C4, T8, TP7, CP3, CPz, CP4,
TP8, P7, P3, Pz, P4, and P8, cover the full scalp. The
data collection and study was approved by the National
University of Singapore Institutional Review Board with
reference code 08-036.

Given the considerable difference in data collection setup
in terms of EEG amplifiers and motor imagery task protocols,
effective unification of the two datasets is difficult. Instead,
this paper validates the proposed method on the two datasets
separately. Furthermore, this allows validation of the proposed
method in two different conditions (or effectively three condi-
tions, since the calibration session and the evaluation session in
the BCI Competition data were of different protocols), which
is an important consideration for studying generalization
performance.

B. Selection of Hyperparameters

The following describes how we set the hyperparameters
for feature extraction and classification.

First, selection of a time interval in the motor imagery
tasks is almost a common practice in learning motor imagery
EEG. This paper selects the time interval [1 4] s after the
cue. The first 1-s period after the cue is excluded since it
contains the spontaneous responses (evoked potentials) to the
cue stimulus [37, Sec. V]. As the BCI Competition evaluation
set has varying duration of motor imagery tasks, we consider
the same time interval and remove those motor imagery tasks
of less than 4 s long. Consequently, the number of remaining
motor imagery tasks in the evaluation data ranges from 111
to 126 in the four subjects.

Second, the filter banks (an array of band-pass filters) are
constructed to continuously cover a wide frequency range.
Specifically, a total of eight Chebyshev Type II filters (though
other type of filters can also be used instead) are built with
center frequencies spanning from 8 to 32 Hz at a constant
interval in the logarithm domain. Consequently, the center
frequencies are respectively 8, 9.75, 11.89, 14.49, 17.67,
21.53, 26.25, and 32 Hz. All the filters all have a uniform
Q-factor (bandwidth-to-center frequency) of 0.33 as well as
an order of 4. The filter banks process each of the EEG
blocks separately after they are extracted from the selected
time interval mentioned above.

The number of spatial filters to be constructed is also an
important hyperparameter. This paper considers the learning
of two spatial filters only, corresponding to a transformation
matrix W (1) of two column vectors. Consequently, the feature
vector is a bivariate.

C. Mutual Information Surface and Selected Spatial Patterns

Here we use the calibration data from the BCI Competition
dataset to investigate the surface of the mutual information
versus spatial filters. We visualize the mutual information
estimate in a low-dimensional space U (see Section III-B),
in which each point defines a particular spatial filter. As more
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Input:Training EEG data that comprises N sample blocks of {z(t)}, each block has a specific class label;
Output:The filtering network as depicted in Fig.1, with optimum parameters for spatial filters and the selection of the
optimum band-pass filter;
Step 1: Construct an array of ns band-pass filters that covers the EEG rhythms of motor imagery, then filter {z(t)} to yield
{x m (t)} for m = 1, . . . , ns;
Step 2: For each band-pass filter’s output {xm(t)}:

1) Construct a discriminative spatial filter subspace:
a) Compute the empirical covariance matrices of the two classes: !x0 and !x1;
b) Compute the eigenvectors and eigenvalues of !x0 !x0  (refer to equation(37)); 
c) Select nu eigenvectors that correspond to the largest and smallest eigenvalues λ, sort the eigenvectors from large

to small eigenvalues, use these eigenvectors as the bases U for the low dimensional subspace for parameterization
of spatial filters;

2) Set the initial parameters of the spatial filters b1
0 = [1, 0, . . . , 0], b2

0 = [0,. . . , 0, 1], b3
0 = [0, 1, 0, . . . , 0], and so on.  This 

setting effectively chooses the top and bottom spatial filters generated by CSP or FBCSP.
3) Set iteration count k = 0, repeat the following steps until convergence whereby the criterion is defined as the change of

the mutual information estimate being smaller than a small threshold ζ:
a) Compute the spatial filters W using bIter inequation(24):
b) 
c) Compute the gradient $b̂ = ∂I

∂ b̂
using equation (27);

d) Perform a linear search with a stepfactor s, alternately selected from the range [−1 1] with an interval of 0.01:
i) Set

b̂ (s) = b̂k + s
$b̂

‖$b̂‖2

1
2

(31)

where ‖.‖2 represents the l−2 norm of the gradient vector.
ii) Compute the mutual information estimate I (s) with the spatial filters defined by b̂ (s);

e) Update the parameter vectors for spatial filters using the optimum update step sopt = argmaxs I(s)
f) Update the mutual information Ik = I(sopt) and ˆbk = b̂(sopt);
g) Compute the change in mutual information by δ = Ik − Ik−1 (Ik−1 = I(s = 0) ifunassigned); if δ < ζ or the

iteration count k is larger than a preset number, continue to next step; otherwise go back to step a);
h) Set the optimum spatial filters for the frequency bandas Wm = U b̂k , and set the corresponding mutual information

Im = I k;
Step 3:Select the optimum frequency band mopt by mopt = argminm  Im, and finally set the spectral filter to be the mopt

band-pass filter, and the spatial filter to be Wmopt.

W = Ub̂k where b̂k = [b1
k, b2

k, . . . , bk
nl
],

−1

Use W to update the feature vector according to equations (1) and (2);

Fig. 2. Learning algorithm for the spatio-spectral filtering network.

than 2-D surfaces would be difficult to visualize, we consider
a 2-D subspace spanned by the first pair (i.e., the top and the
bottom) of CSP filters from the frequency band selected by
FBCSP [22].

Fig. 3 uses color image presentations to illustrate the result
for each of the four subjects in the BCI Competition data.
Each pixel represents a spatial filter, while the value of the
corresponding mutual information estimate is denoted by the
color. In three of the subjects, including “a,” “b,” and “g,”
a peak mutual information estimate appears near the point
[0 1], which represents the bottom spatial filter from FBCSP.
However, in “f,” there is no such peak found near [0 1].
Instead, a peak is prominent near the point [1 0], which
corresponds to the top filter from FBCSP. Hence, we use the
top filter for the FBCSP mark in “f,” while using the bottom
one in the others.

The result suggests favorable conditions for the proposed
method. First, the surface is smooth that facilitates gradient-
based optimization. Second, target peaks on the mutual in-
formation surface often have an FBCSP filter in the vicinity,
which validates the use of FBCSP spatial filters for optimiza-
tion initialization.

Furthermore, Fig. 4 shows the top three spatial patterns
(each with a particular frequency band) which together maxi-
mize the mutual information measure for each of the subjects
in the competition dataset. The patterns are consistent with
neurophysiological principles on motor imagery except for
subject “b.” For example, the spatial patterns for subject “g”
show that the two most discriminative patterns correspond
to EEG sources that originate from the motor cortex of the
right and left hemisphere. Furthermore, the frequency bands
of the selected spatial patterns are mostly from the Beta rhythm
except for the second spatial pattern of subject “a.”

D. Classification Results

This paper compares the proposed method in comparison
with CSP and FBCSP, using five rounds of fivefold cross-
validation study. FBCSP shares the same band-pass filter array
as described in Section IV-B. Literally, it is the proposed
method before optimization. Thus, it selects only one fre-
quency band and two spatial filters. CSP is implemented by
following [16] and using a [8 30]-Hz Chebyshev Type II
band-pass filter. The top and the bottom filters by CSP are
selected.
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Fig. 3. Surface of mutual information estimate over a bivariate b (see 24), i.e., the coefficient vector that defines a spatial filter. Notes: see Section IV-C for
details; the four graphs are for each of the four subjects in the BCI Competition IV Dataset I. The axes b1 and b2 denote the first and the second elements
of the coefficient vector b in (24) that defines a spatial filter. The value of mutual information estimate is indicated by the color according to the overhead
color bar. See Section. III-B for the description of parameterization of spatial filters in the subspace of spatial filters. Here the subspace is spanned by two
spatial filters by FBCSP. Therefore, e.g., the point [1 0] represents to the first spatial filter by FBCSP. The previous FBCSP filter and the local optimum filter
are annotated, respectively, by a square and a circle in each graph.
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Fig. 4. Spatial patterns of motor imagery EEG. In each column, the two spatial features selected according to maximal mutual information between classes,
are plotted in the form of spatial patterns (see [16]). The positions of the electrodes are superimposed as black dots. The view of the spatial pattern is from
the top whereby the nose is facing upward. The motor imagery class and the frequency band of the feature are also given above each plot.
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TABLE II

CLASSIFICATION ACCURACY (MEAN AND SD) IN BCI COMPETITION IV DATASET I

Sub Train–Test Feature extraction method p-value
CSP FBCSP OSSFN OSSFN=CSP OSSFN=FBCSP

a Calib. 67.1(11.4) 66.5(13.3) 89.8(9.0) <0.01 <0.01
Calib.–Eval. 65.9(4.7) 79.2(7.2) 93.6(3.4) <0.01 <0.01

b Calib. 76.6(10.6) 87.3(5.5) 86.8(5.6) <0.01 0.31
Calib.–Eval. 66.2(8.3) 90.5(0.9) 90.8(0.9) <0.01 0.07

f Calib. 65.3(10.7) 87.2(14.4) 93.0(4.7) <0.01 0.05
Calib.–Eval. 60.8(5.3) 92.4(7.6) 96.0(0.8) <0.01 0.03

g Calib. 74.6(6.9) 82.5(9.8) 92.4(3.9) <0.01 <0.01
Calib.–Eval. 68.2(1.3) 84.4(7.0) 95.3(0.9) <0.01 <0.01

Notes: the first column denotes the subjects; the second column denotes two types of
cross-validation study (see Section IV-D): “Calib.” stands for five rounds of fivefold cross-
validation test in the calibration session of the data; “Calib.–Eval.” stands for the test
that uses the evaluation session to assess the generalization performance of the models
built in “Calib.” The two columns to the right side summarize the statistical significance
test (paired t-test) results, and the p-values represent the probabilities of null hypotheses:
the proposed method produces the same mean accuracy as CSP (OSSFN = CSP), and it
produces the same mean as FBCSP (OSSFN = FBCSP). The p-value is in BOLD style
if ≤0.05, meaning that the null hypotheses is rejected at >95% confidence level.

TABLE III

CLASSIFICATION ACCURACY (MEAN AND SD) IN OUR DATASET

Sub Feature extraction methods p-Value
CSP FBCSP OSSFN OSSFN = CSP OSSFN = FBCSP

1 82.0(9.8) 86.7(5.2) 87.7(5.5) <0.01 0.25
2 84.7(10.9) 88.4(5.6) 90.7(5.1) 0.01 <0.01
3 70.6(10.9) 79.1(7.0) 80.0(7.2) <0.01 0.57
4 87.3(5.4) 87.6(4.9) 89.8(5.5) 0.02 0.05
5 64.0(11.5) 68.2(6.8) 67.8(8.2) 0.20 0.85
6 63.1(13.2) 66.2(7.4) 71.1(7.2) <0.01 <0.01
7 78.1(7.5) 86.0(5.7) 89.3(7.2) <0.01 <0.01

Note: Refer to the notes under Table II or Section IV-D for explanation.

The cross-validation technique assesses how the results
generated by the methods will generalize to an independent
dataset. Each round of the fivefold cross-validation involves
partitioning a sample of data into five subsets, alternately per-
forming the learning on one subset (called the training set) and
validating the learned model on the others (aggregated as the
test set). Five rounds of cross-validation are performed using
different partitions of data in order to reduce variability. The
partitions are randomly generated using the cross-validation
function “crossvalind” in the MATLAB Bioinformatics
toolbox.

The cross-validation study creates a total of 25 pairs of
training and testing tasks. Depending on the size of the total
data for each subject, the number of EEG blocks is 160 (or
128) in each training set and 40 (or 32) in each test set for
the BCI Competition data (or our data). To ensure a valid
comparison between different methods, they all use the same
data partitions in cross-validation.

Particularly on the BCI Competition dataset, a special cross-
validation is performed to evaluate the method’s generalization
performance. It begins with the cross-validation on the cali-
bration set. Then the trained models are applied to both the

cross-validation test set (part of the calibration set) and the
whole evaluation set.

A classifier is used to assess the performance of the
feature extraction methods for classifying motor imagery
classes. The classifier learns and predicts the class la-
bels from the features generated by CSP, FBCSP, and
the proposed method, respectively. The accuracy rate is
taken as the performance measure. For the classifier, we
consider the linear support vector machine (SVM), since
it is widely used in the field. Particularly, we use the
default implementation in the library of support vec-
tor machine toolbox [38] (tuning of the regularization
parameter in SVM is not performed according to our
experience).

Tables II and III summarize the result. In a total of 15 cases
(each case is a particular subject session), the proposed method
significantly outperformed (at 95% confidence level) CSP in
14 cases or FBCSP in 10 cases. Compared to FBCSP, the
largest boost in classification accuracy was in subject “a,” with
the mean accuracy rate increased from 66.5% to 89.9% in the
calibration test and from 79.2% to 93.6% in the calibration–
evaluation test.
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V. DISCUSSION

The experimental results have demonstrated the efficacy
of the proposed approach. Compared with the state-of-the-art
FBCSP, the proposed method produced higher classification
accuracy, in 10 cases with statistical significance, in 3 cases
without statistical significance. Furthermore, it did not deteri-
orate classification accuracy with statistical significance in the
remaining two cases.

Moreover, for the proposed method the classification ac-
curacy in the calibration session and that in the calibration–
evaluation test (calibration models applied to evaluation data)
are similar. For example, the method yielded a mean classifica-
tion accuracy of 89.9% for subject “a” in the cross-validation
in the calibration data. The sample models applied to the
evaluation set yielded a mean accuracy of 93.6%, which was
even slightly higher. The slightly better performance in the
evaluation set is interesting, and calls for future studies.

CSP was initially designed for two-class paradigms only [8].
Extensions to multiclass paradigms have been suggested, but
are based on heuristics. In comparison, the mutual information
formulation for learning naturally deals with multiclass prob-
lems. Hence, further work may look into the use of the present
method for multiclass motor imagery classification. However,
we need to note that it will be a challenge to construct effective
subspace for low-dimensional representation of spatial filters
in the multiclass contexts.

Besides, there is a connection between the current optimiza-
tion procedure and FBCSP. The spatial filter learning algorithm
runs in a low-dimensional representation subspace, instead of
original space for multichannel EEG, in order to ease the
optimization problem. In the subspace, any spatial filter can
be expressed as a combination of the subspace bases, and
tentatively we use FBCSP to form the bases. Nevertheless, the
optimization procedure, as a general approach, is neither tai-
lored nor dedicated to FBCSP-created subspaces. This means
that one may devise more effective subspace construction
methods and run the optimization procedure there, and expect
improved performance.

There is a growing awareness of the importance of self-
paced BCI that allows the user to operate BCI at any time
at will, thus providing more natural and potentially faster
interactions [39]. This paper, on the other hand, used a
cue-based classification scheme to examine the efficacy of
the optimum spatio-spectral filtering method. Nevertheless,
subject-specific motor imagery models, learned through cue-
based calibration, are still necessary in initialization of self-
paced BCI systems [36], [40], [41] for each user. Thus, it is
interesting to investigate the proposed method for self-paced
BCI in future studies.

VI. CONCLUSION

In this paper, we have considered extracting spatio-spectral
features of the ERD for motor imagery classification. We
formulated the learning of optimum spatio-spectral filters as
a maximum mutual information problem. We proposed a
gradient-based optimization approach to solve the problem.
To make the solution robust and efficient, we developed a

subspace spatial filtering learning approach in which spatial
filters were parameterized by lower dimensional vectors. The
experimental results attest to the efficacy of the proposed
method. Compared to CSP and FBCSP, the method produced
significantly higher classification accuracy in most cases and
it did not deteriorate classification accuracy with statistical
significance in the rest few cases. We expect that more
effective subspace construction methods will be devised to
further improve the performance and extend the methods for
multiclass motor imagery classification.
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APPENDIX A
RELATIONSHIP OF OSSFN WITH CSP AND FBCSP

This section briefly reviews the CSP and the FBCSP al-
gorithms and then discusses their relations to the proposed
OSSFN.

1) CSP: CSP computes features whose variances are op-
timum for discriminating two classes of EEG measurements
[16]. The method is based on simultaneous diagonalization
of two covariance matrices of each class. In summary, the
spatially filtered signal y(t) of a single-trial EEG x(t) is
given in (1), where WT is the CSP projection matrix. The
spatial filtered signal y(t) maximizes the differences in the
variance of the two classes of EEG by solving the eigenvalue
decomposition problem [17]

)x0W = *)x1W (32)

where )x0 (or )x1) is the covariance matrix of the band-pass
filtered EEG of motor imagery class 0 (or 1), and * is the
diagonal matrix that contains the eigenvalues of W.

Refer to [26, Sec. 10.2]. From a pattern classification per-
spective, CSP is equivalent to optimum linear transformation
which minimizes the Bhattacharyya bound for two zero-mean
unimodal Gaussian classes of EEG time samples. Below is a
brief explanation.

The Bhattacharyya bound refers to an upper bound of
Bayesian classification error given as

εB(x) =
√

P(ω0)P(ω1)

∫ √
p(x|ω0)p(x|ω1)dx (33)

where p(x|ω0) and p(x|ω1) are the conditional probability
density functions for the multichannel EEG x of the two
classes ω0 and ω1.

After transforming x linearly into y using W, the Bhat-
tacharyya bound becomes

εB(y) =
√

P(ω0)P(ω1)

∫ √
p(y|ω0)p(y|ω1)dy. (34)

If the conditional density functions are both zero-mean
Gaussians with covariance matrix )x0 and )x1, maximizing
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the Bhattacharyya bound is equivalent to solving the dual
problem [26, Sec. 10.2, eqs. (10.42) and (10.43)]

(
)−1

x1
)x0

)
W = W

(
)−1

y1
)y0

)
(35)

(
)−1

x0
)x1

)
W = W

(
)−1

y0
)y1

)
(36)

where )y0 = WT )x0W and )y1 = WT )x1W are the
covariance matrix of y in class ω0 and ω1. Note that in
the implementation of [16], the covariance matrix was com-
puted as the mean of trial-based covariance matrices after
normalization (dividing each of the covariance matrices by its
trace).

A solution to the above two equations exists for W being the
eigenvectors of both )−1

x1
)x0 and )−1

x0
)x1 . Since these two

matrices are related by )−1
x1

)x0 = ()−1
x0

)x1)
−1, they share

the same eigenvector matrix and the solution is given by

)x0W = *)x1W (37)

where * is the diagonal matrix of eigenvalues. The eigenvec-
tors thus obtained are exactly the same as the ones obtained
using CSP. Besides, as [26] puts it, the minimization of the
Bhattacharyya bound is associated with the maximization of
the following measure

J =
n∑

i=1

log
(

λi + 1
λi

+ 2
)

. (38)

Therefore, in order to minimize the Bhattacharyya bound,
the eigenvectors corresponding to the largest (λi + 1

λi
+ 2)

terms are to be selected.
2) FBCSP algorithm: The FBCSP [22] processes input

EEG with an array of band pass filters, and applies CSP to the
EEG data after each band-pass filtering. It then concatenates
the extracted CSP features from each filter band to form
a joint feature vector. The FBCSP algorithm then selects
from the joint feature vector a discriminative set of features,
by employing a mutual information-based feature selection
algorithm.

Therefore, we can summarize the relationship between
OSSFN with CSP and FBCSP as below.

1) Spatial filtering: CSP and FBCSP produce optimum
linear transformation for EEG samples of unimodal
Gaussians, on the other hand, OSSFN employs a sample-
based nonparametric mutual information estimate as
the objective function, and can explore complex data
structures.

2) Spectral filtering: CSP itself does not address selection
of band-pass filter, FBCSP selects pairs of spatial fea-
tures produced by CSP from each band-pass filter in a
filter bank, where the selection is performed to maximize
a mutual information estimate. OSSFN selects the opti-
mum band-pass filter in conjunction with optimization
of spatial filters in each band-pass filter, resulting in
optimum spatio-spectral features for trial-by-trial EEG
classification.
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