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EEG-Based Strategies to Detect Motor Imagery
for Control and Rehabilitation

Kai Keng Ang, Senior Member, IEEE, and Cuntai Guan, Senior Member, IEEE

Abstract— Advances in brain–computer interface (BCI)
technology have facilitated the detection of Motor
Imagery (MI) from electroencephalography (EEG). First,
we present three strategies of using BCI to detect MI
from EEG: operant conditioning that employed a fixed
model, machine learning that employed a subject-specific
model computed from calibration, and adaptive strategy
that continuously compute the subject-specific model.
Second, we review prevailing works that employed the
operant conditioning and machine learning strategies.
Third, we present our past work on six stroke patients who
underwent a BCI rehabilitation clinical trial with averaged
accuracies of 79.8% during calibration and 69.5% across
18 online feedback sessions. Finally, we perform an offline
study in this paper on our work employing the adaptive
strategy. The results yielded significant improvements
of 12% (p < 0.001) and 9% (p < 0.001) using all the data and
using limited preceding data respectively in the feedback
accuracies. The results showed an increase in the amount
of training data yielded improvements. Nevertheless,
results of using limited preceding data showed a larger
part of the improvement was due to the adaptive strategy
and changing subject-specific models did not deteriorate
the accuracies. Hence the adaptive strategy is effective in
addressing the non-stationarity between calibration and
feedback sessions.

Index Terms— Adaptive, brain–computer interface (BCI),
electroenceptography (EEG), machine learning, motor
imagery (MI), operant conditioning, stroke rehabilitation.

I. INTRODUCTION

MOTOR imagery (MI), the mental process of imagining
movements without physical movement [1], is useful

to healthy people for learning new motor skills in sports [2]
and also useful to paralyzed people for motor recovery in
rehabilitation [3]. The rationale of performing MI arises from
activation of brain regions in the sensorimotor network similar
to that of physical movement [4]. Hence patients who have
difficulty in performing physical movement during rehabilita-
tion can perform MI to activate the partially damaged motor
networks towards motor recovery [5]. However, the integration
of MI in rehabilitation yielded mitigated results because while
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motor execution is observable, MI cannot be observed for
compliance. Hence MI is practiced in rehabilitation using a
wide variety of methods, such as the use of audiotapes or
one-to-one guidance by a therapist [6].

Recent advances in brain signals processing and comput-
ing capabilities have enabled the use of brain signals for
communication [7], control [8] and rehabilitation [9], [10]
without using their neuromuscular system. This technology
called brain–computer interface (BCI) thus provides an alter-
native means for paralyzed people who have suffered nervous
system injury [10], [11]. Brain signals can be measured
non-invasively from electrical potentials on the scalp
[electroencephalography (EEG)], magnetic fields changes
[magnetoencephalography (MEG)], or metabolic processes
related to brain function [positron emission tomography (PET),
functional magnetic resonance imaging (fMRI), and functional
near infrared imaging (fNIR)]. Brain signals can also be mea-
sured semi-invasively from electrical potentials on the brain
surface underneath the skull [electrocorticography (ECoG)],
or invasively within the brain using microelectrode record-
ings [12]. At present, EEG is the most practical choice for
BCI as it is non-invasive, safe, relatively inexpensive, can
capture fast changes in brain activity, and can function in most
environments.

It was discovered that neurophysiological phenomena
called event-related desynchronization or synchroniza-
tion (ERD/ERS) are detectable from EEG when MI is
performed [13]. ERD or ERS is also highly frequency
band-specific [14], but it was demonstrated that they can be
observed from mu (9–13 Hz) or beta rhythms (22–29 Hz)
extracted from EEG over the primary sensorimotor area
for some subjects [15]. Thus a BCI that extracts and
processes frequency band-specific EEG can be used to
detect the performance of MI [16]. However, EEG measures
the electrical potential between the signal electrode and a
reference electrode. As such, EEG may be contaminated by
eyes and muscles movements. In addition, standard EEG has
a low spatial resolution (5–9 cm) [17] that can only measure
the electrical potential from a population of neurons over
a large brain area. Hence processing EEG for detecting
MI is challenging because EEG only allows the detection of
relatively gross brain signal changes.

In the development of EEG-based BCI for control,
Wolpaw, et al. [18] were the first to demonstrate that subjects
could be trained to use the mu rhythm (8–12 Hz) extracted
from EEG for one-dimension control of a cursor on the
computer screen. This was known as operant conditioning [19]
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based on studies that trained subjects to suppress or enhance
certain frequency band for therapeutic purposes [20]. Sub-
sequently, EEG-based BCI in which subjects were trained
to suppress or enhance mu (8–12 Hz) and beta (18–26 Hz)
rhythms over the left or right sensorimotor cortex for control
was known as sensorimotor rhythm (SMR)-based BCI [21].
Weighted combinations of mu and beta rhythms facilitated
the extension to a two-dimension control of a cursor on
the screen [22], [23], and subsequently to detect MI for
three-dimension control of a cursor on the screen [24] or a
virtual helicopter [25], [26]. Recently, it was demonstrated
that subjects can use SMR-based BCI to detect MI for three-
dimensional control of a quadcopter in physical space [27].

On the other hand, EEG data can be first collected from
subjects performing MI tasks such as left hand, right hand and
foot during calibration. In this way, subject-specific rhythms
can be selected and mapped to control actions. It was demon-
strated that a tetraplegic patient was able to perform MI of
the right hand and foot to regulate beta rhythms at 17 Hz
after four months of intensive training to control a wheelchair
with accuracies between 90% and 100% [28]. The selection
of subject-specific EEG features for controlling a wheelchair
with high accuracy was also demonstrated in [29], [30].

There were numerous works that reported the use of operant
conditioning or SMR-based BCI for control (the reader is
referred to [8] for a recent review). However, there were
relatively fewer studies that reported the use of EEG-based
BCI for rehabilitation [31], [32]. Prasad, et al. [33] extracted
SMR (10–15 Hz) from EEG of five stroke patients to pro-
vide a computer game-based feedback. Their results showed
positive improvement in at least one of the outcome mea-
sures in all the patients who used BCI with feedback.
Ramos-Murguialday, et al. [34] extracted mu (8–13 Hz)
rhythm from EEG over ipsilesional sensorimotor cortex of
patients to control an arm orthoses feedback. A randomized
control trial (RCT) was performed on 16 patients who used
BCI with orthoses feedback compared to 14 other patients
who used BCI with random orthoses feedback. Their results
on the former group had an averaged 3.4 Fugl-Meyer motor
assessment (FMMA) [35] improvement compared to 0.4 in the
latter group. Rayegani, et al. [36] also extracted theta (4–8 Hz),
sensorimotor rhythms (12–18 Hz) and beta (13–30 Hz) bands
from EEG to provide neurofeedback. An RCT was performed
on 10 patients who received occupational therapy (OT) with
neurofeedback compared to 10 patients who received OT
with additional biofeedback and 10 patients who received
only OT. However, the results showed that all three groups
had similar motor improvements. In addition, Ono, et al. [37]
extracted subject-specific frequency bands of alpha and beta
rhythms from EEG over bilateral parietal regions to provide
feedback. The subject-specific frequency bands were manually
identified from EEG data collected from the subjects. They
studied six patients who received BCI with simple visual
feedback of animated open and grasp picture of the hand
versus six patients who received BCI with somatosensory
feedback. The results showed that three out of six patients
in the latter group had motor improvements, but none in the
former group improved. They also reported that there was no

significant difference in the BCI performance between both
groups without detailed analysis on the BCI performance.
Recently, Pichiorri, et al. [38] extracted sensorimotor rhythms
from EEG to detect MI of the stroke-affected hand with
visual feedback. An RCT was performed on 14 patients who
received BCI with visual feedback versus 14 who received
MI training without BCI support. The results showed that
the former had a significantly higher probability of achieving
FMMA increase than the latter. Mrachacz-Kersting, et al. [39]
extracted movement-related cortical potential from EEG dur-
ing repetitions of foot dorsiflexion [40] to trigger an associative
electrical stimulation of the target muscle. A study was per-
formed on 13 patients who used the associative BCI compared
to nine other patients who used non-associative BCI that
activated the stimulation randomly. The results showed sig-
nificant clinical improvements in the associative BCI group.
Last but not least, there were also other studies on patients that
used BCI with other physiological signals, known as hybrid
BCI (the reader is referred to [41] for a recent review).

In this paper, we present three EEG-based strategies of using
BCI to detect MI for control and rehabilitation. We then review
prevailing works and present our past work that employed
these strategies with focus on the EEG processing steps and
the session-to-session transfer accuracies in detecting MI,
while strategies on how to use BCI to provide feedback for
neurorehabilitation such as in combination with robotics and
their clinical efficacies were covered in a separate review [42].
In this aspect, we present extensive results on the session-
to-session transfer online feedback accuracies of detecting
MI from stroke patients employing one of the strategies for
rehabilitation. These results on the detection accuracies were
not previously presented since the focus in the report of
the RCT was on the clinical efficacy instead [43]. Finally,
we present a retrospective offline study in this paper on the
EEG data collected from these stroke patients employing
another strategy. We then compare the offline results with
the former online results to analyze if it addresses an issue
inherent in the strategy we employed in the RCT. Finally, we
discuss the advantages and disadvantages of each of the three
EEG-based strategies.

II. EEG-BASED STRATEGIES TO DETECT MI

This section presents the three main EEG-based strategies
of using BCI to detect MI for control and rehabilitation:

A. Operant Conditioning

Fig. 1 shows the operant conditioning strategy of using
EEG-based BCI to detect MI for control and rehabilitation,
which has a history that dated back to 1980s [20]. SMR-based
BCI employed the operant conditioning strategy by extracting
sensorimotor rhythms to detect MI for control [21]. Employing
this strategy has recently enabled three-dimensional control of
a quadcopter in physical space [27], and is also employed in
the recent EEG-based clinical studies [34], [36], [37] for stroke
rehabilitation.

The key characteristic in this strategy is the use of a fixed
model, which comprises the parameters on the EEG features to
extract, the features to select, and how to translate the selected
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Fig. 1. Operant conditioning strategy of using a fixed model for detecting MI from EEG to trigger a feedback for control and rehabilitation.

Fig. 2. Machine learning strategy of using a subject-specific model computed from the EEG recorded during calibration for control and rehabilitation.
The modules illustrated in gray shows the difference from the operant conditioning strategy.

features to provide feedback to the BCI user. As such, the
subjects have to learn to control a specific EEG feature, such
as the mu (8–12 Hz) and beta (18–26 Hz) rhythms for two-
dimension control of a cursor in [22], or the mu (8–13 Hz)
rhythm to control an arm orthoses in [34]. These fixed EEG
features are then selected for a specific purpose, such as the
mu rhythm to control horizontal cursor movement and beta
rhythm to control vertical cursor movement in [22].

B. Machine Learning

Fig. 2 shows the machine learning strategy of using
EEG-based BCI to detect MI for control and rehabilitation.
The use of machine learning was introduced in BCI to address
the issue of subject training for the operant conditioning
strategy [44], and to address the high variability in EEG for
single-trial data [45]. This strategy was facilitated largely by
the common spatial pattern (CSP) algorithm [46], which helps
to increase the signal-to-noise ratio [47] of the inherently low
spatial resolution of standard EEG [17].

The key characteristic in this strategy is the way the subject-
specific model is tuned. In contrast to the fixed subject-specific
model that is often manually tuned in Fig. 1, the parameters

of the subject-specific model are computed from EEG data
of the subject recorded from a calibration session. As such,
this strategy does not require the subjects to undergo several
sessions of learning to control a specific EEG rhythm. During
the calibration session, the subjects are instructed to perform
two or more MI tasks, such as left and right hand MI. The
CSP algorithm is then applied to the EEG data collected to
compute a CSP filter. Höhne, et al. [48] employed this strategy
whereby optimized spatial filers using the CSP algorithm and
a shrinkage-regularized linear discriminant analysis classifier
were computed on EEG data collected from a screening
session to evaluate MI control by severely motor-impaired
patients. They found that by employing this approach and a
flexible BCI setup, three out of four patients were able to
establish significant MI control within six sessions.

However, the CSP algorithm requires several parameters,
such as the temporal frequency band-pass filtering of the EEG
signals and the time segment of the EEG extracted relative
to the instruction cue to the subject [47]. Although these
parameters can be selected manually or heuristically [49],
the performance of CSP can be enhanced by subject-
specific parameters [50]. To address this issue, we have
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Fig. 3. Adaptive strategy of continuously computing the subject-specific model from the EEG data recorded during calibration as well as the feedback
sessions to perform MI detection for control and rehabilitation. The lines illustrated in gray show the differences from the machine learning strategy.

developed the filter bank common spatial pattern (FBCSP)
algorithm [51] to select these parameters based on the
mutual information between the spatial-temporal patterns from
the EEG.

The FBCSP algorithm first employs a filter bank that
decomposes the EEG into multiple frequency pass bands using
a total of nine band-pass filters, namely, 4–8 Hz, 8–12 Hz, . . .,
36–40 Hz. Next, CSP spatial filtering is performed for each
pair of band-pass whereby each spatial filter extracts CSP fea-
tures that are specific to the band-pass frequency range.
Subsequently, feature selection is then performed based on
the mutual information computed between each feature and
the corresponding MI tasks. Finally, a classification algorithm
is used to model the selected CSP features.

C. Adaptive

Fig. 3 shows an adaptive strategy of using EEG-based
BCI to detect MI for control and rehabilitation. The key char-
acteristic in this strategy is the use of a subject-specific model
that is similar to the machine learning strategy. However,
in contrast to the machine learning strategy in Fig. 2, the
parameters of the subject-specific model are computed from
EEG data of the subject recorded from a calibration session as
well as EEG data recorded from subsequent feedback sessions.
The purpose in the adaptation of the subject-specific model
is to address the session-to-session non-stationarity in the
EEG [52]–[55]. Adaptive BCI may not be benefit all
BCI applications since study had shown that the perfor-
mance of SMR-based BCI was enhanced but not P300-based
BCI [56]. There are several approaches to adapt the subject-
specific model. One approach is to compute the subject-
specific model using EEG data collected from the calibration
session and subsequently adapt the model using EEG data

collected from the feedback sessions [52]–[55]. The adaptation
can be performed using supervised learning on labeled data,
or using unsupervised learning on unlabeled data [57], [58].
Adaptation can be performed on the features extracted using
spatial filters [59], the features selected such as the frequency
band-pass filters, or the parameters of the classifier [57],
[60], [61] that translates the features to provide the feedback.
Furthermore, since the subject also learns to produce better
discriminable brain activity from the feedback sessions, the
co-adaptation approach provides feedback as early as pos-
sible so that the subject and the subject-specific model are
continuously adapted [62], [63]. In online BCI applications
where the data are usually unlabeled, adaptive classifiers using
semi-supervised learning had been shown to yield improved
accuracy for multi-class motor imagery of left hand, right hand
foot and tongue from the BCI Competition IV dataset 2a [64].
Another approach is to transform the EEG in the feedback
sessions so that the difference between the feedback and
calibration sessions is minimized [65]. Although the adaptive
strategy showed promises in improving the accuracy in the
feedback session, there is still scanty evidence of using this
strategy in BCI rehabilitation.

III. RANDOMIZED CONTROL TRIAL

We had conducted an RCT that employed the machine
learning strategy of using BCI to detect MI and deliver
feedback using a haptic knob (HK) robot [66], [67] for
stroke rehabilitation. The RCT was conducted over 2.5 years
from 1 January 2011 to 30 June 2013.

In the RCT, EEG measurements from 27 channels were
collected using the NuAmps EEG acquisition hardware
(http://www.neuroscan.com) sampled at 250 Hz. The EEG data
from all channels were bandpass filtered (0.05–40 Hz) by the
acquisition hardware.
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Fig. 4. Accuracies of detecting MI employing machine learning strategy on EEG-based BCI for stroke rehabilitation. (a) Plots the 1010-fold cross-
validation accuracies of the calibration session and the averaged accuracies across 18 session-to-session transfer of calibration to online feedback
sessions for each patient. The vertical bar plots the standard deviations across each run of the 10-fold cross-validations for calibration, and across
the 18 online feedback sessions. (b) Plots sorted averaged accuracies across 18 online feedback sessions for each patient and their change in
Fugl-Meyer Motor Assessment (FMMA) at the end of the therapy session. The vertical bar plots the standard deviations across the six patients for
each online feedback session.

For the RCT, we sought to investigate the clinical bene-
fits of using an EEG-based MI-BCI coupled with a haptic
knob (HK) for stroke rehabilitation. In this article, we inves-
tigate the online session-to-session performance of employing
the machine learning strategy and the adaptive strategy in
using the FBCSP algorithm to detect MI from EEG of stroke
patients.

In the RCT, stroke patients were first screened for their
ability to operate EEG-based MI-BCI [68]. Patients with
10×10-fold cross-validation accuracy > 57.5% assessed using
the Filter Bank Common Spatial Pattern algorithm [51] were
then recruited for the RCT. The chance level performance was
computed using the inverse of binomial cumulative distribution
(p = 0.05). Patients who passed the screening were then
recruited to receive one of the three interventions, namely
BCI-HK, HK, and standard arm therapy (SAT).

Patients recruited to receive the BCI-HK intervention under-
went a calibration session whereby they were instructed to
perform MI of the stroke-impaired hand while strapped to the
HK and idle condition. The calibration session consisted of
two runs of 80 trials each for a total of 160 trials of which
there were 80 trials each for the MI class and the idle class.
The EEG data collected from the calibration session were
used to compute a subject-specific model using the FBCSP
algorithm [51] to detect MI in the subsequent 18 therapy
sessions performed over six weeks.

Each therapy session comprised of one evaluation run of
40 trials with feedback, and four rehab runs of 30 trials with
feedback for a total of 120 trials for rehab. The evaluation
run comprised 20 trials each for MI and idle class. However,
the rehab runs comprised 120 trials for the MI class and
none for the idle class. An inter-run break of 3–5 min was
provided after each run. In the evaluation run, the patients
were instructed to perform MI of the stroke-impaired hand and
idle condition similar to the calibration session. In the rehab

runs, the patients were only instructed to perform MI of the
stroke-impaired hand. In both the evaluation and rehab runs, if
MI was successfully detected by the FBCSP algorithm using
the subject-specific calibration model, then the HK robot-
assisted hand physical practice would be initiated.

IV. RESULTS FROM CLINICAL TRIAL

The RCT screened a total of 34 chronic stroke patients
out of which 29 patients passed BCI screening. Subsequently,
22 patients who passed BCI screening were recruited for
randomization to 1 of the 3 interventions, and the remaining
seven who passed BCI screening declined further participation.
Out of the 22 patients, seven patients were randomized to
the BCI-HK, but 1 dropped out in the fifth week of inter-
vention. There were four men and two women with mean
age 54.0 years and mean stroke duration of 285.7 days. Among
the six patients, there were two with infarction and four with
hemorrhage, and five had subcortical stroke and 1 had cortical
stroke. The clinical efficacy results from these six patients
showed an average FMMA improvement of 7.2 at the end
of the intervention at week six relative from the baseline
FMMA before the intervention, thus showing statistically and
clinically significant motor improvements [43].

A. Machine Learning

Fig. 4 presents the results on the performance of employing
the machine learning strategy using the FBCSP algorithm to
detect MI from EEG of six stroke patients who completed
the BCI-HK intervention. These results were previously not
presented in our recent review [42] as well as the report of
the RCT [43] because the focus was on the clinical efficacy
instead. Fig. 4(a) plots the 10 × 10-fold cross-validation
accuracies on the 160 trials of EEG collected from the calibra-
tion session and the averaged session-to-session transfer from
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Fig. 5. Accuracies of detecting MI employing different strategies on EEG-based BCI for stroke rehabilitation. (a) Plots averaged session-to-session
transfer from calibration to online feedback employing machine learning, the offline feedback accuracies employing adaptive strategy using all
available data and using only preceding 160 trials data across 18 feedback sessions for each patient. The vertical bar plots the standard deviations
across 18 feedback sessions. (b) Plots the averaged session-to-session transfer from calibration to online feedback accuracies employing the
machine learning, the offline feedback accuracies employing the adaptive strategy using all the available data using only preceding 160 trials data
of each feedback sessions across the six patients. The vertical bar plots the standard deviations across the six patients for each feedback session.

calibration to online feedback accuracies of using the subject-
specific to detect MI across 18 feedback sessions. The analysis
for each online feedback session comprised of 40 trials from
the evaluation run of each therapy session. In the rehab runs
of the therapy session, the patients were only instructed to
perform MI and not the idle condition. As such, EEG data
from the rehab runs were not analyzed since accuracies in
detecting MI cannot be computed with only one class of data.
Fig. 4(b) plots the sorted averaged accuracies across 18 online
feedback sessions in increasing order for each patient and their
change in FMMA at the end of the therapy session.

The results in Fig. 4(a) showed an averaged calibration
accuracy of 79.8% across the six patients and an averaged
session-to-session transfer accuracy of 69.5% across the six
patients over 18 online feedback sessions. The results showed
an averaged drop of 10.3% accuracy in the session-to-session
transfer from calibration to online feedback sessions. The
results in Fig. 4(b) showed that the averaged accuracies of the
online feedback sessions were not correlated with the change
in FMMA at the end of the therapy sessions (r = −0.29,
p = 0.58).

B. Adaptive

In this subsection, we performed a retrospective offline
study on the EEG data collected from the calibration and 18
online feedback sessions of the six stroke patients using the
adaptive strategy.

Let Vi denote the EEG data used to compute the subject-
specific model to detect MI for the i th online feedback session.
In the previous Section IV-A, for the online feedback sessions
employing the machine learning strategy

Vi = V̄ (1)

where V̄ denotes the EEG data from the offline calibration
session.

Since there are many approaches of employing the adaptive
strategy, we performed adaptation by retraining using the
following approach:

In the i th feedback session given that i > 1, the EEG data
collected from the previous (i − 1)th were readily available.
Hence for this retrospective offline study, for the offline
feedback sessions employing the adaptive strategy

Vi =

⎧
⎪⎨

⎪⎩

V̄ if i = 1

V̄ ∪
i−1⋃

j=1
X j if i > 1,

(2)

where X j denotes the EEG data from the j th online feedback
session, and ∪ denotes the union operator.

The calibration session comprised of 160 trials, and each
therapy session comprised of one evaluation run of 40 trials
and four rehab runs of 120 trials. Since the rehab runs
only comprised of trials for the MI class, these 120 trials
could not be used for adaptation. Using the above approach,
160 + 40 = 200 trials of data were available for training the
FBCSP algorithm in the second feedback session. In the last
eighteenth feedback session, 160+40×17 = 840 trials of data
were available for training. Since using an increased amount
of data may yield improved performance, the performance
of employing the adaptive strategy was also evaluated using
limited preceding 160 trials of data available from offline cal-
ibration session and previous feedback sessions. For example,
in the fifth feedback session, only 160 trials from the first
to fourth feedback and none from the calibration session were
used to train the FBCSP algorithm. This way of employing the
adaptive strategy using limited preceding data will also help
to reveal if a changing subject-specific model will deteriorate
the subject’s performance.

Fig. 5 presents the offline results on the performance of
employing the adaptive strategy using the FBCSP algorithm
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based on (2) to detect MI from EEG of six stroke patients.
Fig. 5(a) plots the averaged session-to-session transfer accu-
racies of using the subject-specific calibration model to detect
MI across 18 online feedback sessions, the averaged offline
session-to-session transfer accuracies using the subject-specific
model computed using all the data, and using limited pre-
ceding 160 trials of data from the calibration and previous
feedback sessions to detect MI across the 18 feedback sessions
for each patient. Fig. 5(b) plots the averaged online accuracies
employing machine learning, the averaged offline accuracies
employing adaptive strategy using all the data and using
limited preceding 160 trials of data of each feedback sessions
across the six patients.

The results in Fig. 5(a) showed an averaged session-to-
session transfer offline accuracy of 77.5% and 75.9% from
employing the adaptive strategy across the six patients using
all the data and using limited preceding data respectively
compared to the averaged session-to-session transfer online
accuracy of 69.5% from employing the machine learning
strategy. The results showed that all the six subjects improved
using all data or limited preceding data. The results from
most of the six subjects employing the adaptive strategy using
all the data were comparable to using limited preceding data
except for subject A024. Nevertheless, paired t-tests performed
on the results showed an averaged significant improvements
of 12% (p < 0.001) and 9% (p < 0.001) from employing
the adaptive strategy using all the data and using limited
preceding data respectively compared to the online feedback
session employing the machine learning strategy across the six
patients. The results in Fig. 5(b) also showed that most of the
sessions in the averaged session-to-session transfer accuracies
employing the adaptive strategy using limited preceding data
across the six patients improved except for sessions 1 and 5.
In addition, the results also showed that the standard deviations
across the six patients were reduced by employing the adaptive
strategy compared to employing the machine learning strategy
in the later sessions.

V. DISCUSSION

We had performed BCI screening employing the machine
learning strategy shown in Fig. 2 on 34 stroke patients in the
RCT we conducted. A total of 29 patients passed BCI screen-
ing, which showed a majority 85% of the stroke patients could
use EEG-based BCI for stroke rehabilitation. This is close to
our initial finding in [68] and falls within the estimated range
of 70%–85% commonly found in BCI laboratory, of which is
based on the finding that BCI fails to work for an estimated
15%–30% proportion of participants [69]. We collected EEG
data from one calibration session and 18 feedback sessions
from six patients. While the results showed a drop of 8.3%
in accuracy from calibration to session-to-session transfer
online feedback sessions, the patients had clinically significant
averaged FMMA score improvement of 7.2 end-intervention
at week 6 after 18 therapy sessions [43]. This showed that
the machine learning strategy was effective in detecting MI
for stroke rehabilitation. Hence a key advantage of employing
the machine learning strategy is that a subject-specific model
can be computed from EEG data collected from a calibration

session, and subjects can use the BCI immediately in the next
therapy session. In contrast, the operant conditioning strategy
shown in Fig. 1 requires subjects to undergo several sessions
of learning to control a specific EEG rhythm. This may not
appeal to patients in rehabilitation since they have to invest
more time in the learning sessions prior to the therapy sessions.

The results showed an averaged online session-to-session
feedback accuracy of 69.5% across all patients employing the
machine learning strategy. Only patient A031 had very high
calibration and feedback accuracies. This averaged accuracy
was slightly lower than the recommended accuracy of 70%
for BCI in control [70]. Nevertheless, the clinically significant
improvements in FMMA despite the low accuracy may be due
to a higher level of engagement by the patient to perform MI of
the stroke-impaired upper limb for rehabilitation. In addition,
the results showed that the improvements in the FMMA
from the patients were not correlated to the session-to-session
online feedback accuracies. Therefore, a high accuracy in
detecting MI may not be a crucial factor in rehabilitation since
the BCI is used to provide feedback and not for control that
requires high degree of accuracy [71]. Hence a key advantage
of employing the operant conditioning strategy is that subjects
are able to learn to control a specific EEG rhythm to achieve
high level of accuracy needed for control. In contrast, it is not
possible to achieve high accuracies for all subjects employing
the machine learning strategy on EEG data collected from one
single calibration session. This is perhaps a reason why most
of the works employed the operant conditioning strategy for
control purpose [21], [22], [25]–[27].

Nevertheless, the results showed despite having relatively
lower calibration accuracy than other patients, the feedback
accuracy of patient A018 was higher than the calibration
accuracy. This showed that some subjects employing the
machine learning strategy could also learn to improve their
accuracies similar to subjects employing the operant condi-
tioning strategy. The results also showed that despite hav-
ing good calibration accuracies, a relatively large drop in
accuracies were observed in the online feedback sessions of
patients A006, A024, and A028. This large drop in accuracies
between the calibration and feedback sessions was mainly due
a difference between the calibration session and the feedback
sessions. This difference is known as non-stationarity in the
EEG data [72], which can be caused by changes in the
subject’s brain due to fatigue, change of task involvement,
changes in placement or impedance of the EEG electrodes,
and artifacts such as swallowing or blinking, among other
reasons [52]. Since the machine learning strategy intrinsically
assumed stationarity between the calibration and feedback
sessions, the results clearly showed that the inherent session-
to-session non-stationarity in EEG can result in deteriorated
performance.

Adaptive BCI is known to be better than non-adaptive
BCI [52], and results had shown improved accuracy employing
adaptive classifier using semi-supervised learning on multi-
class BCI Competition IV dataset 2a [64]. However, in detect-
ing MI for stroke rehabilitation, the therapy session for rehab
comprised trials for the MI class and none for the idle class.
Since this impeded the use of semi-supervised learning, we
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performed an evaluation run comprised 20 trials each for
MI and idle class in each therapy session where labeled data
were available.

Finally, we performed a retrospective offline study of
employing the adaptive strategy in Fig. 3 on the calibra-
tion and 18 online feedback sessions we collected from
the RCT. Since labeled data were available in the evaluation
runs from the 18 online feedback sessions, we evaluated the
adaptive strategy using adaptation by retraining given in (2).
The results of employing the adaptive strategy on limited
preceding 160 trials of data yielded improved session-to-
session transfer feedback accuracies in all the subjects with
an averaged accuracy of 75.88%. Thus the results yielded
a significant improvement of 9% compared to the averaged
session-to-session online feedback accuracies employing the
machine learning strategy. The improved accuracies brought
the session-to-session feedback accuracy closer to the averaged
calibration accuracy of 79.8%. In addition, the results from
all but one of the subjects employing the adaptive strategy
using limited preceding data were comparable to using all
the data. Comparing the results of using all data versus using
limited preceding data, an increase in the amount of training
data yielded further improvement of 3%. This showed that a
larger part of the improvement of 9% were due to the adaptive
strategy. In addition, the results of using limited preceding
data involved a changing subject-specific model that did not
deteriorate the accuracies compared to the machine learning
strategy.

Hence, the results clearly showed evidence that employing
the adaptive strategy can address the non-stationarity between
the calibration and feedback sessions. Since a very simple
approach of computing the subject-specific model by adapta-
tion by retraining using the EEG data from previous feedback
session and the calibration session was used here, extreme
care has to be taken to interpret the results of more complex
adaptive methods proposed in the literature to address this non-
stationarity. In addition, the results that showed an increase in
offline classification accuracy employing the adaptive strat-
egy may not necessary translate to an increase in online
classification accuracy. This is because a changing subject-
specific model strategy may be disturbing to the subjects as
they have to constantly change their strategy in performing
motor imagery. Thus without online experimental results, we
cannot conclude that the adaptive strategy is better online.
Furthermore, the results showed that the classification accu-
racy was not correlated to the rehabilitation outcome. As such,
improving the online classification accuracy may not even be
necessary at all. However, the absence of significant corre-
lation between the classification accuracy and rehabilitation
outcome may be due to the small sample size of six subjects.
Thus we also cannot conclude that there is no correlation
at all.

VI. CONCLUSION

In this paper, we presented three EEG-based strategies of
using BCI to detect MI for control and rehabilitation: operant
conditioning, machine learning and adaptive. We reviewed
works in the literature and found that most employed the

operant conditioning for control and some applied it for
rehabilitation. This strategy requires the subjects to undergo
several sessions of learning to control a specific EEG rhythm.
In contrast, the machine learning strategy only requires the
subjects to undergo one calibration session to compute a
subject-specific model for subsequent session-to-session trans-
fer to online feedback sessions. Thus, the latter facilitates rapid
BCI deployment in detecting MI for rehabilitation. However,
as the calibration session initially performed to compute
the subject-specific model may differ from the subsequent
online feedback sessions performed some days later, there
is non-stationarity in the session-to-session transfer from the
calibration to online feedback sessions. In this aspect, the
adaptive strategy is recently proposed to address this session-
to-session non-stationary inherent in the machine learning
strategy. Although there are several approaches proposed, there
are scanty results reported on the use of the adaptive strategy
on patients for rehabilitation in the literature.

We presented results on the session-to-session online feed-
back accuracies of detecting MI from a RCT we conducted
that employed the machine learning strategy for stroke reha-
bilitation. Although the use of the machine learning strategy
only required one calibration session, the results showed an
averaged drop of 8.3% in the averaged accuracy from calibra-
tion to online feedback sessions due to the inherent session-
to-session non-stationarity between the calibration session and
feedback sessions. Although no significant correlation between
online feedback accuracies and motor improvements were
found, the drop in accuracy is undesirable as it may affect
the subjects’ use of BCI in rehabilitation. We then presented
results of a retrospective offline study on the session-to-
session feedback accuracy of detecting MI from the RCT
we conducted by employing the adaptive strategy based on
adaptation by retraining. The results showed a significant
improvement of 12% in the averaged accuracy by employing
the adaptive strategy using all the data from previous sessions
compared to the machine learning strategy. We also presented
results of using only limited preceding 160 trials from the
previous session. The results showed that an increase in the
amount of training data yielded improvement, but a larger
part of the improvement of 9% were due to the adaptive
strategy using only limited preceding data. This involved
a changing subject-specific model that did not deteriorate
the accuracies compared to the machine learning strategy.
Hence the adaptive strategy holds promise to improve the
accuracy of detecting MI using machine learning approach
by addressing the drop in accuracy due to non-stationarity
between calibration and feedback sessions. Thus more research
effort should be directed towards its deployment for control
and rehabilitation. However, care should be taken to interpret
the results of proposed adaptive approach as comparison with a
baseline such as the simple approach used in this study should
be performed in order to clearly show the effectiveness of the
proposed approach.
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