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Abstract—Electroencephalography (EEG) data are used to de-
sign useful indicators that act as proxies for detecting humans’
mental activities. However, these electrical signals are susceptible
to different forms of interferences—known as artifacts—from vol-
untarily and involuntarily muscle movements that greatly obscure
the information in the signal. It is pertinent to design effective ar-
tifact removal techniques (ARTs) capable of removing or reducing
the impact of these artifacts. However, most ARTs have been focus-
ing on handling a few specific types, or a single type, of EEG arti-
facts. EEG processing that generalizes to multiple types of artifacts
remains a major challenge. In this paper, we investigate a variety
of eight different and typical artifacts that occur in practice. We
characterize the spatiotemporal-frequency influence of these EEG
artifacts and offer two heuristics. The proposed heuristics extend
influential independent component analysis to clean the contami-
nated EEG signal. These proposed heuristics are compared against
four state-of-the-art EEG ARTs using both real and synthesized
EEG, collected in the presence of multiple artifacts. The results
show that both heuristics offer superior spatiotemporal-frequency
performance in automatic artifacts removal and are able to
reconstruct clean EEG signals.

Index Terms—Brain computer interface, electroencephalogra-
phy, EEG artifact removal techniques, independent component
analysis, wavelet analysis.

I. INTRODUCTION

R ECENT advances in the area of Brain Computer Inter-
faces (BCIs) [1] have helped the disabled to improve their

ability to communicate and control external devices through
real–time psychophysiological measurements. Most BCIs make
use of electroencephalography (EEG) to capture brain electrical
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activities using sensors/electrodes [2], [3]. The recorded EEG
arises from synchronized neural activities, produced by the fir-
ing of neurons in the brain. Some applications require a mesh
of electrodes, quantitative electroencephalograph (QEEG), to
simultaneously acquire signals from multiple locations spread
over the scalp. Decoding the QEEG signals [4] into high-order
cognitive states, such as emotions [5], memory [6] and planning,
is a key step towards the design of more advanced BCI systems.
These systems need to be suitable for both medical applications
and naturalistic settings, including safety critical decision mak-
ing environments, such as real-time management of air traffic
controllers’ workload [7], [8].

Any conclusion drawn from EEG signals depends on how
much organic brain signal activities are captured by the signal.
The primary challenge in capturing true brain activities lies in
the existence of non-brain source electrical activities, known as
artifacts, that greatly distort EEG recording. Artifacts are in-
duced by normal human voluntarily and involuntarily activities
such as eye movements and muscle contractions.

The development of artifacts removal techniques can be
broadly categorized into three classes known as 3R: reduce,
reject and recover. Artifacts prevention [9], [10] is widely fol-
lowed in EEG experiments to reduce the occurrence of artifacts,
however, in principle, even under a very conditioned experi-
mental environment, a human can’t control against artifacts for
a long time. The simplest and most intuitive approach to handle
the undesired artifacts is by rejecting contaminated EEG seg-
ments from the recording [9], [10] to ensure that conclusions
are drawn only from reliable data. Nevertheless, this comes at
the expense of large information loss [11]. The ideal ‘R’ for
EEG analysis is signal recovery to improve both the quality
and quantity of EEG information. Existing techniques for re-
covering EEG signal from artifacts can be classified [12] based
on the number of EEG channels being simultaneously used
for artifacts removal. The first group includes regression, filter-
ing, wavelet, and empirical mode decomposition (EMD). These
methods work on a single channel. The second group is known
as blind source separation (BSS) and work on multiple channels
simultaneously.

Regression and filtering such as linear regression [13], [14],
adaptive filtering [15]–[17], Wiener filtering [15] and Bayes fil-
tering [15], [18], [19] use or estimate the reference channel of
artifacts using additional channels. These methods have the ad-
vantage of working on a single channel automatically. However,
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these techniques require a proper calibration before the experi-
ment and either an extra reference or an estimated one to capture
artifacts. The latter requirement can hardly be achieved in EEG
data that are contaminated by multiple artifacts [12].

Wavelet [20] and EMD [21] model the time-frequency or
temporal-oscillatory of a single channel. Since an artefact has
different time-frequency characteristics compared to EEG, the
wavelet basis or intrinsic mode of EEG artifacts can be removed
from the signal [22]–[28].

BSS, also known as component analysis has the advantage of
estimating artifacts’ signals using a multivariate approach, with
all EEG channels being used. The most common methods rely
on, principle component analysis [29], canonical correlation
analysis [30], and independent component analysis (ICA) [31]–
[33]. ICA is considered the most reliable method when prior
knowledge on artifacts is unknown [12]. The estimation of inde-
pendent components and their qualities have gained significant
attention in the literature [34]–[36]. For example, clustering and
visualization are common techniques to investigate the reliabil-
ity of independent components [37]. Different implementations
of ICA have been proposed in the literature; one of the most
common of which is Extended Infomax ICA [38], which has
been investigated in many papers [39], [40]. EEG signals are
passed through an ICA. Through visual inspection by a human,
contaminated components are removed and the signal is recon-
structed using the remaining components [41]. However, visual
inspection is a time consuming task. With the vast amount of
data collected today in QEEG settings, it is near to impossible
to visually inspect these data. Automated methods to process
the data reduce, or eliminate, human involvement.

Many other ARTs such as BSS with wavelet [23], [24] and
BSS with EMD [42], [43] are designed based on some com-
binations of the above methods. There are also methods that
hybridize with algorithms from statistics [44] and machine
learning [40], [45], [46] to achieve automatic artifacts removal.
While many work have been devoted to this artifact removal
problem, the robustness of ARTs in the scenario of multiple
artifacts remains to be a challenging problem because of the
restrictive prior assumption made on an EEG artifact will fail to
generalize to handle artifacts from different origins (eye, mouth,
neck), subjects and electrode placements.

The contributions of this work are: (1) Characterizing the
spatiotemporal-frequency influence of multiple EEG to study
and synthesize artifacts. (2) Validating the reliability and ro-
bustness of existing methods for automatic artifacts removal by
designing eight different EEG experiments and performing three
EEG artifact simulations. (3) We also attempt to compare two of
our proposed methods H1 and H2, that model and manipulate
the influence of EEG artifact through influential independent
components, against four state-of-the-art ARTs in Section II.
The proposed methods were found to be more flexible to gener-
alize to different type of artifacts and contributed a better EEG
signal reconstruction.

The rest of this paper is organized as follows: Section II
presents a brief overview of related work on EEG ARTs, with
a focus on methodologies that work in conjunction with ICA
where proposed methods will be compared to. This is followed

by Section III, where two of our proposed ARTs are discussed.
In Section IV, the validation scheme for evaluating ARTs is
discussed, and the synthesis of EEG artifacts, EEG experiments
along with results are presented in Sections V, VI and VII,
respectively. Conclusions are drawn in Section VIII.

II. RELATED WORK

Independent component analysis (ICA) has been widely used
to de-mix signals collected from multiple sources. The de-
mixing or separation process is based on a linear transformation
of the mixed signals into maximally statistically independent
components.

The ICA decomposition addresses the problems where data
can be formulated as X = AS + N , where X denotes mea-
sured signals, A denotes mixing matrix, N denotes noise and
S denotes Sources. Mathematically, ICA performs linear trans-
formation W from mixed signals to components such that the
components are statistically independent and with non-gaussian
distribution, Ŝ = WX + N . Once W and the estimated sources
Ŝ are found, A can be obtained from the inverse of W . Being an
independent event of neural signals, artifact sources can be sep-
arated into components. The cleaner EEG signals can be recon-
structed from those components deemed useful: X̂ = W−1 Ŝ.
Visual inspection by clinical experts can always be carried out
to detect and remove those independent components being sus-
pected to be contaminated with artifacts. A number of ICA
algorithms have been successfully used for EEG analysis [47]
and ARTs [48]. These include SOBI [34], Infomax ICA [35]
and FastICA [36]. ICA has also been used as the basis for a
number of heuristics and methodologies designed for EEG ar-
tifacts removal. Among these, probably the most commonly
used methods in the literature are FASTER [44], ADJUST [40],
MARA [45], and wICA [23].

FASTER [44] is an unsupervised methodology that de-
tects artifacts by analyzing various statistical properties of
the data: channels, epochs, independent components, single-
channel single-epochs, and aggregated data. It assumes that the
statistical measurements underlying what defines a correct sig-
nal are normally distributed. It then detects and rejects signals’
outliers.

ADJUST [40] relies on the joint use of spatial and temporal
features to reject EEG artifacts. It maximizes the likelihood
(ML) of observed data to classify eye blinks, horizontal and
vertical eye movements and generic discontinuities based on
five spatial and temporal statistical properties of the artifacts.
Once a component is classified as an artefact, it is rejected.
ADJUST reported its superior performance in terms of artifacts
classification accuracy and neat EEG signal reconstruction when
compared to manual artifacts removal techniques that rely on
domain experts.

MARA [45] is a supervised linear classifier with six IC fea-
tures collected from 35 subjects and 3 EEG paradigms to classify
artifacts components and EEG components. Adapted strategy is
also proposed to generalize for different electrode setups. The
performance of this method in handling multiple artifacts has
been evaluated against human expert ratings. It is reported to
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Fig. 1. Eye blink (EB), horizontal eye movement (HEM), vertical eye movement (VEM) and uttering ‘Weee’ (UW).

Fig. 2. Head shaking movement (HSM), swallowing, teeth tapping (TT) and grinding teeth (GT).

Fig. 3. EEG topographic map of Clutter-to-Signal Ratio (CSR) in decibel (dB).
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Fig. 4. Continuous wavelet transform (CWT) scalogram of the signal before applying ART. The dashed line is called cone of influence which shows where edge
effects of the CWT become significant.

have maintained the integrity of the BCI performance while
removing artifactual components.

wICA [23] hybridizes discrete wavelet transform with ICA
for artifacts removal. It has a contrary goal to wavelet denoising
where useful EEG has low amplitude while artifacts have higher
amplitude. A wavelet thresholding to IC with a threshold similar
to the one reported in [48] to estimate the contamination in the
signal, is subtracted from that IC. It is reported to preserve both
spectral (amplitude) and coherence (phase) characteristics of the
underlying neural activity.

III. METHODOLOGY

After characterizing EEG artifacts and their spatial-temporal-
spectral influence in EEG recording, our two proposed ARTs
for removing multiple EEG artifacts are described. The studied
artifacts are as follows:

A. EEG Tasks

1) Eye Blink Artifact (EB): A common artifact that has been
studied significantly in EEG artifact removal studies. It is pro-
duced by closing of the eyelid then opening it.

2) Horizontal Eye Movement Artifact (HEM): A common,
mostly voluntarily, behavioral pattern during information scan-
ning on an interface or during naturally occurring interactions.

3) Vertical Eye Movement Artifact (VEM): It is another com-
mon and mostly voluntarily behavioral pattern during informa-
tion scanning and naturally occurring interactions. It is used to
signify a state of surprise or wonder.

4) Head Shaking Movement Artifact (HS): The shaking of
one’s head, vertically, horizontally or in both directions, is a
common body movement in daily activities. In some cultures,
the vertical head shaking signifies an agreement, while in other
cultures, pushing the head up signifies a ‘no’.

5) Uttering the Word ‘Weee’ Artifact (UW): It is common in
daily activities that mouth muscles are used, either for speech

production purposes or for non-verbal communications as in the
case of producing a smile. This artifact is induced by the subject
uttering the word ‘Weee’, with the sequence of e’s causing the
mouth and lips to shape as a smile.

6) Swallowing Artifact (SW): It is both a voluntarily and
involuntarily behavioral pattern.

7) Teeth Tapping Artifact (TT): Teeth tapping is both a vol-
untarily and involuntarily behavioral pattern. It can occur when
a subject close the month.

8) Teeth Grinding Artifact (GT): It is an involuntarily move-
ment produced by a number of people during sleeping. It is
sometimes also produced voluntarily during normal activities
and eating.

These eight different artifacts were selected carefully to cover
the main artifacts that could be encountered in a real-world
situation and under normal working conditions.

B. Characteristics of EEG Artifacts and its Influence

Figs. 1 and 2 show the enormous influence of multiple EEG
artifacts on the recording. In order to quantify the influence,
we used clutter-to-signal ratio (CSR) defined in Section IV and
Equation 6. CSR is a measure in decibel (dB) that indicates the
level of contamination in EEG compared to the baseline EEG
which quantifies the amount of artifacts’ influence. In Fig. 3, we
show an example of the EEG topographic map of CSR for each
artefact. Every artefact is observed to have a very distinct and
diverse spatial influence in addition to different CSR.

The spectral characteristics of EEG artifacts are visualized
using continuous wavelet transform (CWT) scalogram in Fig. 4
where electrodes with maximum CSR are chosen. CWT shows
the time-frequency influence of EEG artifacts and captures
their transient impacts. Ocular movements and eye blink are
observed to have low frequency while mouth movements in-
fluence higher frequency. Head shaking movements have a
wider spectral influence. The summary of spectral and spatial
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TABLE I
CHARACTERISTICS OF EEG ARTIFACTS. F - FRONTAL, T-TEMPORAL

Entropy Skewness Kurtosis Frequency Region

EB 2.630 3.673 19.820 0–6 Hz F
HEM 3.781 0.648 5.003 0–4 Hz F
VEM 2.633 0.202 7.535 0–8 Hz F
UW 3.890 −1.416 8.162 >16 Hz T
HSM 2.510 −2.843 13.525 0–8 & >16 Hz T
SW 3.495 −0.278 5.025 >12 Hz T
TT 2.916 −3.980 40.421 >16 Hz F, T
GT 3.157 −3.149 23.206 >12 Hz T

influence along with several statistical measures for outlier-
prone data, entropy, skewness and kurtosis, are summarized
in Table I.

C. Proposed Artifacts Removal Techniques

In this work, we proposed two automated ARTs that work
in conjunction with ICA. They are designed to manipulate the
influence of EEG artifacts. They involve variance estimation
of baseline EEG, artifacts segmentation, artifacts’ influence de-
tection, influence analysis, artifacts components removal and
signal reconstruction from useful components.

Variance estimation of baseline EEG is achieved by comput-
ing the sliding singular value decomposition with window size
of 500 ms and 50% overlapping. Assuming that at least 10%
of the data is artifacts free, the variance, Vc , of each channel c
can be computed using 10% of the data with the smallest first
singular value. In other experimental design, a higher percent-
age can be chosen if artifact prevention procedure is followed
while a lower percentage can always be used if percentage is
hardly known. The baseline EEG can be enlarged by appending
EEG segments with standard deviation that is not statistically
twice larger than

√
Vc . This is achieved using one-tailed F-test

(OTFT-n) of variance with the null hypothesis of variables x, ny
having the same variance against the alternative that variance
of x is n2 times greater than that of y. The variance of the
baseline Vb is computed using the enlarged baseline segment.
When the baseline segments are removed from the data, it is
left with EEG segment that are suspicious for artifacts contam-
ination. Each suspicious segment is extended with 250 ms on
each end.

For each suspicious segment EEGs , an influence analysis
is performed to determine if there is an artefact in the signal.
The most influential component will be removed and ̂EEGs

will be reconstructed using the remaining components, when
the influence of the artifacts is detected. This step repeats until
the variance of ̂EEGs accepts the null hypothesis of OTFT-2
compared to the Vb .

We defined two ways to model the strength of influence, H1
and H2, as follow:

1) H1: It is designed based on Pearson correlation that mea-
sures the similarity of component between ith IC Si and cth
signal Xc . This method has been tested on synthetic data set

in [50]. We have H1 as follows:

H1(Si) =
C∑

c

corr(Si,Xc))2 (1)

C is the set of channels in favor of alternative hypothesis of
OTFT-1 compared to Vb . The most influential component Sf is
selected based on:

f = arg max
f

(H1(Sf )) (2)

The additional condition of removing Sf is that H1(Sf ) > 1
as set in [50].

2) H2: The second model analyses the function fc,i from
ICA that f : Si �→ Xc . The value of Xc is bounded by
minkowski sum of Ic,i ∀i where Ic,i is the interval of X̂c recon-
structed from Si . Ic,i = [min(fc,i(Si)),max(fc,i(Si))].

H2 is defined as follows:

H2(Si, c) = Ic,i (3)

For each Xc , there is a k where

kc = arg max
k

(H2(Sk , c)) (4)

The most influential component Sf is selected to be f =
mode(kc) where the mode of a set equals the element that occurs
most in the set. Similar to H1, c ∈ C is the set of channels in
favor of alternative hypothesis of OTFT-1 compared to Vb .

IV. CRITERIA FOR VALIDATION

In order to ensure the reliability of EEG system, validating
the performance of EEG ARTs is indispensable. Several perfor-
mance metrics have been proposed to validate ARTs [12]. Four
criteria, that validate both temporal and spectral content of the
signal, are used in this study to assess ARTs for synthesized and
acquired EEG.

Synthesized EEG artifacts has the advantage that the perfor-
mance can be assessed using standardized metrics [12]. Signal-
to-noise ratio (SNR) is used to validate the ARTs on synthesized
artifacts.

SNR = 10 × log10

(
Psignal

Pnoise

)
(5)

Furthermore, artifact residue (AR) and information loss (IL)
of the synthesized data in frequency domain are proposed as
new metrics. They are defined as the area between the power
spectral density (PSD) curves of the processed EEG and ground
truth EEG. Artifact residue captures the additional signal added
to the signal. It is defined as the area above ground truth, while
information loss is the area below the ground truth capturing the
removal of EEG content.

For acquired EEG, the performance of each ART will be eval-
uated using clutter-to-signal ratio (CSR) and time-frequency
analysis and visualization. Clutter-to-signal ratio (CSR) is
defined as follows:

CSRi = 10 × log10(R) = 10 × log10

(
Pi

Pf

)
(6)
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Fig. 5. Synthesis of EEG artifacts.

Fig. 6. The timeline for each trial. The subjects are requested to induce the
required artifact while controlling for all other artifacts starting from the first
second. The amount of the artifact influence to each second is categorized into
five categories: high(H), medium(M), low(L), rare(R), neutral(N). The neutral
category represents the absence of knowledge on the amount of artifact in the
fifth second because subjects are expected to be in a state whereby they are
anticipating the induction of the artifact in the following first second.

where Pi is the power of signal i, Pf is the power of the signal
that is artefact-free. CSR is a modification of signal to noise ratio
(SNR). CSR is adopted here because the ground truth of EEG is
unavailable and noise (artifact) has larger amplitude compared
to the signal of interest. An ART that handles multiple artifacts
well will have a CSR score closer to 0, while removing too much
information will make CSR much smaller than 0.

The second criteria of acquired EEG is based on time-
frequency analysis of the processed EEG signal. CWT scalo-
gram is adopted in this study. Compared to CSR and distortion
in frequency bands in [24], CWT has the advantage of having
higher spectral and temporal resolution; thus, a small artifact
residuals can still be easily visualized.

V. SYNTHESIZED EEG ARTIFACTS

In this study, we synthesized three type of EEG artifacts
(A1, A2, A3) in Fig. 5 using Morlet wavelet [51]. Artifact Ai is
synthesized by tuning the wavelet coefficients at different scales
and location to obtain signal with desired signal-to-noise ratio
(SNR), duration (1–2s), amplitude and frequency. A1 and A2 are
low (0-8 Hz) and high (16-42 Hz) frequency artifacts while A3
is a mixture of them. The spatial propagation of EEG artifacts
are assumed to have strength/amplitude decrease exponentially
as it traverses. The synthesized artifacts are then added to the
acquired resting state EEG.

Fig. 7. Signal-to-noise ratio of the processed signal before (x-axis) and after
(y-axis) applying ARTs.

Fig. 8. (a) Power spectral density (PSD) of the ground truth EEG. (b) &
(c) The PSD difference between processed A3 with r = 1 and ground truth
EEG. (d) & (e) The PSD difference between processed A3 with r = 16 and
ground truth EEG.

For each type of artifact Ai , 30 trials are generated for dif-
ferent SNR. An decreasing SNR of the synthesized artifacts are
achieved by setting the standard deviation of EEG artifacts to be
r times larger than the average standard deviation of the resting
EEG. r = 1, 2, 4, 8, 16 are investigated. The average SNR for
each Ai can be found in the x-axis in Fig. 7.

VI. EXPERIMENTAL PROTOCOL

Six subjects are used in this experiment. Two sessions were
performed. In each session, the eight different experiments rep-
resenting the eight individual artifacts were conducted. Each
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Fig. 9. Experimental Design for assessment and validation EEG artifact
processing techniques.

experiment for each artifact (epoch) lasted for five seconds, and
is repeated 30 times. This roughly equated to 1.5 hours be-
tween testing each artifact in the first session and retesting it in
the second session. All experiments were conducted in a single
3-hour block without any breaks in between. In each epoch,
the subject was faced with a black screen and a counter in the
middle. The counter starts from 1, signalling to the subject that
a single occurrence of the required artifact needs to be induced,
and continues to 5 with an increment of 1. The timeline for each
epoch is summarized in Fig. 6. Once the counter reaches 5, it
starts again from 1. The inter-counting time is fixed to 1 second,
thus each epoch lasts for 5 seconds and all artifact were induced
at the start of each epoch. The subject controlled for all other
artifacts, was monitored by an analyst to provide a secondary
validation for the control, and was video tapped for post-check.

To validate the five second design discussed above, Fig. 4
shows the continuous wavelet transform scalogram of signal
from -2 to 5 second at the channel where CSR is maximum.
Comparing the observation in each second to the fourth second,
the largest differences are observed in the first two seconds,
which are very different for different type of artifact. However,
this trend changes in the third and fifth seconds. The data were
collected using Neuroscan NuAmps, a 32 channel EEG Ampli-
fier, with a sampling rate of 250 Hz in a continuous recording
mode. EOG and EMG were recorded for post-check. The EMG
was recorded from two locations: from the back of the neck un-
derneath the Inion, and the second on the left Masseter muscle.
Events were tagged to mark the beginning and end of each five
second epochs, which are then extracted for post processing.

VII. EXPERIMENTS AND RESULTS

Fig. 9 shows the flow for data processing starting with the
acquisition of EEG signals and synthesis of EEG artifact in
their raw forms without segmentation based on types to test the
capability of ARTs in the scenario of multiple artifacts. They
are then bandpass filtered between 1 Hz and 42 Hz. Extended
informax ICA is then performed on the filtered data to estimate

TABLE II
ARTIFACT RESIDUE AND INFORMATION LOSS OF A3 BEFORE AND AFTER

APPLYING ARTS

r 1 16

Algo AR IL AR IL

EEG + A3 54.66 −1.77 529.99 −2.64
MARA 54.19 −8.07 24.39 −31.52
Adj 39.05 −206.41 0.00 −317.41
Fas 60.04 −10.47 534.93 −9.15
wICA 44.62 −3.82 157.27 −7.34
H1 15.07 −16.88 13.09 −15.59
H2 15.07 −16.88 13.09 −15.59

independent sources. wICA, FASTER, ADJUST, MARA, H1
and H2 are used for artifact removal. Eventually, the processed
signals are reconstructed and evaluated using four criteria dis-
cussed in IV.

Fig. 7 summarized the SNR performance of ARTs on syn-
thesized EEG artifacts. H1 and H2 are observed to have
superior performance comparing to all other methods. wICA
performed better and was more reliable for different SNR com-
pared to MARA, ADJUST and FASTER. MARA is only re-
liable when SNR is high and had false negative when SNR
is low. FASTER can only handle A1 artifact, while ADJUST
failed to handle all synthesized artifacts. Fig. 8 shows the
power spectral density (PSD) of the ground truth EEG and
the PSD difference between the processed EEG and ground
truth EEG for A3 artifact with r = 1 and 16 at channel C3.
The artifact residue (AR) and information loss (IL) defined in
Section IV are summarized in Table II. H1 and H2 achieved a
better trade off between artifact removal and information loss for
synthesized EEG, for having the smallest |AR| + |IL|. The sim-
ilarity in performance of H1 and H2 indicated that both heuris-
tics identified nearly the same influential ICs for synthesized
artifacts.

In Fig. 10, the box plot of CSR in decibel (dB) of all acquired
EEG channels before and after artifact processing for all sub-
jects are shown. Five auxiliary lines (a, b, c, d, e) are drawn to
indicate the power ratio R in equation 6. ADJUST was found
to have a large CSR in some cases, while having very small
CSR for others. It fails by maintaining a level of artifact while
removing genuine EEG information. FASTER performed better
than ADJUST, although there is still a large artifact residual in
the processed signal. Both FASTER and ADJUST have failed
significantly in this multiple EEG artifact circumstance. MARA
was found to remove many artifacts as well as EEG informa-
tion as demonstrated by the low CSR for some cases. wICA
was having the best CSR compared to ADJUST, FASTER and
MARA, especially for ocular and eye blink artifacts.

H1 and H2 were observed to have CSR that falls within line a
to line c for most of the artifacts and the 25th to 75th percentiles
of the CSR are very close to 0; which is a good indication
of artifact removal while retaining EEG information. A few
exceptions of low CSR were due to the limitation of ICA where
contaminated signals are separated into multiple ICs. In Fig. 11,
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Fig. 10. The box plot of Clutter-to-Signal Ratio (CSR) in decibel (dB) (Equation 6) for all EEG channels of EEG artifacts before and after applying ARTs. The
auxiliary line a, b, c, d and e indicate CSR where R = 0.25, 1, 4, 10 and 100.

Fig. 11. Root-mean-square error (RMSE) of CSR for each ART. All ARTs
are compared to H1 and H2 using one-tailed paired-sample T-test (** for p <
0.01). Wilcoxon signed rank test gave the results of p < 0.01, except for wICA
where p < 0.05.

the root-mean-square error (RMSE) of CSR are shown. H1 and
H2 are found to have statistical significant and better RMSE
using one-tailed paired-sample T-test and Wilcoxon signed rank
test compared to all other ARTs.

The time-frequency analysis of the processed data for all
six ART are shown in Figs. 1–6 in the supplemental materials.
ADJUST and FASTER are observed to have eliminated little
artifact, yet they are far from exhibiting a satisfactory perfor-
mance across all artifact. MARA is observed to remove 6 types
of artifacts well except for head shaking and teeth tapping.
wICA handled the ocular artifact and eye blink while having
artifact residues for all others. H1 reduces the influence of all
artifact although there is a residue in swallowing and teeth tap-
ping. In time frequency analysis, H2 was performing best for all
8 types of artifact with a small artifact residue in head shaking
movement and uttering ‘wee’.

Combining the result from synthesized and acquired EEG,
H2 is found to be the most reliable and robust to all 8 types
of EEG artifacts studied in this work. From the results, some
insights can be drawn: (1) H1 and H2 have a few assumptions
that make them generalize better to different types of artifacts (2)
there is a trade off between information loss and artifact removal
as every component that is used to model artifact sources will
reduce the rank of EEG data by 1. The situation is worsen when
contaminated signals are separated into multiple ICs (3) A more
advanced BSS is required as the ability of ICA to specialize
the components to EEG and artifact information is not perfect.
This ability is limited by the fact that the number of estimated
sources equals to the number of EEG channel.
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VIII. CONCLUSION

There are three complimentary goals achieved in these stud-
ies: (1) characterize the spatiotemporal-frequency influence of
EEG artifacts collected from 8 carefully designed experimen-
tal scenarios, (2) evaluate existing automated artifact removal
techniques in the scenario of multiple artifacts using both ac-
quired and synthesized EEG, (3) design robust artifact removal
techniques that have fewer restrictive prior assumption on arti-
fact characteristics to be generalizable to handle several type of
artifacts in the scenario of multiple artifacts.

Two of our proposed ARTs, that model and manipulate ar-
tifact influence through influential independent components,
achieved a superior signal-to-noise (SNR) in synthesized data
and better clutter-to-signal ratio (CSR) score for all 6 subjects
in acquired EEG and showed better artifact processing in time-
frequency analysis and visualization for 8 types of artifacts com-
pared to four other methods. By reconstructing a higher quality
signal from artifact contamination, this work facilitates reliable
clinical EEG analysis and robust BCI system.

Our future work will extend the influence analysis to the ar-
tifact removal techniques that combine BSS and wavelet/EMD,
which have been reported to produce improved results, and to
achieve a more precise automated EEG and artifact separation.
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[41] R. Vigário, V. Jousmäki, M. Hämäläninen, R. Hari, and E. Oja, “Inde-
pendent component analysis for identification of artifacts in magnetoen-
cephalographic recordings,” in Proc. Conf. Adv. Neural Inf. Process. Syst.,
1998, pp. 229–235.

[42] K. T. Sweeney, S. F. McLoone, and T. E. Ward, “The use of ensemble
empirical mode decomposition with canonical correlation analysis as a
novel artifact removal technique,” IEEE Trans. Biomed. Eng., vol. 60,
no. 1, pp. 97–105, Jan. 2013.

[43] B. Mijovic, M. De Vos, I. Gligorijevic, J. Taelman, and S. Van Huf-
fel, “Source separation from single-channel recordings by combining
empirical-mode decomposition and independent component analysis,”
IEEE Trans. Biomed. Eng., vol. 57, no. 9, pp. 2188–2196, Sep. 2010.

[44] H. Nolan, R. Whelan, and R. Reilly, “FASTER: Fully automated statistical
thresholding for EEG artifact rejection,” J. Neurosci. Methods, vol. 192,
no. 1, pp. 152–162, 2010.

[45] I. Winkler, S. Brandl, F. Horn, E. Waldburger, C. Allefeld, and M. Tanger-
mann, “Robust artifactual independent component classification for BCI
practitioners,” J. Neural Eng., vol. 11, no. 3, 2014, Art. no. 035013.

[46] V. Lawhern, W. D. Hairston, and K. Robbins, “Detect: A matlab tool-
box for event detection and identification in time series, with applica-
tions to artifact detection in EEG signals,” PloS One, vol. 8, no. 4, 2013,
Art. no. e62944.

[47] S. Makeig, M. Westerfield, T.-P. Jung, S. Enghoff, J. Townsend, E. Courch-
esne, and T. Sejnowski, “Dynamic brain sources of visual evoked re-
sponses,” Science, vol. 295, no. 5555, pp. 690–694, 2002.

[48] T.-P. Jung et al., “Removing electroencephalographic artifacts by blind
source separation,” Psychophysiology, vol. 37, no. 2, pp. 163–178, 2000.

[49] D. L. Donoho, I. M. Johnstone, G. Kerkyacharian, and D. Picard, “Wavelet
shrinkage: Asymptopia?” J. Roy. Statist. Soc. B, Methodol., vol. 57,
pp. 301–369, 1995.

[50] H. A. Abbass, “Calibrating independent component analysis with Lapla-
cian reference for real-time EEG artifact removal,” in Proc. Int. Conf.
Neural Inf. Process., 2014, pp. 68–75.

[51] A. Teolis, Computational Signal Processing With Wavelets. New York,
NY, USA: Springer, 2012.

Sim Kuan Goh received the B.Eng. degree in elec-
trical engineering from the National University of
Singapore, Singapore, in 2013. He is currently work-
ing toward the Ph.D. degree in control, intelligent
systems and Robotics in the Department of Electrical
and Computer Engineering, National University of
Singapore. His research interests include computa-
tional intelligence, machine learning, and brain com-
puter interface.

Hussein A. Abbass is currently a Full Professor at the
University of New South Wales, Canberra Campus,
Canberra, ACT, Australia. He has published more
than 200 refereed papers. His current research fo-
cuses on machine trust for trusted autonomy, where
he designs next generation trusted autonomous sys-
tems. He is a Fellow of the U.K. Operational Research
Society and a Fellow of the Australian Computer So-
ciety. He is the Vice-President of the Technical Ac-
tivities (2016–2017) of IEEE-CIS and the National
President (2016–present) of the Australian Society

for Operations Research. He is an Associate Editor of six international journals.

Kay Chen Tan is currently a Full Professor in the
Department of Computer Science, City University of
Hong Kong, Hong Kong. He has published more than
200 refereed articles and five books. From 2010 to
2013, he was the Editor-in-Chief of the IEEE COMPU-
TATIONAL INTELLIGENCE MAGAZINE and is currently
the Editor-in-Chief of the IEEE TRANSACTIONS ON

EVOLUTIONARY COMPUTATION. He currently serves
on the Editorial Board of more than 20 journals.
He is an elected member of the IEEE CIS Ad-
Com (2017–2019) and is an IEEE CIS Distinguished

Lecturer (2015–2017).

Abdullah Al-Mamun received the Graduation de-
gree from the Indian Institute of Technology Kharag-
pur, Kharagpur, India, in 1985, and the Ph.D. degree
from the National University of Singapore, Singa-
pore, in 1997. He is currently an Associate Professor
in the Department of Electrical and Computer En-
gineering, National University of Singapore. He has
published about 50 journal papers and about 60 pa-
pers in conference proceedings, and coauthored one
book. His research interests include precision ser-
vomechanism, intelligent control, and robotics.

Chuanchu Wang received the Bachelor’s and Mas-
ter’s degrees from the Electrical Engineering De-
partment, University of Science and Technology of
China, Hefei, China, in 1988 and 1991, respectively.
He is currently a Principle Engineer in the Institute
for Infocomm Research (I2R), Agency for Science
(A*STAR), Technology and Research, Singapore.
His current work at I2R is on the research and de-
velopment of brain–computer interface based appli-
cations on assistive device, rehabilitation trials, and
gaming.

Cuntai Guan is currently a Professor at the Nanyang
Technological University, Singapore, the Principal
Scientist in the Institute for Infocomm Research, Sin-
gapore, and the Co-Director of Rehabilitation Re-
search Institute of Singapore, Singapore. He is on
the Editorial Board of several journals. He has pub-
lished more than 280 refereed journal and conference
papers and holds 20 patents and applications. His re-
search interests include brain–computer interfaces,
neural engineering, machine learning, data analytics,
and neuro-technology.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


