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Abstract—Traffic prediction based on massive speed data col-
lected from traffic sensors plays an important role in traffic
management. However, it is still challenging to obtain satisfactory
performance due to the complex and dynamic spatial-temporal
correlations among the data. Recently, many research works
have demonstrated the effectiveness of graph neural networks
(GNNs) for spatial–temporal modeling. However, such models
are restricted by conditional distribution during training, and
may not perform well when the target is outside the primary
region of interest in the distribution. In this article, we address
this problem with a stagewise learning mechanism, in which we
redefine speed prediction as a conditional distribution learning
followed by speed regression. We first perform a conditional dis-
tribution learning for each observed speed class, and then obtain
speed prediction by optimizing regression learning, based on the
learned conditional distribution. To effectively learn the condi-
tional distribution, we introduce a mean–residue loss, consisting
of two parts: 1) a mean loss, which penalizes the differences
between the mean of the estimated conditional distribution and
the ground truth and 2) a residue loss, which penalizes residue
errors of the long tails in the distribution. To optimize the subse-
quent regression based on distribution information, we combine
the mean absolute error (MAE) as another part of the loss func-
tion. We also incorporate a GNN-based architecture with our
proposed learning mechanism. Mean–residue loss is employed
to supervise the hidden speed representation in the network at
each time interval, followed by a shared layer to recalibrate the
hidden temporal dependencies in the conditional distribution.
The experimental results based on three public traffic datasets
have demonstrated that the effectiveness of the proposed method
outperforms state-of-the-art methods.
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I. INTRODUCTION

TRAFFIC prediction is a fundamental task for various
urban management tasks. For example, in the growth of

smart cities, outcomes of traffic prediction motivate various
urban studies to enhance the efficiency and safety of the trans-
portation system [1]. At the same time, speed forecast is a very
challenging task. Due to the highly dynamic nature of traffic,
there are complicated and diverse spatial–temporal relations
among the traffic data. To discover such relations for accu-
rate traffic modeling, efforts have been made to capture and
model the dynamic characteristics and interdependencies in
traffic data [2]–[4].
Recent research explores deep learning methods [5]–[8],

especially spatial–temporal graph networks, to model the
complex and dynamic spatial–temporal correlations [9]–[11].
They have shown promising results in traffic forecasting.
Spatial–temporal graph modeling assumes that a node’s future
information is dependent on its historical information as
well as its neighbors’ historical information. This approach
is also widely applied in taxi demand prediction [12],
human action recognition [13], etc. In traffic prediction,
there are two main categories of spatial–temporal graph
modeling methods, that is: 1) recurrent neural networks
(RNN)-based methods [14], [15] and 2) convolution neural
networks (CNNs)-based methods [2], [13]. Both of them inte-
grate graph convolution networks (GCNs) into their base
architectures. These methods have effectively captured spa-
tial and temporal traffic relations in their networks, and have
incremental progress on public traffic datasets. While advances
have been achieved with these methods, there are major limi-
tations. Specifically, these studies simply use mean absolute
error (MAE) alone as the loss function to solve the traf-
fic prediction problem, which may lead to overfitting on a
particular set of speeds [16]. Therefore, regression-based meth-
ods are limited by the narrow conditional distribution during
training [9]. The performance can drop significantly, especially
for extreme values and outliers, for example, the speed at the
peak curvature points.
We speculate that the aforementioned problem can be

addressed by a framework including two stages, which forms a
progressive solution for traffic prediction. First, the framework
learns the probability distribution among the speed classes.
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Fig. 1. Illustration of our proposed 2-stage traffic prediction. Traffic signals
are converted as discrete values. The multiple classification branches repre-
sent conditional distributions at different time horizons, followed by the final
fine-grained speed prediction. We propose a mean–residue loss to be used
together with softmax and MAE loss as the training target, which regularizes
the conditional distribution in hidden representations.

For the classification task, the objective is to learn the fea-
tures of different speed classes and represent the probability
distribution among them. Different from other label distribu-
tion learning (LDL) tasks, the target distribution learning in
our article is defined as a conditional distribution learning,
which is determined by time, location, and the history of each
speed value. Each conditional distribution is corresponding to
a certain speed class with a narrow speed range between two
consecutive integers. Second, a regression process can achieve
fine-grained speed prediction based on the hidden representa-
tion tuned by the classification task. The framework is inspired
by analog-digital conversion [17], in which the signal is first
discretized and digitized, and then recalibrated to the contin-
uous value. In the first stage, the classification procedure can
supervise the backbone neural networks to learn more fea-
tures belonging to different speed classes and represent the
probability distribution among the classes. Based on the extra
information provided by the classification procedure, in the
second stage, the regression network can discover more from
the spatial–temporal data, leading to improved prediction. The
approach is conceptually similar to other mutually supple-
menting classification and regression frameworks, for example,
double-task CNN (DTCNN) for image ordinal estimation [18],
but is sequential rather than parallel.
As discussed above, the hidden representation of conditional

distribution among different speed classes is critical to the
model performance. In this work, we propose a novel loss
function, called mean–residue loss, that can supervise the neu-
ral network to learn the features of different speed classes
efficiently and represent the conditional distribution among
the speed classes properly, to enhance the traffic prediction.
As shown in Fig. 1, the loss function consists of a mean
loss, which penalizes the differences between the mean of the
estimated conditional distribution and the ground truth, and
a residue loss, which penalizes the residue error of the long
tails in the distribution. As a result, the mean–residue loss can
concentrate the speed representation at the target value, and
shift the distribution to the target when they do not match.
Furthermore, mean loss reinforces MAE loss at the regres-
sion stage. The probability distribution of speed, optimized by
mean–residue loss, is crucial for speed forecast at a finer level,
and is the input of our regression stage, as described above.

The mean–residue loss can effectively capture the probability
distribution for the speed prediction.
To demonstrate the effectiveness of the proposed mean–

residue loss, we incorporate the loss into a neural network
architecture based on Graph-WaveNet [9], for speed prediction.
The network consists of multiple branches for speed classifica-
tion, speed predictions for different time intervals, and shared
regression layers for final predictions. Moreover, classifica-
tion and regression losses are calculated and backpropagated
at respective layers and branches in the training process.
Appropriate scaling factors and training configurations have
been applied to ensure model convergence [2], [9], [10], [15],
[19]. The experimental results on three public traffic datasets
have demonstrated the superiority of the proposed method over
state-of-the-art approaches in the literature.
The main contributions of the work can be summarized as

follows.
1) We propose a stagewise learning mechanism, includ-

ing: a) a conditional distribution learning and b) a
regression learning. We first perform a conditional dis-
tribution learning for each observed speed class, and
then obtain speed prediction by optimizing regression
learning, based on the learned speed distribution. The
approach redefines speed prediction as conditional dis-
tribution based speed regression. It effectively addresses
target speed that is outside the primary region of interest
in the distribution.

2) To fulfill this learning mechanism, we propose a novel
mean–residue loss function for distribution learning and
combine it with MAE for speed regression. The mean–
residue loss consists of: a) a mean loss, which penalizes
the differences between the mean of the estimated condi-
tional distribution and the ground truth and b) a residue
loss, which penalizes the residue errors of the long
tails in the distribution. We also present a graph neu-
ral network (GNN)-based model that could incorporate
with our proposed loss for speed prediction.

3) We evaluate the method on three widely used traffic
datasets, that is: 1) METR-LA [3], [15]; 2) PMES-
BAY [15]; and 3) PeMSD7 [20]. Both theoretical anal-
ysis and experimental results have demonstrated the
superiority of the proposed method over state-of-the-art
approaches.

The remainder of this work is organized as follows. In
Section II, we present an overview of the related work in
GNNs for traffic prediction and label distribution learning.
Our proposed method is elaborated in Section III. Sections IV
and V demonstrate the dataset and experimental settings, and
evaluates the proposed method with respect to different met-
rics. Finally, we conclude our work and present some future
work in Section VI.

II. RELATED WORK

Our work is based on speed data from traffic sensors. The
proposed method benefits both from recent work on GCNs
and from the field of distribution learning. In the following
sections, we provide a brief overview of related work in traffic
IoT technologies and algorithms.
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A. Traffic Prediction from Spatial–Temporal Data
Traffic prediction has attracted research attention in recent

years. Zhang et al. [21] investigated the forecasting of electric
vehicle load based on traffic flow prediction. Liu et al. [22]
employed the attention-based network for large-scale trans-
portation demand prediction. Zhang et al. [23] demonstrated
an exclusive cyber-physical system (CPS) for velocity profile
prediction. Despite extensive research efforts, how to discover
the spatial–temporal correlations among time-series data col-
lected from sensors remains a big challenge in the domain
of traffic prediction. Recently, GCNs-based approaches have
achieved state-of-the-art performance, which can work as the
main building blocks in constructing complex graph represen-
tations of the data [2], [11]. In the literature, there are numer-
ous applications of GCNs for traffic prediction, including node
embedding [24], node classification [25], node clustering [26],
graph classification [27], and link prediction [28]. In GCNs,
multiple graph convolutional layers are stacked to obtain node
representations from their own features and their neighbors’
features.
A large number of approaches based on deep learning

using graph representations have been proposed in recent
years, most of which fall into two broad categories, that
is: 1) spectral-based methods and 2) spatial-based meth-
ods. In spectral-based approaches, noises in the signals of
the node’s input are smoothed via graph convolution opera-
tions [14]. While motivated by conventional convolutions on
images, graph convolutions based on a node’s spatial depen-
dencies are defined in spatial-based approaches [29]. In these
approaches, the adjacency matrix is generated based on the
original data, which stores nodes’ representation by aggregat-
ing information from neighborhoods. In general, the adjacency
matrix is extracted as prior knowledge with Gaussian ker-
nels [30], attention mechanisms [31], or an adaptive path
layer [32], in which the adjacency matrix is fixed through-
out training. In contrast, Liu et al. proposed to explore the
relationships of nodes’ neighborhoods in an adaptive manner
for improved stability [9], in which the proposed adaptive path
layer learns the importance of different sized neighborhoods
and signals aggregated from neighbors of different hops away
for breadth and depth exploration, respectively. Although these
methods can learn the adjacency matrix to a certain extent,
they are still based on the predefined graph-structure data,
which is unstable for spatial–temporal graph modeling.
Spatial–temporal graph modeling is typically carried out

using spatial–temporal GNNs (STGNNs). With no assump-
tions on static graph structures or graph inputs, [11] used
dynamic interdependent node inputs in STGNNs based on
RNNs or CNNs. Seo et al. [14] used a recurrent unit in
graph convolution to filter node inputs and hidden states.
To enhance model performance, diffusion convolution [15]
and attention mechanisms [28] are combined with GNNs.
Jain et al. [33] combined node-level RNNs and edge-level
RNNs for better sequence learning in a structured graph.
While RNN-based methods suffer from potential gradient
explosion in long sequences with GCN, CNN-based methods
combine graph convolution with 1D convolution for more

computational efficiency [2], [13]. Despite this, they need to
stack many layers to capture long sequences, resulting in the
linear increase in the size of receptive fields with an increasing
number of hidden layers. It is well noted that Wu et al. [9]
integrated WaveNet [10] into GCNs for spatial–temporal graph
modeling. With dilation convolution, it can cover the entire
sequence with smaller layers efficiently. Ge et al. [20] took
external factors, such as weather conditions and holidays, into
account with graph models, and validated the effectiveness of
extra information in traffic prediction.

B. Label Distribution Learning
LDL is proposed to address the challenges due to label

ambiguity [34]. Tan et al. [35] employed multioutput regres-
sion and manifold learning to reduce the computational cost
of multilabel data by dimension reduction and exploiting
manifold’s topological relationship. Different from multilabel
learning, which is used to handle the problem where an
instance can be associated with multiple labels simultane-
ously, LDL can assign a label distribution to an object and
leverage the relative relationship among a sequence of val-
ues in label space, which can lead to more robust estimation.
LDL has been utilized on many computer vision tasks, such as
facial emotion recognition [36], head position estimation [37],
age prediction [38]. He et al. [38] proposed a series of LDL
approaches for age estimation and demonstrated the effective-
ness in resolving the issues, such as data-dependent modeling.
It has been demonstrated that one face image can contribute
to not only the learning of the age but also the learning of the
adjacent ages [39]. Geng and Xia [37] utilized multivariate
label distribution to enhance the estimation accuracy without
increasing the total size of the training dataset.
It is well noted that in [40], multiple loss functions for deep

learning model training have been adopted and a novel mean–
variance loss is proposed for facial age prediction, in which
mean loss attempts to penalize the distance between the esti-
mated age and the ground-truth age, while variance loss aims
at minimizing the variance of the estimated age distribution.
Hence, the curve of the age distribution can be sharpened by
variance loss. However, the sharper distribution is not nec-
essary to lead to a more accurate prediction directly, which
may easily result in overfitting. Furthermore, in some cases,
mean loss and variance loss suppress each other for an optimal
distribution.

III. METHODOLOGY

In this section, we first present the mathematical defini-
tion of the traffic forecasting problem. Next, we introduce
our speed prediction that has been redefined as a distribu-
tion learning followed by speed regression, where we propose
the mean–residue loss for optimizing the target distribution
learning. Finally, we introduce a graph-based architecture that
incorporates the proposed loss for traffic prediction.

A. Problem Definition
Given observed speed data from sensors, the task of traffic

prediction is to estimate the future speed at different sensor
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locations. The sensors and roads can be modeled in a graph
G = (V,E). A node vi ∈ V represents a sensor, and an edge
(vi, vj) ∈ E represents a road. A trainable feature matrix Xt ∈
RN×D is associated to G, where X is the matrix, and t refers to
time. Given the graph G and S steps of historical traffic data,
the task is to learn a mapping function f , which forecasts traffic
speed at the next T steps. The function f is presented as

[X(t−S):t,G] f−→ X(t+1):(t+T). (1)

A speed value is often taken as a single value in previous
research [9], [19], [41], and the modeling of speed is consid-
ered as a regression task. However, regression-based methods,
along with the corresponding loss function, for example, MAE,
fail to utilize the ordinal correlations among different speed
values. To overcome the limitations of MAE loss, we divide
the continuous speed into multiple classes to learn the condi-
tional distribution. Specifically, we use speed classification that
rounds different speed values into classes representing speed
values from zero up to the maximum rounded speed, with an
interval of 1 mph. Since we have transformed the regression
problem into a classification problem, we use softmax loss to
minimize the difference between the ground-truth class and
the prediction. Meanwhile, we further represent the distribu-
tion with a novel mean–residue loss, which will be discussed in
the following sections. Finally, we perform regression based on
classification and minimize the MAE loss. The loss functions
in the classification task and the regression task are jointly
used to update the model parameters [5].

B. Mean–Residue Loss
Normally, for classification problems, there is no particular

requirement on the arrangement of labels, and the classes can
be labeled arbitrarily, since all the classes are assumed to be
independent and orthogonal [6], [42], [43]. However, in the
case of traffic prediction where the speed value is continuous,
there are strong correlations among different speed types. For
example, if the speed can be classified as low speed, middle
speed, and high speed, it is impossible for a vehicle to speed
up from low speed to high speed without through a state of
middle speed. To capture the correlations among the speed
classes, we use yi ∈ {0, 1, . . . , L − 1} to denote the corre-
sponding speed label of the ith sample. The target conditional
distribution is concentrated in one of the yi classes, while the
distribution is close to, or equals 0 in the rest of the classes.
The shape of the sharp target distribution is different from
common label distributions in label distribution learning. L−1
refers to the highest integer speed in the dataset, and the unit is
mph. xi denotes the feature vector, and f (xi) ∈ R

N×M denotes
the output of the layer ahead of the classification branches.
Let z ∈ R

N×L denote the output of the classification and then,
we have p ∈ R

N×L, a typical softmax probability as follows:

z = f (xi) · θT , pi,j = ezi,j
∑L

l=1 ezi,l
(2)

where θ ∈ R
L×M is the trainable parameter of the linear layer,

j ∈ {0, 1, . . . ,L−1} denotes the class label as well as the cor-
responding speed, and zi,j is an element of z for the ith sample

Fig. 2. Conditional distribution during training and the ideal distribution for
the ith sample are illustrated by the blue curve and the red curve, respectively.
After top-K pooling operation, two long tails are left as indicated by the
shadowed areas. redPoint A and B are two points in which the values of two
distributions are the same.

and speed j. Hence, pi can denote the estimated conditional
distribution for sample i over all the L classes, and then, pi,j
can denote the probability that sample i may belong to speed j.
Based on (2), we can have the estimated mean speed of

sample i, mi, as follows:

E
(
speedi

) = mi =
L∑

j=1
j ∗ pi,j. (3)

We also can add a learnable parameter wb into the traf-
fic prediction to make some final adjustment and (3) can be
transformed to

E
(
speedi

) = mi =
L∑

j=1
j ∗ pt,j + wb. (4)

We then carry out the top-K pooling operation on pi and,
one or two tails with L − K classes left as shown in Fig. 2.
The residue entropy in the tail(s) can be calculated as

ri = −
L∑

j=1, j/∈top-K
pi,j ∗ log pi,j. (5)

To help the model concentrate more on the top-K classes,
we need to reduce ri. Once K is determined, a smaller ri is
helpful to obtain a smaller confidence interval with a higher
confidence level.
As shown in Fig. 2, the proposed mean–residue loss aims

to penalize not only the difference between the mean of an
estimated conditional distribution and the ground-truth speed
but also residue error existing in the long tails.
Mean Loss: Similar to [40], we have the mean loss com-

ponent in the proposed mean–residue loss that can penalize
the difference between the mean of an estimated conditional
distribution and the ground-truth speed. Based on (3), we can
have the mean loss as

Lm = 1
2N

N∑

i=1
(mi − yi)2 = 1

2N

N∑

i=1

⎛

⎝
L∑

j=1
j ∗ pi,j − yi

⎞

⎠

2

(6)

where N is the batch size in training process. Unlike the soft-
max loss, which is widely used for classification tasks, the
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Fig. 3. Our proposed speed prediction architecture. We follow the graph network in Graph-WaveNet as the feature extractor, which is attached to 12
classification branches. Each branch handles prediction over a specific time horizon. A shared regression layer outputs the final speed with high precision.
During training, softmax and mean–residue loss are computed at the classification level, while MAE loss is calculated at the regression level. Abbreviations:
TCN (temporal convolution layer), GCN (graph convolution networks), FA (feature aggregation), SC (speed calculation), and Cls (classifier).

mean loss focuses on regression tasks. We can use L2 distance
to measure the difference between the mean of an estimated
conditional distribution and the ground-truth speed. Hence, the
proposed mean loss is complementary to the softmax loss.
Besides, the mean loss is also an reinforcement to the MAE
loss in the speed regression, discussed in the next section.
Residue Loss: The residue loss in the proposed mean–

residue loss penalizes the residue error in the tails that exists
in an estimated conditional distribution after top-K pooling
operation. In the training process, top-K and the value of K
can be fixed to a fixed value, for example, top-5. Based on (5),
the residue entropy loss can be computed as follows:

Lr = − 1
N

N∑

i=1

L∑

j=1, j/∈top-K
pi,j ∗ log pi,j. (7)

Under the joint effect of mean and residue loss, the con-
ditional distribution is moved to class �yi�, and narrowed to
this class closely. Ideally, all the probabilities of the classes
beyond yi shall be zero, and pi,yi shall be maximized to be 1.
The expected shape of the distribution is known, unlike arbi-
trary shapes in general LDL tasks. In the proposed residue
loss Lr, it can be guaranteed that yi falls in the top-K classes,
when K is large enough to include yi in top-K.

C. Mean–Residue Loss Implementation
Speed estimation is a complicated and challenging process

due to the dynamic traffic conditions. In this work, we focus
on the loss function and assume that the graph network archi-
tecture has been predetermined, as shown in Fig. 3. We choose
Graph-WaveNet as our basic feature representation learning to
model the speed estimation process. Especially, we can com-
bine the softmax loss, denoted as Ls and mean–residue loss in
the classification task jointly as the supervision signal in the
following:

Lmr = Ls + λ1Lm + λ2Lr

= 1
N

N∑

i=1

[

− log pi,yi +
λ1

2
(mi − yi)2 + λ2ri

]

(8)

where Ls denotes the softmax loss. Lm and Lr are the mean loss
and residule loss, respectively. λ1 and λ2 are scaling factors

for Lm and Lr for model optimization. In Section V, vari-
ous combinations of λ1 and λ2 are experimented to optimize
the model. Based on (8), we can have the final MAE loss
of our method as the training objective as shown in Fig. 3,
which has been used in many recent research work on traffic
prediction [9], [15]. The final MAE loss can be calculated as

LMAE = 1
N

N∑

i=1
|mi − yi|. (9)

The final loss function is presented in 10, and the value of
λ3 is set to 1 in the experiments. λ3 scales the ratio between the
mean residue loss and the MAE loss for model optimization.
The MAE loss optimizes the regression process following the
speed classification:

Lfinal = Lmr + λ3LMAE. (10)

D. Implementation for Structured Prediction
We implement a graph-based architecture to fulfill the

proposed loss for speed prediction. As illustrated in Fig. 3,
our design of the network is based on Graph-WaveNet [9], to
capture conditional distribution in hidden representations of
the network. A classification layer for each time horizon rep-
resents the conditional distribution, which is then calibrated to
speed prediction.
The scheme is presented in Algorithm 1. Given the spatial–

temporal feature matrix Xt, the algorithm learns the speed label
distribution from classification results c, and speed regression
results p at each time interval from 1 to 12. Next, mean residue
loss Lmr and MAE Lmae are calculated, respectively, to update
the model parameters. The process iterates until the maximum
number of epochs is reached.
Specifically, we reuse its dynamic adjacency matrix and

graph network components, denoted as Ftl, in Algorithm 1,
featuring dilated TCNs with gating mechanisms and skip con-
nections to extract spatial and temporal features. Next, we
arrange our classification and regression as follows. We cre-
ate 12 branches after the representation layer of the graph
network to predict the speed at all locations in the next 12
time horizons, where each branch corresponds to one time
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Algorithm 1: Training Scheme Incorporating Mean–
Residue Loss and MAE
Input: Graph G = (V,E), feature matrix Xt ∈ RN×D,

spatial temporal learning function Ftl, classifier
Fc, forecast Ff

Initialization: classification result c, classification results
C, predict result p, predict results P
for epoch = 1 to epochs do

C = {}, P = {}, Lmr = 0, Lmae = 0
//Learning spatial and temporal features
ft← Ftl(G,Xt);
for t = 1 to T = 12 do

// Target distribution learning
ft′ , c← Fc(ft);
Add c to classification results C
// Regression learning
p← Ff

(
ft′

)
;

Add p to predict results P
end
Lmr ← update Lmr on C;
Lmae← update Lmae on P;

end

horizon. Each branch consists of a ReLU activation followed
by a classification layer called Fc in Algorithm 1, which trans-
forms the feature into an intermediate representation of size
[batch_size, number_of_class, number_of_sensor]. For each
sensor at each time interval, the input feature is converted to a
probability distribution over a range of speed classes, rounded
to integers. The range is from zero to the maximum speed
(rounded) in the dataset. The intermediate features are then
forwarded into the last regression network with shared weights
across the branches, corresponding to Ff in Algorithm 1.
The approach to sharing weights exploits invariant spa-
tiotemporal patterns in conditional distribution, which could
benefit feature extraction. Based on the distribution learning
results, the regression layer calculates a single value that is
a continuous speed prediction for each sensor at each time
step.
We design a new training scheme to incorporate the mean–

residue loss, which is described in Algorithm 1. At the
classification level, softmax loss and mean–residue loss, as
shown in (8), are computed. At the regression level, MAE
loss is calculated. The final loss includes both of them. All
components in the final loss are backpropagated together,
by which the model parameters are updated. The branches
are trained with targets at their respective time horizons,
while the graph network and the regression layer are updated
by all the training instances. The loss functions and their
corresponding network components are also illustrated in
Fig. 3. There are 12 values in each target of the dataset,
corresponding to traffic speed in the next hour with 5-min
intervals. The 12 classifier network matches the format of the
desired output. The architecture also makes it more compa-
rable with similar multibranch networks, for example, Graph
WaveNet.

Fig. 4. Gradient analysis on the proposed mean–residue loss. Areas with
hatching lines indicate the ranges that Lm and Lr can work together toward
the optimum conditional distribution, while blue areas indicate the ranges that
Lm and Lr fail to work jointly toward the optimum conditional distribution.
Points A and B are two points in which the values of two distributions are
the same.

IV. GRADIENT ANALYSIS

As shown in Fig. 4, mean loss attempts to reduce the dif-
ference between the mean speed of an estimated conditional
distribution and the ground-truth speed. According to (3), we
can have the gradient of mean loss Lm, with respect to pi,j as
follows:

∂Lm
∂pi,j
= 1
N
∗ j ∗ (mi − yi). (11)

Based on (2), we can obtain the gradient of pi,j with respect
to zi,l as

∂pi,j
∂zi,l
=

⎧
⎪⎪⎨

⎪⎪⎩

ezi,l∑L
j=1 e

zi,j −
(

ezi,l∑L
j=1 e

zi,j

)2
= pi,l − p2i,l, if l = j

ezi,l
(∑L

j=1 e
zi,j

)2 ∗ ezi,l = −pi,l ∗ pi,j, if l 
= j.

(12)

Based on (11) and (12), the gradient of Lm with respect to
zi,j can be computed as follows:

∂Lm
∂zi,j
= mi − yi

N

⎛

⎝j ∗
(
pi,j − p2i,j

)
−

L∑

l=1, l 
=j
j ∗ pi,l ∗ pi,j

⎞

⎠

= (mi − yi)
N

pi,j ∗ (j− mi). (13)

According to (13), if the mean value mi of an estimated
distribution is less than yi, the probabilities of the classes
j ≥ �mi
 will be increased via their negative gradients, while
the probabilities of the classes j ≤ �mi� will decrease via the
positive gradients when the network is updated. Hence, mi of
the estimated conditional distribution will become greater and
the distance between mi and yi will become smaller. On the
contrary, if mi > yi, the probabilities of the conditional dis-
tribution will be updated to achieve smaller mi and push mi
closer to yi too. Furthermore, if mi = yi, the gradients will
be 0 and the network will do nothing to update the speed
probability distribution. The residue loss aims at reducing the
probability of class j, if j /∈ top−K. Based on (7), we can have
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the gradient of residue loss Lr with respect to pi,j as follows:

∂Lr
∂pi,j
= − 1

N

∑

l

∂
(
pi,l ∗ log pi,l

)

∂pi,j

= − 1
N

∑

l

(

log pi,l ∗ ∂pi,l
∂pi,j
+ pi,l ∗ ∂ log pi,l

∂pi,l
∗ ∂pi,l

∂pi,j

)

= − 1
N

∑

l

(
log pi,l + 1

)∂pi,l
∂pi,j

(14)

where l = 0, 1, . . . ,L − 1 & l /∈ top-K. According to (2)
and (14), we can have

∂Lr
∂zi,j
= ∂Lr

∂pi,j
∂pi,j
∂zi,j
= − 1

N

∑

l

(
log pi,l + 1

)∂pi,l
∂zi,j

. (15)

Assume p∗i = max{pi,l, l = 1, 2, . . . ,L & l /∈ top-K}.
From (12) and (15), we have the following inequation:

∂Lr
∂zi,j

> − 1
N

∑

l

(
log p∗i + 1

)∂pi,l
∂zi,j

= − log p
∗
i + 1
N

∗ pi,j ∗
⎛

⎝1−
∑

l/∈top-K
pi,l

⎞

⎠

> 0. (16)

Obviously, if K ≥ 2, we have p∗i ≤ (1/3) < e−1 and hence,
log p∗i + 1 < 0 and (16) holds. Let Ki denote the value of
top-K and Ryi denote the ranking of yi, for the ith sample in
a batch training. Then, we can fix Ki to be some value.
Equation (16) illustrates the network will be updated to

decrease the probability of speed j close to 0, for any j out of
top-K speed values, via the positive gradient. Lr does not touch
the probabilities of top-K classes, but indirectly increases the
probability of top-K classes as a whole. So, Lr can help Ls to
focus more on yi and boost Lm to push mi closer to yi. The
joint effect of the mean and residue loss is summarized as fol-
lows, in the increasing order of speed, that is, the following
points correspond to regions in Fig. 4 from left to right.
1) For classes smaller than mi and outside top-K, both

loss functions decrease the probabilities, which ideally
should decrease. They optimize the model in the same,
correct direction.

2) For classes smaller than mi and inside top-K, the mean
loss decreases the probabilities, and the residue loss is 0.
These probabilities ideally should decrease. Therefore,
the loss functions optimize the model in the same,
correct direction.

3) For classes between mi and point A in Fig. 4, which is
the smallest class (exclusive) where the predicted prob-
ability is smaller than the ground truth, the mean loss
increases the probabilities, and the residue loss is 0.
These probabilities ideally should decrease. Therefore,
the loss functions optimize the model in the same, but
incorrect direction. If A is outside top-K, the residue loss
could be 0 (to the left of A) or decreases the probabil-
ities (to the right of A). In this case, the loss functions
optimize the model in different directions, and the joint
effect could be positive or negative.

4) For classes between point A (inclusive) and the bound-
ary class (inclusive) of top-K, the mean loss increases
the probabilities, and the residue loss is 0. Ideally, the
probabilities should increase. Therefore, the loss func-
tions optimize the model in the same, correct direction.

5) For classes between the boundary class of top-K and
point B (exclusive), which is the smallest class where
predicted probability is greater than the ground truth,
the mean loss increases the probabilities, but the residue
loss decreases the probabilities. Ideally, the probabilities
should increase. Therefore, the loss functions conflict
with each other, and the joint effect is unknown. If B is
within top-K, the residue loss is 0, and the joint effect
would be in the wrong direction.

6) For classes to the right of point B, the mean loss
increases the probabilities, while the residue loss
decreases the probabilities. Ideally, the probabilities
should decrease. Therefore, the joint effect could be
positive or negative.

V. EXPERIMENTAL RESULTS

In this section, we shall carry out experiments to compare
our proposed method with state-of-the-art baselines for traf-
fic prediction. In the experiments, we use MAE, root mean
squared error (RMSE), and mean absolute percentage error
(MAPE) as our evaluation metrics [2], [9], [10], [15], [19],
which are presented as follows:

MAE = 1
n

n∑

i=1

∣
∣yi − ŷi

∣
∣ (17)

RMSE =
√
√
√
√1
n

n∑

i=1

(
yi − ŷi

)2 (18)

MAPE = 1
n

n∑

t=1

∣
∣
∣
∣
yi − ŷi
yi

∣
∣
∣
∣ (19)

where n is the number of instances, ŷi is the prediction result,
and yi is the ground truth. Missing values are ignored both
during training and testing. The above-mentioned metrics are
evaluated at 12 horizons, from 5 to 60 min, with a 5-min
interval. The overall metrics are the average of all metrics at
the 12 horizons.

A. Datasets
In our experiments, we evaluate our approach on three pop-

ular public traffic speed datasets, which are widely used in the
traffic prediction domain, as shown in Fig. 5. In the following,
we shall give a brief introduction to the datasets.
1) METR-LA [15]: This dataset contains traffic speed data

recorded by sensors on Los Angeles highways. We select
data from 207 sensors in a period of four months from
March 1, 2012 to June 30, 2012 in our work. The total
number of speed data points is 6 519 002. The sensor
distribution is illustrated in Fig. 5(a).

2) PeMS-BAY [15]: This dataset contains traffic speed
information collected by California Transportation
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Fig. 5. Illustration of sensor distributions in METRA-LA, PeMS-Bay, and PeMSD7 datasets. (a) METR-LA dataset. (b) PeMS-Bay dataset. (c) PeMSD7
dataset.

Agencies (CalTrans) Performance Measurement System
(PeMS) in the San Francisco Bay area. We select data
from 325 sensors in the six-month range. The total
number of speed data points is 16 937 179. The sensor
distribution of the dataset is shown in Fig. 5(b).

3) PeMSD7 [20]: This dataset contains data collected
from sensors on the highways in Los Angeles County,
California. It is also collected real time by PeMS at over
39 000 sensor locations [2]. Following the configurations
in [2], 228 sensor locations are selected, and the time
spans the weekdays in May and June 2012. Fig. 5(c)
presents the sensor distribution of the dataset.

All datasets contain real-world traffic data with large
spatial–temporal scales and are widely adopted for traffic anal-
ysis [15]. We follow the same data-processing steps described
in [9] to aggregate data and construct the adjacency matrix.
The datasets are split into 70% for training, 10% for validation,
and 20% for testing.

B. Baselines
We compare our method with the following approaches (as

shown in Table I), which can be considered as state-of-the-art
baselines.
1) FC-LSTM: The model is a variation of an RNN with

fully connected LSTM hidden units [15].
2) WaveNet: A convolution network architecture for

sequential data, first applied on audio generation, text,
and speech analysis [10].

3) Diffusion Convolution RNN (DCRNN) [15]: It models
traffic flow as a diffusion process. The network uses
an encoder–decoder architecture and combines graphical
convolution networks with RNNs.

4) Graph Gated Recurrent Unit Network (GGRU) [19]:
The approach is recurrent based. It uses a convolutional
subnetwork to guide each attention head’s importance
and is integrated with spatial–temporal graph networks.

5) Spatial–Temporal Graph Attention Network
(STGCN) [2]: The model combines graph convo-
lution with 1-D convolution to extract spatial–temporal
features.

6) Graph-WaveNet [9]: The architecture features an adap-
tive adjacency matrix and dilated 1-D convolutions with

exponentially larger receptive fields. The method is
capable of handling very long sequences.

C. Experimental Setups
Our models are trained and evaluated on a single GPU

device (NVIDIA RTX 2080Ti and NVIDIA Quadro P5000).
Following the method adopted in Graph-WaveNet [9], we use
the Adam method to optimize the parameters of the neural
network, with an initial learning rate of 0.001. Adopting the
technique in [44], a 3% decay in learning rate is added dur-
ing training. There is a dropout rate of 0.3 in the GCN. For
fine-tuning experiments, we first reproduce the experimental
results of Graph-WaveNet, using the settings described in [9],
and load the model weights in the graph convolution part of
the network. Next, the model is fine-tuned for 100 epochs. For
experiments without pretrained models, we randomly initialize
the network and node embedding with a uniform distribution
of size 10.

D. Hyperparameter Analysis
From our gradient analysis, we can observe that the hyper-

parameters, K and λ, can affect the performance of the
proposed method, and different combinations of K and λ may
lead to different results. Hence, we first search for the optimal
combination of the hyperparameters, and then carry out our
experiments based on the optimal values of the hyperparame-
ters. In the following, we present the detailed analysis on the
hyperparameters K and λ, respectively.
1) Analysis on Hyperparameter K: In the proposed mean–

residue loss, the residue error is penalized by varying degrees
with different K. Specifically, a large K sets a big confidence
interval, which leads to a low confidence level. On the other
hand, a small K may lead to an opposite direction away from
the ground-truth speed once the ground-truth speed falls out
of top−K. Therefore, a suitable K can guide loss convergence
in the right direction. In Fig. 6, we present the study on the
value selection of K in the residue loss and the influence on
the model performance. It can be inferred from the figure that
our proposed loss function can optimize the network better
than the original MAE loss in [9], even with a nonoptimal K
value. It is also demonstrated that the model performance at
K = 11 is better than the rest, and the performance gener-
ally drops when K deviates from 11. Comparing Fig. 6 and
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TABLE I
PERFORMANCE COMPARISON OF OUR APPROACH AND BASELINE MODELS. OUR APPROACH REACHES THE BEST RESULTS ON
METR-LA AND PEMSD7, AND HAS THE BEST OVERALL METRICS ON PEMS-BAY. THE RESULTS REPORTED ARE FROM

MODELS WITH RANDOMLY INITIALIZED WEIGHTS. THE LAST COLUMN REFERS TO RESULTS AT 60 MIN FOR
META-LA AND PEMS-BAY, AND 45 MIN FOR PEMSD7

Fig. 6. Analysis on model performance with different K values in the residual
loss measured by test MAE, on the dataset METR-LA. The colored horizontal
lines indicate the performance of Graph-WaveNet.

Fig. 7, we can observe that the optimal K only has a small
difference under different evaluation metrics. In addition, the
choice of other experiment settings and hyperparameters also
leads to tiny fluctuations on the choice of K. Based on the
above observation, we fix K = 11 for all the experiments on
the three datasets.
2) Analysis on Hyperparameter λ: We also provide an abla-

tion study on λ values in the loss function (8). In particular,
the ratio of the combination of loss functions is a crucial set
of parameters that affect model performance. The λ values
scale the losses to the same magnitude level and assign them
different weights in the optimization process. We did a grid
search for λ1 and λ2, which scales mean loss and residue
loss, respectively. The experimental settings are described in
Section V-C, and particularly, we set λ3 = 1. The results are
presented in Table III. The model is optimized when λ1 and
λ2 are set to 1 and 0.01, respectively. In addition, the selec-
tion of λ3 is presented in Table II, when λ1 and λ2 are fixed
at 1 and 0.01, respectively. λ3 scales the MAE loss during

Fig. 7. Analysis on model performance with different K values in the resid-
ual loss measured by test RMSE, on the dataset METR-LA. The colored
horizontal lines indicate the performance of Graph-WaveNet.

the regression stage. In Table II, the model is optimized when
λ3 = 1. Based on the experimental results above, we set the
values of λ1, λ2, and λ3 to be 1, 0.01, and 1, respectively, for
all the experiments on the three datasets.

E. Experimental Results and Discussions
In our experiments, we choose fixed hyperparameters in the

loss function. We keep a fixed value of K = 11 for the top−K
selection in residual loss. The scale factors, λ1 for mean loss
and λ2 for residual loss, are set to 1 and 0.01, respectively.
Based on the optimal combination of K and λ, we carry

out our experiments on the three datasets. In Table I, we
compare the performance of the proposed approach with
the baseline models. More specifically, we present evalu-
ation results of different metrics at 15-, 30-, and 60-min
time intervals on METR-LA and PeMS-BAY datasets and
at 15-, 30-, and 45-min time intervals on the PeMSD7
dataset. The proposed approach has achieved the best results
among these methods with respect to MAE, RMSE, and
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TABLE II
EXPERIMENTAL RESULTS WITH DIFFERENT λ3, ON THE DATASET METR-LA

Fig. 8. Comparisons of prediction curves between the proposed method (yellow) and Graph-WaveNet (red) for 5 min ahead prediction on a snapshot of the
test datasets of METR-BAY, PeMS-BAY, and PeMSD7. The arrows indicate where our result is clearly closer to the ground truth. Performance comparison
(a) on METR-LA dataset, (b) on PeMS-BAY dataset, and (c) on PeMSD7 dataset.

MAPE metrics. Our approach outperforms temporal mod-
els, including FC-LSTM and WaveNet, as well as both
convolution and recurrent-based spatial–temporal models, that
is, STGCN, DCRNN, and GGRU. In comparison to Graph-
WaveNet for different time horizons, we can observe that
better performance has been achieved on larger time hori-
zons, which proves that the proposed method can achieve
improved performance on capturing information from longer
sequences. We have also reached a noticeable performance
increment from Graph WaveNet, compared to its major base-
line, DCRNN [15], at all time horizons. Hence, it has
been proven that our proposed approach with supervision
on both classification and regression tasks can improve the
performance of traffic prediction significantly.

TABLE III
EXPERIMENTAL RESULTS WITH DIFFERENT COMBINATIONS OF

λ1 AND λ2. THE TEST MAE IS AT THE 15-MIN INTERVAL,
ON THE DATASET METR-LA

For more intuitive comparison, we visualize the results
of 5-min-ahead predicted values versus real values of
Graph-WaveNet and the proposed method on a snapshot of
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TABLE IV
EXPERIMENTAL RESULTS ON DIFFERENT CONDITIONAL DISTRIBUTIONS. METRICS ARE

EVALUATED AT THE 60-MIN INTERVAL, ON THE DATASET METR-LA

TABLE V
HYPOTHESIS TEST RESULTS ON THE METR-LA DATASET,
AT THREE TIME INTERVALS, WITH ε COMPARED WITH

AVERAGED GRAPH WAVENET RESULTS

the test datasets on randomly selected time horizons in Fig. 8,
which presents the predicted values and the ground truth on
METR-LA, PeMS-BAY, and PeMSD7 datasets, respectively.
In Fig. 8, we can observe that the proposed approach gener-
ates more accurate predictions than Graph WaveNet, especially
at where the arrows point out. Particularly, when the ground-
truth speed changes abruptly, corresponding to sharp spikes
in data, our predictions are well adapted to data fluctuations
and match closely with the real values at all time horizons.
Meanwhile, Graph WaveNet has difficulty in predicting such
speed changes.
We also investigate the effects of some implementation

details. We find that a ReLU activation after the classifica-
tion results significantly boosts the model performance. We
also verify that additional fully connected layers in SC offer
no performance enhancement. Moreover, we confirm that with
enough training epochs, randomly initialized models slightly
outperform models with pretrained Graph-WaveNet weights.
Therefore, our approach can be performed in an end-to-end
manner with random initialization.
To validate the robustness of our approach, we follow the

method suggested in [45] and compare the performance of
Graph WaveNet and our approach on different conditional
distributions in Table IV. The distributions are generated as
follows.
1) Distribution 1: The same distribution in the METR-LA

dataset.
2) Distribution 2: In the METR-LA dataset, we observe

that most high-speed values are in the range [50, 70]
mph. Therefore, we rank data points by the number of
speed values that fall in the range of [50, 70] from low
to high. Next, we select 4000 consecutive data points
starting from the lowest.

3) Distribution 3: Similar to the steps in Distribution 2,
we select 4000 consecutive data points starting from the
highest.

The results in Table IV show that our method is clearly supe-
rior to Graph WaveNet with all the distributions and in all
evaluation metrics. The result verifies the robustness and wide
applicability of our method when the distribution changes.

TABLE VI
TIME COMPLEXITY ANALYSIS. THE TRAIN AND TEST TIME

ARE MEASURED IN 1 EPOCH, ON THE DATASET
METR-LA, FOR ONE TIME HORIZON

TABLE VII
EXPERIMENTAL RESULTS ON EXCLUSION OF LOSS FUNCTIONS, THE
TEST MAE IS AT THE 15-MIN INTERVAL, ON THE DATASET METR-LA

TABLE VIII
EXPERIMENTAL RESULTS ON EXCLUSION OF LOSS FUNCTIONS, THE
TEST MAE IS AT THE 30-MIN INTERVAL, ON THE DATASET METR-LA

TABLE IX
EXPERIMENTAL RESULTS ON EXCLUSION OF LOSS FUNCTIONS, THE
TEST MAE IS AT THE 60-MIN INTERVAL, ON THE DATASET METR-LA

To show the significance of prediction performance, we fol-
low practice in [46] and [47] and present hypothesis test results
in Table V. In Table V, most ε are smaller than the result of
Graph WaveNet, indicating that the model has statistical signif-
icance over the baseline. The results in the other two datasets
are similar.
Table VI presents time complexity results. To accurately

measure the time for training and testing, results in Table VI
are measured with a single branch prediction in both methods.
As shown in Table VI, it takes a longer time for our method to
train and test. The result is expected, as there are more layers
in our model, and the loss function is more complicated. We
believe it is the tradeoff between complexity and performance
of the model. Besides, it is noticeable that the test time is very
close in both experiments, indicating that both models would
be similarly fast if deployed.
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TABLE X
EXPERIMENTAL RESULTS WITH DIFFERENT LE APPROACHES, ON THE DATASET METR-LA

F. Ablation Studies
We also provide ablation studies on the performance of

mean loss and residue loss, respectively, to evaluate their
independent performance for traffic prediction. In these exper-
iments, we set λ1 = 0 that can remove mean loss from
the proposed framework and set λ2 = 0 that can remove
residue loss from the neural network, and keep other con-
figurations unchanged. We present the experimental results on
the three datasets in Tables VII–IX, respectively, from which
we can observe that either mean or residue loss can improve
the performance significantly, while their combination, the
mean–residue loss, can improve the performance further.
In Table VII, we present the experimental results for abla-

tion study on the METR-LA dataset, at the 15-min interval.
From these results, we can observe that without mean and
residue loss functions, MAE of our baseline framework is
2.69. When mean loss is included in the framework, MAE
can be improved to 2.62. When residue loss is included in the
framework, MAE is also improved to 2.61. When we combine
them, the proposed mean–residue loss can further reduce MAE
to 2.59, which is 4% performance improvement. We carry
out the same experiments at the intervals of 30 and 60 min
on METR-LA dataset, and present the results in Tables VIII
and IX, respectively. From Table VIII, we can observe that
for the middle-term traffic prediction, 30-min interval, MAPE
of Graph-WaveNet is 5.15, while that of our proposed meth-
ods with mean loss and residue loss only are 4.92 and 4.88,
respectively. They are both better than the baseline, proving
the effectiveness of mean and residue losses with regard to the
metric of MAPE. Our proposed mean–residue loss can further
improve MAPE to 4.86 that is 5.6% improvement over the
baseline.
With regard to the metric of RMSE for long-term prediction,

60-min interval, we can observe that in Table IX, the
performance of Graph-WaveNet is 10.01%, while that of
approaches with mean loss and residue loss only are 9.88%
and 9.72%, respectively. Their combination, our proposed
mean–residue loss, can achieve 9.68%, the best one in the
comparison.
It is worth noting that in Table VIII, at the interval of

30 min, RMSE of our approach with residue loss only is
slightly better than our proposed mean–residue loss. As shown
in Fig. 4, our gradient analysis has indicated that in the
blue areas, mean loss and residue loss may fail to work
jointly toward the optimum conditional distribution. In this
case, mean loss has some negative effect on residue loss.
Referring to Fig. 4 again, we can observe that the areas of
positive joint effect are much bigger than the negative joint
areas, which means the chance that the negative joint effect

of mean–residue loss may dominate the performance is much
lower than positive joint effect. However, it may happen since
the probability distribution may not follow standard devia-
tion strictly in the real implementations, although the negative
effect as a whole is very small, and we should address this
issue in our future work.
In Table X, model performance with our mean residue loss

and other LE approaches is compared. The mean–variance loss
is similar to the proposed loss function, except that the vari-
ance loss is replaced with the residue loss. Therefore, we keep
the same label enhancement procedure as in our experiments,
which is a narrow conditional distribution at the target class.
The experiment settings are also the same as those in our
experiments, except that we keep λ1 = 0.2 and λ2 = 0.05 for
the mean and variance loss, respectively, following the orig-
inal settings [40]. In the experiment with KL divergence, we
generate the speed distribution from the ground truth using
the softmax function. Next, we calculate the KL divergence
between the logarithm of the predicted speed distribution and
the generated speed distribution. A scaling factor of 0.05
is multiplied to KL divergence, and other experimental set-
tings remain unchanged. It is evident in Table X that the
proposed mean residue loss can better optimize the model than
other LE approaches. Empirically, the proposed mean residue
loss restricts the conditional distribution narrowly at the tar-
get class, which is a small range for the regression stage to
optimize. Such distribution is specific to the traffic prediction
task and is not addressed by other measurements, including
mean–variance loss and KL divergence.
It is clear that the ablation studies have proven our theoret-

ical findings in the work.

VI. CONCLUSION AND FUTURE WORK

In this work, we proposed a stagewise learning mecha-
nism, including a conditional distribution learning followed
by a regression learning. We introduce a novel mean–residue
loss function for distribution learning and combine it with
MAE for speed regression. The mean–residue loss consists
of a mean loss and a residue loss, which effectively moves
the conditional distribution towards the target and squeezes
it around the center. The mean loss penalizes the difference
between the mean of an estimated conditional distribution and
the ground-truth speed and the residue loss penalizes residue
errors in the tails that exist in an estimated conditional distribu-
tion after top-K pooling operation. We construct a graph-based
architecture, which represents speed in discrete classes in the
hidden layers, followed by a regression network. Our approach
effectively learns the conditional distribution and produces
more fine-grained prediction results in the output even with
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sharp spikes in the data. Extensive experiments are carried out
and the results illustrate that the proposed architecture achieves
state-of-the-art performance on three publicly available traffic
datasets. For future work, we intend to study the conditional
distribution learning in sequential anomaly detection [48] and
weakly anomaly detection [49].
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