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Abstract— Neuropsychological studies suggest that co-
operative activities among different brain functional areas drive
high-level cognitive processes. To learn the brain activities within
and among different functional areas of the brain, we propose
local-global-graph network (LGGNet), a novel neurologically
inspired graph neural network (GNN), to learn local-global-
graph (LGG) representations of electroencephalography (EEG)
for brain–computer interface (BCI). The input layer of LGGNet
comprises a series of temporal convolutions with multiscale 1-D
convolutional kernels and kernel-level attentive fusion. It captures
temporal dynamics of EEG which then serves as input to the
proposed local- and global-graph-filtering layers. Using a defined
neurophysiologically meaningful set of local and global graphs,
LGGNet models the complex relations within and among
functional areas of the brain. Under the robust nested cross-
validation settings, the proposed method is evaluated on three
publicly available datasets for four types of cognitive classification
tasks, namely the attention, fatigue, emotion, and preference
classification tasks. LGGNet is compared with state-of-the-art
(SOTA) methods, such as DeepConvNet, EEGNet, R2G-STNN,
TSception, regularized graph neural network (RGNN), attention-
based multiscale convolutional neural network-dynamical graph
convolutional network (AMCNN-DGCN), hierarchical recurrent
neural network (HRNN), and GraphNet. The results show that
LGGNet outperforms these methods, and the improvements are
statistically significant ( p < 0.05) in most cases. The results show
that bringing neuroscience prior knowledge into neural network
design yields an improvement of classification performance. The
source code can be found at https://github.com/yi-ding-cs/LGG.

Index Terms— Deep learning, electroencephalography (EEG),
graph neural networks (GNNs).

NOMENCLATURE

fS Sampling rate.
α Ratio coefficient of temporal kernel size.
k, K Index and number of temporal kernel levels.
Sk

T Temporal kernel size.
X i EEG samples.
i Index of EEG samples.
c Number of EEG channels.
n Total number of EEG samples.
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l Length of the EEG sample in time dimension.
�(·) Activation functions.
Z Output tensor of a neural network layer.
t Number of temporal (T ) kernels.
f Length of features.
F(·) Operations.
�(·) Concatenation of tensors.
Gg ,G f , Gh General, frontal, and hemisphere graphs.
Alocal Local adjacency matrix.
W Trainable weight matrix.
b Trainable bias vector.
◦ Hadamard product.
r, R Index and total number of local graphs.
p, P Index and number of nodes in a local graph.
hlocal Latent representations of local graphs.
Aglobal Global adjacency matrix.
· Dot product.
M Trainable attentive mask of global adjacency

matrix.
w Trainable weight.�D Degree matrix of the adjacency matrix.
h Length of the hidden output of GCN layers.
ϒ(·) Flatten operation.

I. INTRODUCTION

BRAIN–COMPUTER interface (BCI) enables the brain
to communicate with machines directly using electroen-

cephalography (EEG) [1]. A typical BCI system consists of a
data acquisition module, a preprocessing module, a classifica-
tion module, and a feedback module [2]. BCI has a wide range
of applications in the real world, such as robot controlling [3],
stroke rehabilitation [4], and emotion regulation for mental
disorders [5], [6].

Compared with traditional machine learning methods [7],
[8], [9], [10], deep learning methods achieved superior per-
formances in different tasks of BCI, such as classification
of motor imagery [11], [12], [13], [14], mental attention
classification [15], [16], [17], emotion recognition [18], [19],
[20], [21], and mental workload detection [22]. However, most
of the previous studies highly rely on manually extracted
EEG features, such as power spectral density (PSD) [17],
[22] and differential entropy (DE) [19], [23], [24]. With
the feature-extracting ability of convolutional neural networks
(CNNs), directly learning from EEG becomes reliable [11],
[14], [21]. There are mainly two types of information to
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be learned in EEG, temporal and spatial information. The
temporal information is well studied by the 1-D CNNs [11],
[14] and multiscale 1-D CNNs [21]. For spatial information,
previous methods either learn global spatial information using
1-D CNNs along electrode dimension [11], [14], [21] or apply
small 2-D CNN kernels on image-liked EEG 2-D maps [19],
[22], [25] to extract local spatial information separately, which
may not learn the spatial information effectively. EEG signals
can be naturally regarded as graph-structured data, with each
electrode being the node and spatial relations [24] or correla-
tions among electrodes [26] being the edges. A graph neural
network (GNN) with proper adjacency relations can jointly
learn the localized and global spatial patterns in EEG.

Incorporating the prior knowledge from neuropsychological
studies into GNN design has huge potentials in mental states
decoding from EEG. The brain is a complex network with
a hierarchical spatial and functional organization at the level
of neurons, local circuits, and functional areas [27]. Different
functional areas correlate to certain brain functions while not
working independently [28]. Activating one particular brain
region also tends to activate other regions in the group [29].
How to design neurophysiologically meaningful networks to
effectively model the brain activities within and among dif-
ferent functional areas of the brain becomes crucial. Some
studies [23], [30] used a global adjacency matrix with learn-
able connections which paid less attention to the localized
activities in each functional area. Regularized graph neural
network (RGNN) [24] built the connections according to the
spatial distance among electrodes. Although it added fixed
global connections to improve the decoding performance, the
complex relations among functional areas were not learned
capably.

To address the above problems, we propose to define the
EEG data as a local-global graph (LGG) whose local graphs
belong to the different functional areas of the brain according
to neurological knowledge [27], [31]. The nodes in each
local graph are fully connected because they reflect the brain
activities within each brain functional area. The edges of
local graphs, or the global connections among local graphs,
reflect the complex functional connections among different
brain functional regions. To extract more information-rich rep-
resentations from EEG as the node attributes in the proposed
LGG representations of EEG, a temporal convolutional layer
with multiscale 1-D convolutional kernels is adopted [21].
A kernel-level attentive fusion layer is further designed to
fuse the learned temporal representations with attention. For
graph connection learning, a local-graph-filtering layer and
a global-graph-filtering layer are proposed to learn the brain
activities within and among different local graphs. In the local-
graph-filtering layer, the attributes of the nodes are attentively
aggregated into one hidden embedding which represents the
activity of the local graph. For the global-graph-filtering layer,
an instance-specific similarity matrix is proposed as the base
adjacency matrix of the global graph. Inspired by dynamical
graph CNN (DGCNN) [23], a learnable adjacency mask is
further utilized to select the global connections attentively
via backpropagation during the training process. We propose
general, frontal, and hemisphere LGG definitions of EEG
based on neurophysiological evidence of associations among

brain areas for different mental tasks. The general LGG
is defined according to the 10–20 system that groups the
electrode based on the location of electrodes on functional
areas [18]. In the frontal LGG, the frontal region is further
divided into smaller local regions which are symmetrically
located on the left and right hemispheres to learn asymmetric
patterns in emotion [31]. In the hemisphere LGG, the sym-
metrically located subgraphs exist in all the functional areas.

In this article, we propose LGG network (LGGNet) that
integrates all the aforementioned learning blocks to model the
activities within and among brain functional areas for mental
state classification. LGGNet was evaluated on four classifica-
tion tasks, attention, fatigue, emotion, and preference classifi-
cation, using three publicly available benchmark datasets, the
attention dataset [32], the fatigue dataset [33], and the dataset
for emotion analysis using EEG, physiological and video sig-
nal (DEAP) dataset [34], respectively. The proposed LGGNet
was compared with several state-of-the-art (SOTA) methods
in the BCI domain. From the experiment results, LGGNet
achieved the highest accuracies and F1 scores among the com-
pared SOTA methods in most of the classification experiments.
Furthermore, ablation studies were conducted to understand
the importance of kernel-level attentive fusion, local- and
global- graph-filtering layers in LGGNet. To evaluate the
effectiveness of involving neuroscientific prior knowledge in
LGGNet, the effect of building EEG as LGGs as well as the
differences among different graph definitions were analyzed.
After that, extensive visualization experiments were conducted
to better understand what the network learned from EEG. The
most informative region of the data identified by the network
was visualized using saliency maps [35]. The learned adja-
cency matrices for different cognitive tasks were visualized
as well.

The major contributions of this work can be summarized as
follows.

1) Proposed LGGNet, a neurologically inspired GNN,
to learn the brain activities within and among different
brain functional areas.

2) Three different types of LGGs, namely the general,
frontal, and hemisphere LGGs, were proposed to study
the effects of different graph definitions on different
cognitive tasks.

3) The proposed method was compared with DeepCon-
vNet (2017) [11], EEGNet (2018) [14], R2G-STNN
(2019) [36], TSception (2020) [21], RGNN (2020) [24],
attention-based multiscale CNN-DGCNN (AMCNN-
DGCN) (2021) [30], hierarchical recurrent neural net-
work (HRNN) (2021) [17], and GraphNet (2021) [17]
on three publicly available datasets for four different
types of cognitive tasks: attention, fatigue, emotion, and
preference classification.

4) Extensive ablation studies and analysis experiments were
conducted to better understand LGGNet.

The remainder of this article is organized as follows. Some
related work is given in Section II. In Section III, the pro-
posed LGGNet is introduced. In Section IV, the dataset and
experiment settings are presented. The result and discussion
are provided in Section V. Finally, we conclude the article in
Section VI.
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II. RELATED WORK

A. Different Representations of EEG Data

EEG data have two dimensions: channels (EEG electrodes)
and time. The channel dimension reflects the brain activities
across different functional areas due to different locations of
electrodes on the surface of the human’s head. The channel
refers to the EEG electrodes if not specified. The time dimen-
sion contains the changes in brain activities over time. There
are three types of EEG representations commonly used in
recent studies, namely 2-D time-series, images, and graphs.
For 2-D time-series formats, the network input layer typically
consists of temporal convolutional layers to extract temporal
information channel by channel and spatial convolutional lay-
ers to extract spatial information [11], [14], [37]. Another type
of EEG representation is the image. In this, the electrodes are
rearranged into a 2-D frame based on their relative locations
on the brain surface, and the raw data or features of each
electrode will be the third dimension of the 2-D map [19], [25].
Recently, many studies [23], [24], [30] have represented EEG
data as graphs. In these studies, EEG signals are treated as
graphs, with the electrodes being the node and spatial distance
or correlations being the edges.

B. Graph Neural Networks

A graph is represented as G = (V, E), where V is the set
of nodes, and E is the set of edges. vi ∈ V denotes a node,
and ei, j = (vi , v j ) ∈ E denotes an edge. The adjacency matrix
A is derived as an n × n matrix with Ai, j = 1 if ei, j ∈ E
and Ai, j = 0 if ei, j /∈ E . A graph, also known as attributed
graph, may have node attributes X , where X ∈ R

n×d is a
node feature matrix with xv ∈ R

d representing the feature
vector of a node v. A graph can be a directed graph or an
undirected one. The adjacency matrix of a directed graph may
not be asymmetric if a single-direction connection exists (e.g.,
ei, j �= e j,i ). The adjacency matrix of an undirected graph is
symmetric, and A = AT . GNN [38] was proposed to deal
with the graph-structured data. Graph CNNs (GCNNs) [39]
extended the convolution operation to graph in the spectral
domain. It can generate a node representation by aggregating
its features and neighbors’ features. Kipf and Welling [40]
proposed a scalable GCNN, which can encode both local-
graph structure and the feature of the node with improved
computational efficiency.

C. Graph Neural Networks for EEG

We review some related works that use GNNs to decode
EEG signals. Jang et al. [26] defined the connections as
both spatial locations and correlations among electrodes to
do video classification via EEG graphs in 2018. In the same
year, Song et al. [23] designed DGCNN for EEG emotion
recognition with a trainable adjacency matrix. Lian et al. [41]
refined the graph topology by incorporating the dynamically
learned connection weights based on attention and gating
mechanisms. GCB-Net [42] also utilized a trainable adjacency
matrix, and the broad learning system was further applied to
learn shallow and deep features. Zhong et al. [24] defined the

adjacency matrix according to the spatial distance and added
some global connections according to asymmetry in neuronal
activities. GraphNet [17] utilized GCN with a distance-based
adjacency matrix to decode mental attention states. Instead
of learning from hand-crafted features, AMCNN-DGCN [30]
learned from EEG directly using multiscale CNN kernels.
After that, GCN layers with a trainable adjacency matrix
were applied to learn the spatial relations among electrodes.
Although many GNNs were proposed for EEG decoding, most
of them did not model the brain activities within and among
different functional areas.

III. LGGNET FOR BCI

In this section, LGGNet is introduced. Nomenclature illus-
trates the notations used in this section. As shown in Fig. 1,
LGGNet has two main functional blocks, a temporal learning
block and a graph learning block. The temporal convolutional
layer in the temporal learning block aims to learn dynamic
temporal/frequency representations from EEG directly instead
of manually extracted features with the help of a kernel-
level attentive fusion layer. The graph learning block contains
two layers, namely the local- and global-graph-filtering lay-
ers. The local-graph-filtering layer learns the brain activities
within each neurophysiologically meaningful local region,
after which the global-graph-filtering layer with a similarity-
based trainable adjacency matrix will be applied to learn
complex relations among different local regions.

A. Temporal Learning Block

Temporal learning block has two modules: temporal convo-
lutional layer and kernel-level attentive fusion layer.

1) Temporal Convolutional Layer: The multiscale temporal
convolutional layer utilizes parallel multiscale 1-D temporal
kernels (T kernels). In order to learn dynamic-frequency repre-
sentations, the length of the temporal kernels is set in different
ratios of the sampling rate fS [21]. The ratio coefficient is
denoted as αk ∈ R, where k is the level of the temporal
convolutional layer. k will vary from 1 to K (α = 0.5, K = 3,
in our study). Hence, the size of T kernels in kth level, denoted
by Sk

T , can be defined as

Sk
T =

�
1, αk · fS

�
, k ∈ [1, 2, 3]. (1)

Given the preprocessed EEG data X i ∈ R
c×l, i ∈ [1, . . . , n],

where n equals the number of EEG samples, c is the EEG
channel number, and l is the sample length in the time dimen-
sion, three multiscale temporal kernels are applied parallelly
to learn dynamic temporal/frequency representations. Instead
of using �ReLU(·) as TSception [21], we use the logarithmic
of the average pooled square of the representations as [11] to
learn the power features, which are well-studied EEG features
in the BCI domain. The 1-D CNN layer serves as digital
filters which can output filtered signals in different frequency
bands [14]. By squaring the filtered signals, we can get the
power of them. An average pooling layer acts as a window
function to calculate the averaged power in shorter segments.
Then, a logarithmic activation is applied as [11] which shows
adding the logarithmic activation can help to improve the

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



4 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS

Fig. 1. Structure of LGGNet. LGGNet has two main functional blocks: the temporal learning block and the graph learning block. The temporal convolutional
layer and the kernel-level attentive fusion layer are shown in the (a) temporal learning block. The local- and global-graph-filtering layers are shown in the
(b) graph learning block. The temporal convolutional layer aims to learn dynamic temporal representations from EEG directly instead of human extracted
features. The kernel-level attentive fusion layer will fuse the information learned by different temporal kernels to increase the learning capacity of LGGNet.
The local-graph-filtering layer learns the brain activities within each local region. Then the global-graph-filtering layer with a trainable adjacency matrix will
be applied to learn complex relations among different local regions. Four local graphs are shown in the figure for illustration purposes only, the detailed LGG
definitions are provided in “Defining LGGs of EEG” of Section III-B. Best viewed in color.

performance. Let Zk
temporal ∈ R

t×c× fk denote the output of the
kth level temporal kernel, where t is the number of T kernels,
and fk is the feature length. Zk

temporal is defined as

Zk
temporal = �log

�FAP
�
�square

�FConv1-D
�
X i , Sk

T

����
(2)

where FConv1-D(X i , Sk
T ) is the convolution operation using T

kernel of size Sk
T on X i , �square(·) is the square function,

FAP(·) is the average pooling operation, and �log(·) is the
logarithmic function. The pooling size and step of the FAP(·)
in this power layer were (1, 128) and (1, 0.25 ∗ 128 = 32) for
the attention and the fatigue dataset, the pooling size for DEAP
was set as (1, 16) since DEAP had more data that needed a
deeper model to learn.

The output of all levels’ T kernels will be concatenated
along the feature dimension. Hence, the output of the multi-
scale temporal convolutional layer for X i , Zi

MS ∈ R
t×c×�

fk ,
can be calculated by

Zi
MS = �

�
Z1

temporal, . . . , ZK
temporal

�
(3)

where �(·) is the concatenation operation along the feature
(f) dimension.

2) Kernel-Level Attentive Fusion: After concatenation of
the output from different level T kernels, a one-by-one con-
volutional layer is adopted as a kernel-level attentive fusion
layer to fuse the features learned by different kernels. Batch
normalization [43] is utilized before and after the one-by-
one convolution to reduce the internal covariate shift effects.
The number of one-by-one kernels is set as t . Leaky rectified

linear unit (ReLU) is utilized as the activation function. After
that, an average pooling layer is utilized to downsample the
learned representations. After batch normalization, the fused
representations from different one-by-one kernels are then
flattened for each EEG channel as its node attribute in EEG-
graph representation that will be introduced in Section III-B1.
This reshaping process is shown in Fig. 1(a). Hence, the
attentively fused temporal representation of each X i , Z̄fuse,
is calculated by

Z̄i
fuse = Fbn

�FAP
�
�L-ReLU

�Ffuse
�Fbn

�
Zi

MS

�����
(4)

where Fbn(·) is the batch normalization function, Ffuse(·) is
the one-by-one convolution function, and the �L-ReLU(·) is the
leakey ReLU() activation function. The kernel and step sizes
of FAP(·) are both (1, 2).

The Z̄i
fuse ∈ R

c×t×0.5∗� fk is reshaped to Zi
fuse ∈

R
c×t∗0.5∗� fk to build the attribute of each node (EEG channel)

in the EEG-graph representations

Zi
fuse = Freshape

�
Z̄i

fuse

�
. (5)

B. Graph Learning Block

1) Defining LGGs of EEG: In this section, three types of
LGG representations are constructed based on neuroscience
findings [27], [29], [31], namely general LGG Gg , frontal LGG
G f , and hemisphere LGG Gh . Given Zfuse ∈ R

c×t∗0.5∗� fk , each
electrode is regarded as one node in the EEG graph, and the
learned dynamic temporal representations of electrodes are
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Fig. 2. Three types of LGG definitions. (a) General LGG definition. This local-graph structure is defined according to the 10–20 system. Each local graph
reflects the brain activities of a certain brain functional area. (b) Frontal LGG definition. Based on the general LGG, the neuroscience evidence of frontal
asymmetry patterns in frontal areas is further considered. Six frontal local graphs that are symmetrically located on the left and right frontal areas of the
brain are added to learn more discriminative information. (c) Hemisphere LGG definition. The symmetrical local graphs are added for all the functional areas
defined in the general LGG. The nodes in a local graph are in the same color. The dotted lines are the local graphs. This diagram illustrates the definition for
the 62 channel EEG.

regarded as the node attributes. To learn more information
on graph data, the adjacent relations among nodes are very
important. To effectively define adjacent relations, several
neuroscience findings are taken into consideration.

First, we define a general LGG. Human brains have sev-
eral functional regions which will be active during different
cognitive processes [27]. EEG electrodes are placed on scalp
surfaces according to the 10–20 system [18] that groups
channels according to the location on different functional areas
of the brain. We define general LGG, Gg , based on the different
functional areas of the brain according to the 10–20 system.
It is shown in Fig. 2(a). LGGNet using the general LGG
definition is regarded as LGGNet-G and may be used for more
generalized BCI classification tasks.

The frontal LGG is further defined based on several neuro-
science findings on cognition and emotion studies. The frontal
lobe is responsible for high-level behaviors, such as thinking,
attention, and emotions [27], [44]. The frontal asymmetries of
EEG appear both on emotional processes [29] and attentional
bias to threat [45]. Hence, the frontal area is further split
into several smaller local graphs which are symmetrically
located on the left and right frontal hemispheres to learn more
discriminative information. The frontal LGG, G f , is shown in
Fig. 2(b).

For the hemisphere LGG, we adopt the definition in [46],
which has symmetrical subgraphs on the left and right hemi-
spheres for all the functional areas. The hemisphere LGG, Gh ,
is shown in Fig. 2(c).

We reorder the EEG channels according to the above LGGs.
The channels within each local graph are next to each other
so that the aggregation operation can be applied in the local-
graph-filtering layer

Zi
reorder = Freorder

�
Zi

fuse

�
. (6)

2) Local-Graph-Filtering Layer: In order to learn the local
brain activities, a local-graph-filtering layer is proposed to
attentively aggregate the learned representations within each
local graph, Zreorder ∈ R

c×t∗0.5∗� fk . In this section, the local
connections are defined. Then the local-graph-filtering layer is
introduced.

The electrodes within one local graph are fully connected.
The brain consists of local circuits and functional areas [27].

Salvador et al.’s study [47] indicates that the strength of con-
nections among brain regions decays as the physical distance
increases. Hence, we hypothesize that different electrodes
within a subgroup can reflect the similar brain activities of
the corresponding functional areas. The local adjacency matrix
Alocal is defined as

Alocal =
⎡⎢⎣1 · · · 1

...
. . .

...
1 · · · 1

⎤⎥⎦ (7)

where all elements are 1. The size of the Alocal depends on
how many channels are within the local graph.

There are two steps in the local-graph-filtering layer: Local-
graph filtering and local representation aggregating. Given the
trainable local-graph-filtering matrix W local ∈ R

c×t∗0.5∗� fk ,
and local-graph-filtering bias vector blocal ∈ R

c×1, the local-
graph-filtering weights will be assigned to the representation
of each electrode by

Zi
filtered = �ReLU

�
W local ◦ Zi

reorder − blocal
�

(8)

where ◦ is the Hadamard product.
After local-graph filtering, the attentively filtered repre-

sentation within each local graph will be aggregated by an
aggregating function Faggregate(·) to get the hidden embeddings
of the local graphs. Let Zi

filtered = [Z1
�, . . . , Zr

�, . . . , ZR
�]T be

the locally filtered graph representations, where Zr
� ∈ R

Pr× f �

is the local-graph representation, R is the total number of
local graphs, Pr is the number of nodes in the r th local
graph (

�
Pr = c), and f � is the feature length of each node

after local-graph filtering. A local graph can be denoted as:
Zr
� = [z1

r , . . . , z p
r , . . . , zPr

r ]T , where z p
r is the node vector

in the local graph. The aggregating function aggregates the
node vectors within each local graph. It can be maximum,
minimum, average, etc. In LGGNet, the average operation is
selected as the aggregating function. Hence, the output of the
local-graph-filtering layer, Zi

local ∈ R
R× f � , can be calculated

by

Zi
local = Faggregate

�
Zi

filtered

�
= Faggregate

��
Z1
�, . . . , ZR

��T
�
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=
⎡⎣ 1

P1

P1�
p=1

z p
1 , . . . ,

1

PR

PR�
p=1

z p
R

⎤⎦T

= �
h1

local, . . . , hR
local

�T
(9)

where p is the index of nodes in each local graph, and hlocal

is latent representations of local graphs.
3) Global-Graph-Filtering Layer: The graph convolution

on the global graph is designed to learn the complex relations
among local graphs. We first define the global connections
after which the details about the global-graph-filtering layer
are presented in this part.

The global connection is defined based on the relations
among local graphs. Neuroscience studies suggested that acti-
vating one particular brain region also tends to activate other
regions in the group for the high-level cognitive process [29].
The relations among local graphs are utilized as the edges
in the global graph. The dot products between local graph
representations for each EEG instance are calculated to reflect
the relations among local graphs. Note that, the similarity adja-
cency matrix is dynamic and instance-specific. We assume the
global connection is undirected because the relation between
two local graphs is mutual. The basic adjacency matrix of the
global graph, Aglobal-base ∈ R

R×R , is symmetric and can be
defined as

Aglobal-base =
⎡⎢⎣h1

local · h1
local · · · h1

local · hR
local

...
. . .

...

h1
local · hR

local · · · hR
local · hR

local

⎤⎥⎦ (10)

where · is the dot product.
Due to the complex relations among brain functional areas,

a trainable attentive mask is adapted to emphasize the most
important connections in the instance-level similarity adja-
cency matrix. Note that the trainable mask is also symmetric
because the global adjacency matrix is undirected. The train-
able attentive mask, M ∈ R

R×R , can be defined as

M =
⎡⎢⎣w1,1 · · · w1,R

...
. . .

...
wR,1 · · · wR,R

⎤⎥⎦ (11)

where w are the trainable parameters, and w1,R = wR,1.
Self-loops are added after applying the trainable mask to

the basic global adjacency matrix. Because adding self-loops
after applying the trainable mask can maintain the strength
of the self-loops since the values in the trainable mask are
generally small. The ReLU activation function is applied to
make the adjacency matrix non-negative. Hence, the final
global adjacency matrix can be calculated as

Aglobal = �ReLU
�

Aglobal-base ◦ M
�+ I (12)

where I ∈ R
R×R is the identity matrix.

Given the global adjacency matrix, Aglobal ∈ R
R×R

described in (12), a GCN [40] layer is adopted to learn
the global-graph representations. The normalized adjacency
matrix, �Aglobal, can be calculated by

�Aglobal = �D− 1
2 Aglobal�D− 1

2 (13)

Algorithm 1 LGGNet

Input: EEG data X i ∈ R
c×l; ground truth label y; graph

definitions Gg , G f , and Gh ; global adjacency
matrix Aglobal

Output: pred , the prediction of LGGNet
1 Initialization;
2 for j ← 1 to 3 do
3 get j th temporal kernel size by Eq. 1;
4 get Z j

temporal by Eq. 2 using X i as input;
5 end
6 get Zi

T−M S by Eq. 3;
7 do kernel-level attention fusion by Eq. 4 to get Zi

f use;
8 do local filtering on each node attribute by Eq. 8;
9 aggregate the filtered node attribute within each local

graph (Gg , G f , or Gh) by Eq. 9;

10 get the �Aglobal by Eq. 10 - 13;
11 do global filtering on embeddings of local graphs by

Eq. 14 with �Aglobal ;
12 get pred by Eq. 15;

Return: pred

where �D =�
q Ap,q

global is the degree matrix of the Aglobal.
Before the global-graph filtering, batch normalization,

Fbn(·), is applied. In LGGNet, the number of global GCN
layers is set to be one. Let the projecting weight matrix of
GCN layer be Wglobal ∈ R

f �×h , where h is the length of
the hidden output after GCN, and the trainable bias vector
be bglobal ∈ R

h×1. The global-graph filtering of Zi
local can be

calculated by

Zi
global = �ReLU

��Aglobal
�Fbn

�
Zi

local

�
Wglobal − bglobal

��
. (14)

After getting the globally filtered representation, batch nor-
malization is applied. Then the flattened representation will
be fed into a linear layer to generate the final classification
output as

Output = �softmax

�
WFdropout

�
ϒ

�
Fbn

�
Zi

global

���
+ b

�
(15)

where the ϒ(·) is the flatten operation, W is the trainable
weight matrix, and b ∈ R

nclasses×1 is the bias term (nclasses is
the number of classes which is two in this article).

The structure of graph learning block is summarized in
Table I. It shows the operations, input, and output of each
module. A single output sample whose size is (c × f �) from
the temporal learning block is used for the illustration.

Finally, the proposed LGGNet can be summarized in
Algorithm 1.

IV. EXPERIMENTS

A. Datasets

Three publicly available datasets of different tasks were
utilized to evaluate the proposed LGGNet: the attention
dataset [32] for attention classification, the fatigue dataset [33]
for fatigue classification, and the DEAP dataset [34] for
emotion and preference classification, respectively.
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TABLE I

STRUCTURE OF LOCAL- AND GLOBAL-GRAPH FILTERING

The attention dataset1 is a multimodal brain-imaging dataset
to measure three cognitive tasks of healthy subjects. The
discrimination/selection response task (DSR) was involved
in this article for cognitive attention classification. Twenty-
six subjects participated in the experiment. The first session
among the three was utilized for each subject to avoid the
effects of cross-session variance. There were several series of
attention task periods (40 s) and rest periods (20 s) in each
session. Twenty-eight EEG channels and two electrooculogra-
phy (EOG) channels were recorded with a sampling rate of
1K Hz.

The fatigue dataset2 provides the EEG signals to measure
the cognitive fatigue states of the driver during a 90-min-
long driving task in a virtual reality (VR) driving environ-
ment. Twenty-seven subjects participated in the data collection
experiments. The subjects were introduced to keep the car
cruising in the center of the lane while random lane-departure
events were induced. Thirty-two channel EEG signals were
collected with a sampling rate of 500 Hz.

DEAP3 is a multimodal human affective states dataset,
including EEG, facial expressions, and galvanic skin response
(GSR). Forty 1-min-long emotional music videos were used
to induce different emotions to the subject. Before each
trial, there was a 3-s baseline. Subjects provided their self-
assessments on arousal, valence, dominance, and liking after
each trial, using a continuous nine-point scale. The valence and
liking dimensions were utilized for the emotion and preference
classification tasks in this article. Thirty-two subjects partici-
pated in the data collection experiments. Thirty-two channel
EEG signals were recorded with a sampling rate of 512 Hz.

B. Preprocessing

EEG signals with several preprocessing operations were
used as the input samples of the neural networks instead of
hand-crafted features.

For the attention dataset, a band-pass filter from 0.5 to
50 Hz was applied to remove low and high-frequency noise
as [17]. EOG was removed using the automatic indepen-
dent component analysis (ICA) EOG removal method in the
magnetoencephalography and electroencephalography (MNE)
toolbox [48]. Then the data were downsampled to 200 Hz.
Following [49], only the first half of each attention trial
was utilized to balance the samples between attention and

1http://doc.ml.tu-berlin.de/simultaneous_EEG_NIRS/
2https://figshare.com/articles/dataset/MultichannelEEGrecordingsduringasus

tained-attentiondrivingtask/6427334
3http://www.eecs.qmul.ac.uk/mmv/datasets/deap/index.html

inattention (rest). Each trial was further segmented into 4-s
segments with a 50% overlap.

For the fatigue dataset, the officially preprocessed EEG
dataset [33] was used in this article. The raw EEG signals were
band-passed from 1 to 50 Hz. Eye blinks were removed by
visual checking. The automatic artifact removal (AAR) method
in EEGLab [50] was used to remove ocular and muscular
artifacts. The processed data were downsampled to 128 Hz
as [51]. For fatigue level calculation, we also followed [51].
The 3s’ EEG data before the onset of the lane-departure events
were used as EEG trials. Reaction time (RT) was utilized to
measure the fatigue level for the EEG trials. RT was defined as
the time from the onset of the lane-departure event to the onset
of the counter-steering event. The RT of one trial was defined
as local RT, denoted by RTl . The global RT (RTg) of the one
trial was the mean of the local RTs of all the trials within a
90-s window before the current trial. The fifth percentile of
all local RTs in the entire session was selected as an alert
RT, RTa . Let 0 be the label of the fatigue class, and 1 be the
nonfatigue class, the labeling process can be defined as

y =
�

0, RTl > 2.5 ∗ RTa && RTg > 2.5 ∗ RTa

1, RTl < 1.5 ∗ RTa && RTg < 1.5 ∗ RTa .
(16)

We followed [51], only the subjects whose number of the
smaller class trial was larger than 50 was utilized for eval-
uation. However, we did not balance the data as [51] did,
so that more data was available to train the network and our
proposed method was able to classify unbalanced data.

For DEAP, the processed data provided by the author was
utilized. First, the 3 s pretrial baseline was removed from each
trial. After that, the data were downsampled to 128 Hz. EOG
was removed using the method described in [34]. A band-pass
filter from 4 to 45 Hz was applied. Then the average reference
was conducted on the filtered data. To divide each dimension
into high/low classes, five was chosen as the threshold to
project the continuous nine-point scale into low and high
classes in each dimension as [34], [52]. Each trial was further
split into 4 s shorter nonoverlapping segments to train the
neural network.

C. Experiment Settings

Trial-wise n-fold cross-validation for subject-specific exper-
iments was adopted to evaluate the proposed LGGNet.
In subject-specific experiments, the training and test data are
all from the same subject.

To avoid potential data leakage issues caused by improper
random shuffling in subject-specific experiments, we adopted
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TABLE II

COMPARISON BETWEEN OUR PROPOSED LGGNET AGAINST SOTA CLASSIFIERS ON THREE BENCHMARK DATASETS
USING TRIAL-WISE n-FOLD CROSS-VALIDATION

trial-wise shuffling instead of segment-wise shuffling. For the
continuous cognitive processes in the brain, such as attention
and emotion, the adjacent data segments in one trial are
highly correlated. If one randomly shuffles the segments before
the training–testing split, the highly correlated segments will
appear in both training and test data. Hence, a very high
classification result will be observed. However, the accuracy
(ACC) will drop when the highly correlated segments are
never seen by the model in a real-world situation. For the
attention and DEAP datasets, each trial was split into shorter
segments as [21]. The trial-wise shuffling ensures that the
highly correlated segments within a trial do not appear in both
train and test data in a cross-validation fold.

The nested cross-validation [53] was utilized to avoid biased
evaluation. The outer loop of the nested cross-validation was
the trial-wise n-fold cross-validation, and the inner loop was
another k-fold cross-validation, where nDEAP = nfatigue = 10,
nattention = 6, and k = 3 in this work. The mean ACC and
F1 score of all subjects were reported as the final evaluation
criterion as [34]. In the inner loop, to make full use of the
training data, a two-stage training strategy was utilized as well.
More details about the two-stage training process are provided
in the next section.

D. Two-Stage Training

The optimization process via two-stage training is intro-
duced here. To make full use of the training data, for each
step of trial-wise n-fold cross-validation, the neural networks
were trained in two stages using the training data. Since the
inner loop of the nested cross-validation was the k-fold cross-
validation, one fold of training data was utilized as validation
data in each step of the k-fold cross-validation. First, the best-
performing model in the k folds was saved as the candidate for
testing. Then, all k folds of the training data were combined
as the new training data. The candidate model was fine-tuned
on the combined training data with a smaller learning rate
compared with the first-stage training. In the second stage, the
pretrained model was trained for a maximum of 20 epochs.
The training process stopped when the training ACC reached
100% the first time to make sure the model was well fine-tuned

without overfitting. Test data was not used in any step of the
two-stage model training. After getting the fine-tuned model,
it was evaluated on the test data.

E. Implementation Details

The code was implemented using PyTorch [54] library, and
the source code can be found via this link.4

Cross-entropy loss was selected as the objective function to
guide the training process. For model training, the maximum
training epoch of the first stage was 200 while the one for
stage II was 20 instead. The batch size was 64. The dropout
rate was set as 0.5 for all three datasets. Adam optimizer
was utilized to optimize the training process with the initial
learning rate being 1e−3 which was scaled down by a factor
of 10 in the second stage. For the attention dataset, we used
1e−2 as the initial learning rate because it yielded higher
validation ACC. Early stopping was applied to reduce the
training time and overcome overfitting. We set the hidden
size of GCN to 32 and the number of T kernels to 64 for
all three datasets. We tuned the pooling size of the power
layer on the attention dataset based on the performance on
the validation set and applied the same value to the fatigue
dataset. Note the hyperparameter settings were the same for
all the subjects within each dataset. Label smoothing with a
0.1 smoothing rate was applied when training networks on
DEAP dataset because the classes were highly unbalanced for
some subjects. For more details, please refer to the open-access
GitHub repository for LGGNet.

V. RESULTS AND DISCUSSION

The performances of LGGNet were compared with CNN,
RNN, and GNN-based SOTA methods in the BCI domain.
The CNN-based methods include: DeepConvNet [11], EEG-
Net [14], and TSception [21]. The RNN-based methods
include: R2G-STNN [36] and HRNN [17]. The GNN-based
methods include: RGNN [24], AMCNN-DGCN [30], and
GraphNet [17]. All the methods were under the same gen-
eralized evaluation settings which were utilized to avoid data

4https://github.com/yi-ding-cs/LGG
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leakage issue. For fair comparisons, all the baseline methods
used the optimal parameters suggested by their authors and we
used the same training codes and settings as that of LGGNet.

In this section, we first show the accuracies and F1 scores
against the SOTA methods with statistical analysis. Extensive
analysis experiments were conducted to understand LGGNet
better, including ablation studies, the effect of the LGGs, and
the effect of the activation function in temporal convolutional
layer. Then saliency maps were utilized to visualize the
most informative region of the data identified by LGGNet.
The learned adjacency matrices were visualized to see what
relations of the local graphs were learned by LGGNet.

A. Statistical Analysis

We first report the mean ACC and mean F1 score on the
three benchmark datasets for four types of cognitive tasks
(shown in Table II). The two-tailed Wilcoxon signed-rank test
was utilized for the statistical analysis on the attention dataset
and DEAP, while paired T -test was used on the fatigue dataset
because there were fewer subjects in the fatigue dataset.

1) Attention Classification Task: LGGNet-G achieves the
highest classification results in most of the experiments, espe-
cially for the attention dataset, on which the improvements
in accuracies are all statistically significant. The accuracies
of LGGNet-G are 9.12% (p < 0.01), 13.28% (p < 0.001),
9.05% (p < 0.001), 7.69% (p < 0.05), 6.77% (p < 0.05),
6.77% (p < 0.05), 6.48% (p < 0.05), and 5.56% (p < 0.05)
higher than these of GraphNet, AMCNN-DGCN, RGNN,
HRNN, R2G-STNN, TSception, EEGNet, and DeepConvNet,
respectively. The improvements achieved by LGGNet-G in F1
scores over these baselines are 6.48% ( p < 0.05), 12.69%
(p < 0.01), 8.54% (p < 0.01), 9.20% (p < 0.05), 6.41%
(p < 0.05), 6.47% (p < 0.05), 5.34% (p = 0.091), and
0.10% (p = 0.928) respectively.

2) Fatigue Classification Task: On the fatigue dataset, the
best ACC and F1 score are achieved by LGGNet-F with most
of the improvements being statistically significant. LGGNet-
F achieves 90.76% ACC in fatigue detection tasks, which are
11.98% (p < 0.001), 11.81% (p < 0.001), 7.21% (p < 0.01),
12.8% (p < 0.05), 1.97% (p < 0.01), 4.59% (p < 0.01),
3.14% (p = 0.231), and 23.9% (p < 0.01) higher than the
ones of GraphNet, AMCNN-DGCN, RGNN, HRNN, R2G-
STNN, TSception, EEGNet, and DeepConvNet, respectively.
The improvements in F1 scores over these baselines are 15.7%
(p, 0.05), 14.46% (p < 0.01), 10.27% (p < 0.05), 17.42%
(p = 0.068), 1.76% (p < 0.05), 5.41% (p < 0.05), 5.33%
(p = 0.302), and 15.39% (p < 0.05), respectively.

3) Emotion Classification Task: LGGNet-G still achieves
the highest F1 score (64.51%) in the emotion classification
task, while the best ACC is achieved by R2G-STNN (60.11%).
The differences in accuracies on the DEAP dataset are less
than the ones on the other datasets, but all the LGGNet variants
achieve relatively larger improvements over the baselines.
Compared with GNN-based methods, LGGNet-G has 5.36%
(p < 0.001), 6.28% (p < 0.001), and 1.29% (p = 0.242)
higher ACC than GraphNet, AMCNN-DGCN, and RGNN.
And the improvements in F1 scores are 9.92% (p < 0.001),

TABLE III

RESULTS OF ABLATION STUDIES ON DEAP USING LGGNET-H

9.00% (p < 0.001), and 3.23% (p = 0.126). LGGNet-G
achieves higher ACCs and F1 scores than all the RNN and
CNN-based baselines, except R2G-STNN.

4) Preference Classification Task: LGGNet-H achieves the
highest ACC (63.07%) and F1 score (72.53%) in the pref-
erence classification task among three variants of LGGNet,
while RGNN achieves the highest ACC (63.60%) and F1
score (73.90%) among all the compared methods. But the
performance differences between LGGNet-H and LGGNet-G
are not significant. Except for RGNN, LGGNet-H has higher
ACCs and F1 scores than the compared baseline methods.
Especially for GNN-based methods, LGGNet-H has 1.01%
(p = 0.271) and 1.12% (p = 0.190) higher ACCs than
GraphNet and AMCNN-DGCN. And LGGNet-H has 0.74%
(p = 0.358) and 1.59% (p = 0.052) higher F1 scores than
GraphNet and AMCNN-DGCN.

B. Ablation Study

To better understand the individual contribution of the com-
ponents kernel-level attentive fusion, local-graph filtering, and
global-graph filtering in LGGNet, ablation studies were con-
ducted by removing each of these blocks from the LGGNet-H
network. DEAP dataset was utilized because there were more
data and subjects compared to the other datasets. The ablation
studies were conducted on the preference classification task
because the performances were better than the ones for the
emotion classification task using DEAP. Hence, LGGNet-H
was utilized because it achieved the best classification results
among the proposed methods. In the first ablation study,
to investigate the contribution of the kernel-level attentive
fusion, this block was removed from the network and the
output of the temporal convolutional layer was reshaped as
node by feature and was sent directly to the local-graph
filtering layer. In the second study, the learned temporal
representations from the temporal learning block were used
as the input of the global-graph filtering layer directly to
obtain performance without local-graph filtering. Finally, the
feature output from the local-graph filtering layer was flattened
and passed to the MLP to get the output of network without
global-graph filtering. The new classification accuracies and
the performance changes are reflected in Table III.

1) Contribution of the Kernel-Level Attentive Fusion:
According to the results shown in the first row of Table III,
removing the kernel-level attentive fusion makes the ACC drop
from 63.07% to 60.95%, decreasing by 2.12%. For the F1
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TABLE IV

EFFECT OF THE ACTIVATION FUNCTION IN THE TEMPORAL
CONVOLUTIONAL LAYER OF LGGNET-H ON DEAP

Fig. 3. Mean accuracies of LGGNet using different graph structures. The
blue bar is the baseline that has no LGGs.

score, it even drops more with the decrease being 4.08%.
The results show the effectiveness of the kernel-level attentive
fusion.

2) Contribution of the Local-Graph Filtering: To under-
stand the contribution of the local-graph-filtering layer, it was
removed from LGGNet. In this case, each EEG channel is one
node in the graph and the global adjacency matrix, Aglobal ∈
R

c×c, reflects the connection among all the nodes (c is the
number of EEG electrodes).

According to the results shown in the second row of
Table III, after removing the local-graph-filtering layer
entirely, the ACC drops from 63.07% to 60.93%, decreasing
by 2.14%. For the F1 score, it drops by 3.17%. This indicates
the importance of the local-graph-filtering layer.

3) Contribution of the Global-Graph Filtering: The global-
graph filtering was removed from the LGGNet to analyze its
importance to the classification performance. In this situation,
only the local-graph-filtering layer is kept to learn the spatial
pattern of EEG. After getting the embeddings of local graphs,
the latent representation was fed into fully connected layers
without global-graph filtering.

According to the third row of Table III, the ACC and F1
score all drop after removing the global-graph-filtering layer.
And the decreases are higher than the ones without the local-
graph-filtering layer. A 4.01% drop was observed for ACC
after discarding the global-graph-filtering layer, while the one
for the F1 score was 5.45%. The results show the contribution
of the global-graph filtering is larger than the one of local-
graph filtering in LGGNet.

C. Effects of Activation Functions in the Temporal
Convolutional Layer

To study the effects of different activation functions,
we replaced the power layer with commonly used activation

Fig. 4. Mean F1 scores of LGGNet using different graph structures. The
blue bar is the baseline that has no LGGs.

functions, such as ReLU, leaky-ReLU, exponential linear unit
(ELU), and scaled ELU (SELU) separately.

Replacing the power layer with other commonly used
activation functions causes the decrease of the classification
results. The results are shown in Table IV. Using leaky-ReLU()
in the temporal convolutional layer has the least drops in
ACC (1.43%) and F1 score (2.18%). The largest drops were
observed when we replaced the power layer with SELU()
activation function, which were 2.09% in terms of ACC and
3.14% in terms of F1 score. This indicates the importance of
the power layer.

D. Effects of LGGs

To evaluate the effects of treating EEG as LGGs that are
specially designed according to neuroscience, we compare
them with a none LGG baseline. Only global-graph convo-
lution was conducted because there were no local graphs in
the baseline. The effects of different LGG definitions were
also analyzed by comparing their performances on different
cognitive tasks. The results are shown in Figs. 3 and 4. And
the detailed accuracies and F1 scores of three LGGNet variants
are shown in the last three rows of Table II.

Using LGGs that are specially designed according to neu-
roscientific evidence yields significant improvements on clas-
sification performances for all four cognitive tasks, except
the ones for the attention classification task when frontal and
hemisphere LGGs are used in LGGNet. Compared with the
baseline, LGGNet-G achieves 2.63% ( p = 0.087) and 4.50%
(p < 0.05) higher ACC and F1 score than those of the
baseline for the attention classification. For the fatigue detec-
tion task, the improvements achieved by using LGGNet-G are
2.99% (p < 0.01) and 2.75% (p < 0.01). In the emotion
classification task, a 2.49% (p < 0.001) higher ACC and a
4.48% (p < 0.001) higher F1 score are observed when the
general LGG is used than the ones of the baseline that uses
the none LGG. The improvements achieved by LGGNet-G on
the preference classification task are 2.26% (p < 0.01) and
3.33% (p < 0.001) in terms of ACC and F1 score. The results
indicate the effectiveness of using LGGs to extract the spatial
information of EEG.

The general LGG has a higher generalization ability
as expected. LGGNet using the Gg achieves the highest
classification accuracies and F1 scores for both attention
and emotion classification tasks. However, in the mental
fatigue classification task, LGGNet-F achieves the highest F1
score and the highest ACC. LGGNet-H achieves the highest
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Fig. 5. Mean saliency maps of all subjects for three datasets. These mean saliency maps are for: (a) attention; (b) fatigue; (c) emotion; and (d) preference.

classification results for the preference classification task
instead. But the differences in performance are not significant
for fatigue, emotion, and preference classification tasks. This
suggests adding more symmetric local graphs in functional
areas can yield certain improvements over the general LGG
for some tasks but the improvements are not significant.

E. Interpretability and Visualization

1) Saliency Maps Visualization: In this section, the saliency
map [35] is utilized to visualize which parts of the data are
more informative. To better visualize the saliency map, the
original saliency map was averaged along the time dimension
to get the topological map of the EEG channels for each
subject. Fig. 5 shows the averaged saliency map of all the
subjects.

From Fig. 5(a), LGGNet mainly learns from temporal (T7
and T8), and parietal area (POz) of the brain for attention
classification. This is also suggested in [55] and [56] that the
temporal and parietal lobes are attention-related regions.

The frontal area provides more fatigue classification-related
information to LGGNet. According to Fig. 5(b), strong acti-
vations are observed on Fp1, Fp2, F7, FC3, and FC4. This is
consistent with other studies [57] which indicate the frontal
lobe is related to human fatigue states.

From Fig. 5(c), LGGNet learns more emotional information
from the temporal (T7 and T8) and frontal (Fp2, AF4, and
FC2) areas of the brain. Temporal area, especially the left
temporal area provides more emotion related information,
which is in line with [58]. Frontal area also contributes to the
final classification results. This is consistent to [18] and [59],
which indicate that the frontal area is related to emotions.

According to Fig. 5(d), LGGNet learns more from the tem-
poral areas (T7 and T8) of the brain. Neuroimaging study [60]
suggests the temporal lobes are predictive for the preference
prediction during video watching, and these brain areas are
related to sensory integration and emotional processing.

The above neurological knowledge indicates the neural
network learns from the task-related regions of EEG signals.

2) Learned Global Connection Visualization: In this
section, the final learned adjacency matrices and learnable
attentive masks of each task’s best performing model are
visualized in Figs. 6 and 7 to understand what relations
LGGNet learns from EEG for different cognitive tasks. To get
a general view of each cognitive task, the normalized learnable
attentive masks and adjacency matrices were averaged for all
the subjects. All the negative values in the learnable attentive

masks were set zero before normalization because of the ReLU
activation function in (12). Because the adjacent relations
are among local graphs instead of individual EEG channels,
the names of the local graphs are defined by the name of
the functional area. The ‘l’ and ‘r’ are utilized to indicate the
location of the symmetric subgraphs within a functional area.

a) Attention: Some connections between frontal and pari-
etal regions, between 1) AF and PO and 2) FC and PO,
are observed in the adjacency matrix shown in Fig. 6(a)
for attention classification task. And for the self-connections,
frontal (Fp), parietal (CP and P), and temporal (T-l and T-r)
have higher attentive weights. We further visualize the learned
attentive mask to see the learned relations among different
local areas. According to Fig. 7(a), some connections between
frontal and parietal are enhanced by the attentive mask.
Besides, the self-loops of CP and T-l get more attention
weights. It is consistent with [56] which indicates the posterior
parietal lobe (PPL) that has dense connectivity with the corti-
cal and subcortical regions in frontal, temporal, and occipital
lobes.

b) Fatigue: According to Fig. 6(b), relatively stronger
connections are observed among frontal subareas (between
Fp-r and F-l) for the fatigue classification task. The connec-
tions between frontal and occipital areas, frontal and motor
areas are also relatively strong. These connections are between
1) Fp-r and O, 2) F-l and CP, 3) Fp-l and C, and 4) C and
Z. For the self-connections, more attentive weights are given
to frontal (Fp-l, F-l, and FC-l), parietal (P), and occipital
(O). The frontal lobe and parietal areas are related to mental
attention functions [56]. The relatively strong connections
among frontal, occipital, and motor areas may be because
the visual and motor processes were involved in the fatigue
experiment (driving in VR). For the learned attentive mask,
according to Fig. 7(b), some connections between frontal and
occipital are enhanced by the attentive mask. For the self-
loops, the one of area O has the highest attention weight.

c) Emotion: More connections among frontal, occipital,
and temporal, which are between 1) AF and FC, 2) AF and O,
3) CP and O, and 4) P and T-r, are observed in the final learned
adjacency matrix [Fig. 6(c)] than the ones for the attention
and preference classification tasks. It is also consistent with
neuroscience [29] that the emotional process involves more
basic processes, such as perception and attention. For self-
connections, the frontal and temporal areas, commonly known
as the emotion-related areas, have higher attention weights
than the others. However, C, CP, and P also get some attention
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Fig. 6. Visualization of the final learned adjacency matrices for four cognitive tasks. These mean adjacency matrices are for: (a) attention; (b) fatigue;
(c) emotion; and (d) preference.

Fig. 7. Visualization of the learnable attentive masks for four cognitive tasks. These mean attentive masks are for: (a) attention; (b) fatigue; (c) emotion;
and (d) preference.

weights. It may be caused by the attention function involved
in the high-level emotional processes. For the attentive mask
shown in Fig. 7(c), the connections that are enhanced by the
attentive mask are between 1) FC and AF, 2) O and AF,
3) O and CP, and 4) T-r and P. For the self-loops, the ones of
P and T-l get more attention.

d) Preference: We find that there are fewer connections
among different local graphs in the final learned adjacency
matrix of the preference prediction task shown in Fig. 6(d).
More attentive weights are given to the temporal area (T-l,
T-r) than the other regions. But the frontal (AF-r, F-r, FC-r)
and occipital (PO-l and PO-r) areas are also highlighted. For
the attentive mask shown in Fig. 7(d), the connections that are
enhanced by the attentive mask are between 1) F-l and AF-r,
2) P-r and F-l, 3) PO-r and C-r, and 4) PO-r and CP-r. Among
self-loops, F-r, CP-l, P-l, PO-l, T-l, and T-r get higher attention
weights than the others.

Visualizing the learned adjacency matrices and the learnable
attentive masks shows the relations and the important local
regions identified by LGGNet. And most of the learned
relations are task-related. Since the cognitive processes are
complex and may involve more basic processes that are not
unique to the task, more analysis should be conducted in the
future to better understand what and how the network learns
from EEG.

Although LGGNet achieves the highest classification results
for most of the experiments for four cognitive tasks, the
limitation of this work should also be noticed. In this work,
the nodes within each local area are set to be fully connected,
which might not be able to reflect the complex brain activities
inside that functional area. How to model the relations within
local areas should be explored. The learned connections in
the adjacency matrices of attention, emotion, and preference
task are not as strong as the ones of fatigue task. Further

improvement of the network or loss function design should
be considered in the future to improve the classification
performance.

VI. CONCLUSION

In this article, we propose LGGNet, a neurologically
inspired GNN, to learn from LGG representations of EEG.
Multiscale 1-D temporal convolutional kernels with kernel-
level attention fusion are utilized to learn the temporal dynam-
ics of EEG. Local- and global-graph filtering learns the
brain activities within each functional area and the com-
plex relations among them during the cognitive process in
the brain, respectively. With a robust nested cross-validation
strategy, the proposed method and several SOTA methods
are evaluated on three publicly available benchmark datasets
for attention, fatigue, emotion, and preference classification
tasks. The proposed method achieves significantly (p < 0.05)
higher accuracies and F1 scores than other methods in most
of the experiments. Further analyses also show that applying
neuropsychological knowledge to the network design ensures
that networks are trained on task-specific neural activations.

ACKNOWLEDGMENT

The authors would like to thank Aidi Liu and Sun Hao for
their help on the proofreading of the manuscript.

REFERENCES

[1] X. Zhang et al., “Emotion recognition from multimodal physiological
signals using a regularized deep fusion of kernel machine,” IEEE Trans.
Cybern., vol. 51, no. 9, pp. 4386–4399, Sep. 2021.

[2] F. Lotte and C. Guan, “Regularizing common spatial patterns to improve
BCI designs: Unified theory and new algorithms,” IEEE Trans. Biomed.
Eng., vol. 58, no. 2, pp. 355–362, Feb. 2011.

[3] R. Liu, Y.-X. Wang, and L. Zhang, “An FDES-based shared control
method for asynchronous brain-actuated robot,” IEEE Trans. Cybern.,
vol. 46, no. 6, pp. 1452–1462, Jun. 2016.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



DING et al.: LGGNet: LEARNING FROM LGG REPRESENTATIONS FOR BCI 13

[4] R. Foong, K. A. Kai, Q. Chai, C. Guan, and K. Chua, “Assessment
of the efficacy of EEG-based MI-BCI with visual feedback and EEG
correlates of mental fatigue for upper-limb stroke rehabilitation,” IEEE
Trans. Biomed. Eng., vol. 67, no. 3, pp. 786–795, Mar. 2020.

[5] V. Zotev, A. Mayeli, M. Misaki, and J. Bodurka, “Emotion self-
regulation training in major depressive disorder using simultaneous real-
time fMRI and EEG neurofeedback,” NeuroImage: Clin., vol. 27, 2020,
Art. no. 102331.

[6] M. Xing et al., “Altered dynamic electroencephalography connectome
phase-space features of emotion regulation in social anxiety,” NeuroIm-
age, vol. 186, pp. 338–349, Feb. 2019.

[7] K. K. Ang, Z. Y. Chin, H. Zhang, and C. Guan, “Filter bank common
spatial pattern (FBCSP) in brain-computer interface,” in Proc. IEEE
Int. Joint Conf. Neural Netw. (IEEE World Congr. Comput. Intell.),
Jun. 2008, pp. 2390–2397.

[8] Y. Wang, T.-P. Jung, and C.-T. Lin, “EEG-based attention tracking during
distracted driving,” IEEE Trans. Neural Syst. Rehabil. Eng., vol. 23,
no. 6, pp. 1085–1094, Nov. 2015.

[9] W.-L. Zheng, J.-Y. Zhu, and B.-L. Lu, “Identifying stable patterns over
time for emotion recognition from EEG,” IEEE Trans. Affect. Comput.,
vol. 10, no. 3, pp. 417–429, Jul. 2019.

[10] P. Li et al., “EEG based emotion recognition by combining functional
connectivity network and local activations,” IEEE Trans. Biomed. Eng.,
vol. 66, no. 10, pp. 2869–2881, Oct. 2019.

[11] R. T. Schirrmeister et al., “Deep learning with convolutional neural
networks for EEG decoding and visualization,” Hum. Brain Mapping,
vol. 38, no. 11, pp. 5391–5420, 2017.

[12] O. Y. Kwon, M. H. Lee, C. Guan, and S. W. Lee, “Subject-independent
brain-computer interfaces based on deep convolutional neural networks,”
IEEE Trans. Neural Netw. Learn. Syst., vol. 31, no. 10, pp. 3839–3852,
Oct. 2020.

[13] Y. R. Tabar and U. Halici, “A novel deep learning approach for
classification of EEG motor imagery signals,” J. Neural Eng., vol. 14,
no. 1, 2016, Art. no. 016003.

[14] V. J. Lawhern, A. J. Solon, N. R. Waytowich, S. M. Gordon, C. P. Hung,
and B. J. Lance, “EEGNet: A compact convolutional neural network for
EEG-based brain–computer interfaces,” J. Neural Eng., vol. 15, no. 5,
Jul. 2018, Art. no. 056013.

[15] F. Fahimi, Z. Zhang, W. B. Goh, T.-S. Lee, K. K. Ang, and C. Guan,
“Inter-subject transfer learning with an end-to-end deep convolutional
neural network for EEG-based BCI,” J. Neural Eng., vol. 16, no. 2,
Jan. 2019, Art. no. 026007.

[16] H. Cai, J. Tang, Y. Wu, M. Xia, G. He, and Y. Zhang, “The
detection of attentive mental state using a mixed neural network
model,” in Proc. IEEE Int. Symp. Circuits Syst. (ISCAS), May 2021,
pp. 1–5.

[17] V. Delvigne, H. Wannous, T. Dutoit, L. Ris, and J.-P. Vandeborre,
“PhyDAA: Physiological dataset assessing attention,” IEEE Trans.
Circuits Syst. Video Technol., vol. 32, no. 5, pp. 2612–2623,
May 2022.

[18] S. M. Alarcao and M. J. Fonseca, “Emotions recognition using EEG
signals: A survey,” IEEE Trans. Affect. Comput., vol. 10, no. 3,
pp. 374–393, Jul. 2019.

[19] J. Li, Z. Zhang, and H. He, “Hierarchical convolutional neural networks
for EEG-based emotion recognition,” Cogn. Comput., vol. 10, no. 2,
pp. 368–380, 2018.

[20] Y. Li, W. Zheng, Y. Zong, Z. Cui, T. Zhang, and X. Zhou, “A bi-
hemisphere domain adversarial neural network model for EEG emotion
recognition,” IEEE Trans. Affect. Comput., vol. 12, no. 2, pp. 494–504,
Apr. 2021.

[21] Y. Ding et al., “TSception: A deep learning framework for emotion
detection using EEG,” in Proc. Int. Joint Conf. Neural Netw. (IJCNN),
Jul. 2020, pp. 1–7.

[22] Z. Jiao, X. Gao, Y. Wang, J. Li, and H. Xu, “Deep convolutional neural
networks for mental load classification based on EEG data,” Pattern
Recognit., vol. 76, pp. 582–595, Apr. 2018.

[23] T. Song, W. Zheng, P. Song, and Z. Cui, “EEG emotion recognition using
dynamical graph convolutional neural networks,” IEEE Trans. Affect.
Comput., vol. 11, no. 3, pp. 532–541, Jul./Sep. 2020.

[24] P. Zhong, D. Wang, and C. Miao, “EEG-based emotion recognition
using regularized graph neural networks,” IEEE Trans. Affect. Comput.,
vol. 13, no. 3, pp. 1290–1301, Jul. 2022.

[25] T.-P. Jung and T. J. Sejnowski, “Utilizing deep learning towards multi-
modal bio-sensing and vision-based affective computing,” IEEE Trans.
Affect. Comput., vol. 13, no. 1, pp. 96–107, Jan. 2022.

[26] S. Jang, S.-E. Moon, and J.-S. Lee, “EEG-based video identification
using graph signal modeling and graph convolutional neural network,”
in Proc. IEEE Int. Conf. Acoust., Speech Signal Process. (ICASSP),
Apr. 2018, pp. 3066–3070.

[27] J. Power et al., “Functional network organization of the human brain,”
Neuron, vol. 72, no. 4, pp. 665–678, 2011.

[28] A. D. Friederici, N. Chomsky, R. C. Berwick, A. Moro, and
J. J. Bolhuis, “Language, mind and brain,” Nature Hum. Behav., vol. 1,
no. 10, pp. 713–722, 2017.

[29] H. Kober, L. F. Barrett, J. Joseph, E. Bliss-Moreau, K. Lindquist, and
T. D. Wager, “Functional grouping and cortical–subcortical interactions
in emotion: A meta-analysis of neuroimaging studies,” NeuroImage,
vol. 42, no. 2, pp. 998–1031, 2008.

[30] H. Wang, L. Xu, A. Bezerianos, C. Chen, and Z. Zhang, “Link-
ing attention-based multiscale CNN with dynamical GCN for driving
fatigue detection,” IEEE Trans. Instrum. Meas., vol. 70, pp. 1–11,
2021, Art. no. 2504811. [Online]. Available: https://ieeexplore.ieee.org/
document/9309090, doi: 10.1109/TIM.2020.3047502.

[31] J. J. B. Allen, P. M. Keune, M. Schönenberg, and R. Nusslock, “Frontal
EEG alpha asymmetry and emotion: From neural underpinnings and
methodological considerations to psychopathology and social cognition,”
Psychophysiology, vol. 55, no. 1, Jan. 2018, Art. no. e13028, doi:
10.1111/psyp.13028.

[32] J. Shin, A. von Lühmann, D.-W. Kim, J. Mehnert, H.-J. Hwang, and
K.-R. Müller, “Simultaneous acquisition of EEG and NIRS during
cognitive tasks for an open access dataset,” Sci. Data, vol. 5, no. 1,
Feb. 2018, Art. no. 180003.

[33] Z. Cao, C.-H. Chuang, J.-K. King, and C.-T. Lin, “Multi-channel EEG
recordings during a sustained-attention driving task,” Sci. Data, vol. 6,
no. 1, pp. 1–8, Apr. 2019.

[34] S. Koelstra et al., “DEAP: A database for emotion analysis using
physiological signals,” IEEE Trans. Affect. Comput., vol. 3, no. 1,
pp. 18–31, Jan. 2012.

[35] K. Simonyan, A. Vedaldi, and A. Zisserman, “Deep inside convolutional
networks: Visualising image classification models and saliency maps,”
2013, arXiv:1312.6034.

[36] Y. Li, W. Zheng, L. Wang, Y. Zong, and Z. Cui, “From regional to global
brain: A novel hierarchical spatial–temporal neural network model for
EEG emotion recognition,” IEEE Trans. Affect. Comput., vol. 13, no. 2,
pp. 568–578, Apr. 2022.

[37] N. Robinson, S.-W. Lee, and C. Guan, “EEG representation in deep con-
volutional neural networks for classification of motor imagery,” in Proc.
IEEE Int. Conf. Syst., Man Cybern. (SMC), Oct. 2019, pp. 1322–1326.

[38] F. Scarselli, M. Gori, A. C. Tsoi, M. Hagenbuchner, and G. Monfardini,
“The graph neural network model,” IEEE Trans. Neural Netw., vol. 20,
no. 1, pp. 61–80, Dec. 2009.

[39] M. Defferrard, X. Bresson, and P. Vandergheynst, “Convolutional neural
networks on graphs with fast localized spectral filtering,” in Proc. Adv.
Neural Inf. Process. Syst., 2016, pp. 3844–3852.

[40] T. N. Kipf and M. Welling, “Semi-supervised classification with graph
convolutional networks,” in Proc. ICLR, 2017, pp. 1–14.

[41] Q. Lian, Y. Qi, G. Pan, and Y. Wang, “Learning graph in graph
convolutional neural networks for robust seizure prediction,” J. Neural
Eng., vol. 17, no. 3, Jun. 2020, Art. no. 035004.

[42] T. Zhang, X. Wang, X. Xu, and C. P. Chen, “GCB-Net: Graph convolu-
tional broad network and its application in emotion recognition,” IEEE
Trans. Cybern., vol. 13, no. 1, pp. 379–388, Jan./Mar. 2022.

[43] S. Ioffe and C. Szegedy, “Batch normalization: Accelerating deep
network training by reducing internal covariate shift,” in Proc. 32nd
Int. Conf. Mach. Learn., vol. 37, Jul. 2015, pp. 448–456.

[44] T. Egner, G. Jamieson, and J. Gruzelier, “Hypnosis decouples cognitive
control from conflict monitoring processes of the frontal lobe,” Neu-
roImage, vol. 27, no. 4, pp. 969–978, Oct. 2005.

[45] G. M. Grimshaw, J. J. Foster, and P. M. Corballis, “Frontal and parietal
EEG asymmetries interact to predict attentional bias to threat,” Brain
Cognition, vol. 90, pp. 76–86, Oct. 2014.

[46] R. H. Grabner and B. De Smedt, “Oscillatory EEG correlates of
arithmetic strategies: A training study,” Frontiers Psychol., vol. 3, p. 428,
Jan. 2012.

[47] R. Salvador, J. Suckling, M. R. Coleman, J. D. Pickard, D. Menon, and
E. D. Bullmore, “Neurophysiological architecture of functional magnetic
resonance images of human brain,” Cerebral Cortex, vol. 15, no. 9,
pp. 1332–1342, Jan. 2005.

[48] A. Gramfort et al., “MNE software for processing MEG and EEG data,”
NeuroImage, vol. 86, pp. 446–460, Feb. 2014.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

http://dx.doi.org/10.1109/TIM.2020.3047502
http://dx.doi.org/10.1111/psyp.13028


14 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS

[49] Y. Zhang, H. Cai, L. Nie, P. Xu, S. Zhao, and C. Guan, “An end-to-end
3D convolutional neural network for decoding attentive mental state,”
Neural Netw., vol. 144, pp. 129–137, Dec. 2021.

[50] A. Delorme and S. Makeig, “EEGLAB: An open source toolbox for
analysis of single-trial EEG dynamics including independent component
analysis,” J. Neurosci. Methods, vol. 134, no. 1, pp. 9–21, Mar. 2004.

[51] Y. Liu, Z. Lan, J. Cui, O. Sourina, and W. Müller-Wittig, “EEG-
based cross-subject mental fatigue recognition,” in Proc. Int. Conf.
Cyberworlds (CW), Oct. 2019, pp. 247–252.

[52] A. Appriou, A. Cichocki, and F. Lotte, “Modern machine-learning
algorithms: For classifying cognitive and affective states from electroen-
cephalography signals,” IEEE Syst., Man, Cybern. Mag., vol. 6, no. 3,
pp. 29–38, Jul. 2020.

[53] S. Varma and R. Simon, “Bias in error estimation when using cross-
validation for model selection,” BMC Bioinf., vol. 7, no. 1, p. 91, 2006.

[54] A. Paszke et al., “PyTorch: An imperative style, high-performance
deep learning library,” in Proc. Adv. Neural Inf. Process. Syst., 2019,
pp. 8024–8035.

[55] E. H. Kozasa et al., “Effects of a 7-day meditation retreat on the brain
function of meditators and non-meditators during an attention task,”
Frontiers Hum. Neurosci., vol. 12, p. 222, Jun. 2018.

[56] X. Yin et al., “Anatomical substrates of the alerting, orienting and
executive control components of attention: Focus on the posterior
parietal lobe,” PLoS ONE, vol. 7, no. 11, 2012, Art. no. e50590.

[57] D. Jing, D. Liu, S. Zhang, and Z. Guo, “Fatigue driving detection
method based on EEG analysis in low-voltage and hypoxia plateau
environment,” Int. J. Transp. Sci. Technol., vol. 9, no. 4, pp. 366–376,
Dec. 2020.

[58] I. R. Olson, A. Plotzker, and Y. Ezzyat, “The enigmatic temporal pole: A
review of findings on social and emotional processing,” Brain, vol. 130,
no. 7, pp. 1718–1731, May 2007.

[59] P. A. Kragel et al., “Generalizable representations of pain, cognitive con-
trol, and negative emotion in medial frontal cortex,” Nature Neurosci.,
vol. 21, no. 2, pp. 283–289, 2018.

[60] H.-Y. Chan, A. Smidts, V. C. Schoots, R. C. Dietvorst, and
M. A. S. Boksem, “Neural similarity at temporal lobe and cerebellum
predicts out-of-sample preference and recall for video stimuli,” Neu-
roImage, vol. 197, pp. 391–401, Aug. 2019.

Yi Ding (Graduate Student Member, IEEE) received
the bachelor’s degree from the School of Infor-
mation Science and Technology, Donghua Univer-
sity, Shanghai, China, in 2017, and the master’s
degree from the School of Electrical and Electron-
ics Engineering, Nanyang Technological University,
Singapore, in 2018, where he is currently pursuing
the Ph.D. degree with the School of Computer
Science and Engineering.

His research interests include brain–computer
interface, deep learning, graph neural networks,

neural signal processing, affective computing, and multimodel learning.

Neethu Robinson (Member, IEEE) received the
B.Tech. degree in electronics and communica-
tion engineering from the University of Kerala,
Thiruvananthapuram, India, in 2010 and the Ph.D.
degree in computer engineering from Nanyang Tech-
nological University, Singapore, in 2015.

From January to March 2012, she was a Visiting
Researcher with the research team at the Institute
of Medical Psychology and Clinical Neurobiology,
University of Tübingen, Tübingen, Germany. She
served as an Assistant Professor at the Department

of Electrical, Electronics and Instrumentation Engineering, Birla Institute of
Technology and Science, Pilani, Pilani, India, from June 2015 to September
2016. She is currently a Research Fellow and Program Manager at the School
of Computer Science and Engineering, Nanyang Technological University,
Singapore. Her research interests include brain computer interfaces, neural
signal processing, and machine learning for brain computer interfaces.

Chengxuan Tong (Graduate Student Member,
IEEE) received the bachelor’s degree from the
National University of Singapore, Singapore,
in 2019. He is currently pursuing the Ph.D.
degree with the School of Computer Science and
Engineering, Nanyang Technological University,
Singapore.

His current research interests include artificial
intelligence, deep learning, and sensing and neural
signal processing.

Qiuhao Zeng received the bachelor’s degree from
the School of Astronautics, Harbin Institute of Tech-
nology, Harbin, China, in 2017, and the master’s
degree from the Department of Electrical and Com-
puter Engineering, National University of Singapore,
Singapore, in 2018.

He is currently a Research Associate at the
School of Computer Science and Engineering,
Nanyang Technological University, Singapore. His
main research interests include machine learning,
brain–computer interface, and transfer learning.

Cuntai Guan (Fellow, IEEE) received the Ph.D.
degree from Southeast University, China, in 1993.

He is a President’s Chair Professor with the School
of Computer Science and Engineering, Nanyang
Technological University, Singapore. He is the
Director of the Artificial Intelligence Research Insti-
tute, Director of the Centre for Brain-Computing
Research, and the Co-Director of S-Lab for
Advanced Intelligence. His research interests include
brain-computer interfaces, machine learning, med-
ical signal and image processing, artificial intelli-

gence, and neural and cognitive rehabilitation.
Dr. Guan is an elected Fellow of the US National Academy of Inventors

(NAI), the Academy of Engineering Singapore (SAEng), and the American
Institute for Medical and Biological Engineering (AIMBE). He is a recipient
of the Annual BCI Research Award (first prize), the King Salman Award for
Disability Research, the IES Prestigious Engineering Achievement Award,
the Achiever of the Year (Research) Award, and the Finalist of President
Technology Award.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Black & White)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /AdobeArabic-Bold
    /AdobeArabic-BoldItalic
    /AdobeArabic-Italic
    /AdobeArabic-Regular
    /AdobeHebrew-Bold
    /AdobeHebrew-BoldItalic
    /AdobeHebrew-Italic
    /AdobeHebrew-Regular
    /AdobeHeitiStd-Regular
    /AdobeMingStd-Light
    /AdobeMyungjoStd-Medium
    /AdobePiStd
    /AdobeSansMM
    /AdobeSerifMM
    /AdobeSongStd-Light
    /AdobeThai-Bold
    /AdobeThai-BoldItalic
    /AdobeThai-Italic
    /AdobeThai-Regular
    /ArborText
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /BellGothicStd-Black
    /BellGothicStd-Bold
    /BellGothicStd-Light
    /ComicSansMS
    /ComicSansMS-Bold
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /CourierStd
    /CourierStd-Bold
    /CourierStd-BoldOblique
    /CourierStd-Oblique
    /EstrangeloEdessa
    /EuroSig
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Impact
    /KozGoPr6N-Medium
    /KozGoProVI-Medium
    /KozMinPr6N-Regular
    /KozMinProVI-Regular
    /Latha
    /LetterGothicStd
    /LetterGothicStd-Bold
    /LetterGothicStd-BoldSlanted
    /LetterGothicStd-Slanted
    /LucidaConsole
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MinionPro-Bold
    /MinionPro-BoldIt
    /MinionPro-It
    /MinionPro-Regular
    /MinionPro-Semibold
    /MinionPro-SemiboldIt
    /MVBoli
    /MyriadPro-Black
    /MyriadPro-BlackIt
    /MyriadPro-Bold
    /MyriadPro-BoldIt
    /MyriadPro-It
    /MyriadPro-Light
    /MyriadPro-LightIt
    /MyriadPro-Regular
    /MyriadPro-Semibold
    /MyriadPro-SemiboldIt
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /Symbol
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Webdings
    /Wingdings-Regular
    /ZapfDingbats
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 300
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 900
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.33333
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


