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Closed-loop iterative learning control for non-linear systems
with initial shifts

Mingxuan Sun and Danwei Wang*,y

School of Electrical and Electronic Engineering, Nanyang Technological University, Nanyang Avenue,
Singapore 639798, Singapore

SUMMARY

This paper is concerned with the problem of the iterative learning control with current cycle feedback for a
class of non-linear systems with well-defined relative degree. The tracking error caused by a non-zero initial
shift is detected as extended D-type learning algorithm is applied. The defect is overcome by adding terms
including the output error, its derivatives as well as integrals. Asymptotic tracking of the final output to the
desired trajectory is guaranteed. As an alternative approach, an initial rectifying action is introduced in the
extended D-type learning algorithm and shown effective to achieve the desired trajectory jointed smoothly
with a transitional trajectory from the starting position. Also these algorithms with adjustable tracking
interval ensure better robustness performance in the presence of initial shifts. Numerical simulation is
conducted to demonstrate the theoretical results. Copyright # 2002 John Wiley & Sons, Ltd.

KEY WORDS: iterative learning control; feedback; initial condition problem; relative degree; non-linear
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1. INTRODUCTION

Iterative learning control (ILC) systems, as a specialization of repetitive systems, perform a given
task repeatedly. There are many practical applications of this kind of systems such as robotic
manipulators, CNC machine tools, hard disk drive servos, rolling mills, long-wall coal cutting
machines, chemical patch processes, etc. Rigorous stability theory for linear repetitive systems
has been developed by Rogers and Owens [1], which provides one general method for solving
the problem of linear ILC systems. ILC analysis and design methodologies for non-linear
continuous-time systems have been developed since the midst of the 1980s. One fundamental
design takes the form of

ukþ1 ¼ uk þUðIkÞ ð1Þ

where k is the number of operation cycle, ukðtÞ the control input and Ik the available information
at the kth cycle, including the output error, its derivatives as well as integrals. U( � ) represents
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the update function and is usually a linear map of their arguments. Applying the updating law,
the last cycle’s input is updated by the last cycle’s information to generate the current cycle’s
input. The learning process is done in an open-loop configuration as shown in Figure 1. As one
special type, the so-called D-type ILC captures the trend/direction information from the
recorded data and ensures zero-error tracking over entire operation interval. The explicit
sufficient conditions for guaranteeing the convergence were obtained by Arimoto et al. [2] and
Hauser [3], and the convergence proofs are straightforward. The major characteristics have been
further examined for systems with direct transmission term by Sugie and Ono [4], partial
irregularity by Porter and Mohamed [5] and relative degree by Ahn et al. [6].

There exist early works that have suggested incorporating the feedforward input provided by
learning algorithm in feedback configuration [7–10]. Useful insights on performance
improvement benefited from usage of the feedforward/feedback control were presented, where
the feedback control mainly aims to stabilize system so that the output trajectories are close to
the desired one. Atkeson and McIntyre [7] utilized the system input, instead of feedforward
input to form the learning algorithm. In Reference [11], a general form of such learning
algorithm was presented and rigorously analysed, with control input saturation being taken into
account. Bondi et al. [8] simply set a sufficient amount of a linear output feedback which was
shown to be effective to ensure the tracking performance. This scheme assumes the presence of
ideal acceleration sensors and the problem arisen from acceleration measurements was argued.
Moore et al. [10] proposed adaptive gain adjustment technique which enables the system to
adaptively choose the gains that yield convergence. The convergence proof depends on the
obtained result in Reference [8]. Other profitable and important ways of incorporation with
current cycle feedback include those proposed by Qu and Zhuang [12], Xu and Qu [13], Chen
et al. [14], Moore [15] and Phan et al. [16].

To exploit the advantage of current cycle feedback and avoid the design task of feedforward
control, many researchers have proposed the method of the last cycle’s input being updated by
only the measurement data from the current cycle, which can be formalized in the updating law
of the form [17–20]

ukþ1 ¼ uk þUðIkþ1Þ ð2Þ

The learning process is done in the way of dynamic feedback as shown in Figure 2. In this paper,
this kind of learning algorithms is prefixed with closed-loop. It is already known that closed-loop

Fig. 1. Open-loop iterative learning control system.
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learning algorithms offer one way for the control design with features such as wide ranges in
choosing learning gain and the improvement of convergence rate, in contrast to open-loop
counterparts.

One obvious restriction in iterative learning control is with regard to initial condition of the
controlled system. Repositioning operation should be done such that the initial condition at
each cycle satisfies the requirement to ensure convergence. Amongst published literature,
requirements on initial condition for different objective systems and learning algorithms are as
follows [2, 21, 22]:

xkð0Þ ¼ x0; ykð0Þ ¼ ydð0Þ ð3Þ

xkþ1ð0Þ ¼ xkð0Þ þ
Xlþ1

j¼2

Xlþ1

i¼j

Ai�jBKie
j�1
k ð0Þ; y0ð0Þ ¼ vð0Þ ð4Þ

xiþ1ð0Þ ¼ xið0Þ þ Bðt0ÞLðt0Þeiðt0Þ ð5Þ

where xkð0Þ is the initial condition at the kth cycle. Equations (4) and (5) provide initial
adjustment mechanism by which the desired initial condition can be assessed, but some system
parameters are required to be known. One adjustment scheme of initial condition without
requiring any precise system parameter was proposed in Reference [23], based on the relation
between the variations of initial condition, input and output of linear discrete-time systems. One
typical kind of the requirement is that the initial condition of the objective system at the
beginning of each cycle is reset the same as the initial condition corresponding to the desired
trajectory, i.e.

xkð0Þ ¼ xdð0Þ ð6Þ

(3) is equivalent to (6) in case of relative degree 1. Another kind of requirement is that the initial
condition at each cycle is reset the same but can be any given point, i.e.

xkð0Þ ¼ x0 ð7Þ

where x0 is fixed and finite. In Reference [4], it was shown that (7) is equivalent to (6) for systems
with direct transmission term. However, the situation for systems without direct transmission

Fig. 2. Closed-loop iterative learning control system.
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term could be different and (7) is a relaxed requirement compared with (6). Benefiting from this
relaxation, repositioning operation will become easy for some implementations. One example is
that the system output is expected to track a step reference from the resetting zero position.
Another example is for the cases with unknown desired initial conditions.

Due to practical repeatability precision, robustness with respect to perturbed initial
conditions could be crucial due to the iteration nature of learning algorithms. It is necessary
to certify that iterative learning control is technically sound even when existence of resetting
errors is allowed to some extent at each cycle. Namely,

kxd ð0Þ � xkð0Þk4cxd0 ð8Þ

instead of the restrict alignment (6). Arimoto et al. [24] demonstrated the robustness of a PID-
type ILC for robots with the aid of linearization. Bondi et al. [8] established the boundedness of
iterative trajectories through combining linear output feedback, also for robots. Heinzinger et al.
[9] introduced a biased term with a forgetting factor into the D-type ILC [3] and presented
systematic treatment of the robustness to the presence of resetting errors, state disturbances and
measurement noises, for a class of non-linear systems. The same issue was also discussed for the
PD-type and PID-type ILCs. Such a learning algorithm with a forgetting factor has also been
applied to address other tracking problems, e.g. References [25, 26]. In Reference [26], the
simultaneous motion and contact force tracking was solved for robotic manipulators whose
end-effector is in contact with the constraint environment. In Reference [25], the tracking
control was tackled for applications where the reference trajectory is allowed to vary slowly. In
case of P-type ILCs with a forgetting factor, Arimoto et al. [27] investigated the robust
properties by exploring the passivity of robot dynamics. In References [17, 28], the robustness
was studied for a class of non-linear systems where boundedness of time derivative of the input–
output coupling matrix was assumed. The existing results ensure boundedness of the error for
iterative trajectories in the presence of resetting errors described by (8) and the bound
continuously depends on the bound on the resetting errors. Recently, a comprehensive survey
on ILC researches was made by Moore [15], in which the works concerning the properties of
ILC to various types of environmental uncertainties were summarized.

Lee and Bien [29] characterized the effect of an initial shift described by (7) on the converged
output trajectory as the D-type ILC [2] was applied. PD-type, PID-type and a generalized
learning algorithm [29–31] were positively utilized to improve tracking performance,
respectively. For better performance in the face of initial shifts

kx0 ¼ xkð0Þk4cx0 ð9Þ

the method of ‘iterative learning control with multi-model input’, with the designed parameters,
was shown effective to lower the size of the error bounds. It should be noted that the results in
References [29–31] are only applicable for systems with relative degree 1. Without restriction on
system relative degree, the technique of suitably reducing sampling rate of the controlled linear
systems, presented by Hillenbrand and Pandit [32], was shown to be effective to achieve better
tracking. Porter and Mohamed [5] considered partially irregular LTI systems and found that to
eliminate the effect caused by a non-zero initial shift, an initial impulsive action is required in a
learning algorithm. Such a learning algorithm enables trajectory zero-error tracking on entire
tracking interval. However, the use of an impulsive action is not practical. Motivated by the
work [6] on the iterative learning control of a class of non-linear systems with will-defined
relative degree, an initial rectifying action is utilized to address the same problem in Reference
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[33] and is shown to be effective to guarantee the uniform convergence of the system output to a
desired trajectory with a smooth transient. The above-mentioned learning algorithms, however,
are all in open-loop configuration. It is as yet not clear what happens to closed-loop learning
algorithms confronting the same situation.

In this paper, firstly, we consider the case where the initial condition remains the same for
each cycle but different from the desired initial condition. The tracking error caused by such a
shift is detected as extended D-type learning algorithm is used. Secondly, we consider the case
where the initial condition is reset to a given point or its neighbourhood. By adding terms to
form the so-called extended PD-type and PID-type closed-loop learning algorithms,
asymptotical tracking capability of the resultant output trajectory to the desired trajectory is
shown. The derived convergence conditions are independent of the added terms. These terms,
however, offer more flexibility for the resultant output trajectory. As an alternative method, an
initial rectifying action is introduced in the extended D-type learning algorithm and is shown to
be effective for achieving the desired trajectory with a smooth transience, which can be viewed as
the closed-loop counterpart of the open-loop learning algorithm proposed in Reference [33].
Compared with the initial impulsive approach [5], the initial rectifying action is finite and
implementable, even for a class of non-linear systems with well-defined relative degree. Finally,
the limitation of extended D-type learning algorithm and effectiveness of the proposed methods
in dealing with initial shift(s) are illustrated by numerical results.

2. PROBLEM FORMULATION AND PRELIMINARIES

Consider a class of non-linear continuous-time systems described by

’xxðtÞ ¼ f ðxðtÞÞ þ BðxðtÞÞuðtÞ ð10Þ

yðtÞ ¼ gðxðtÞÞ ð11Þ

where x 2Rn, u ¼ ½u1; . . . ; ur�T 2Rr and y ¼ ½y1; . . . ; ym�T 2Rm denote the state, the control
input and the output of the system, respectively. Non-linear functions f ð�Þ 2Rn, Bð�Þ ¼
½b1ð�Þ; . . . ; brð�Þ� 2Rn�r and gð�Þ ¼ ½g1ð�Þ; . . . ; gmð�Þ�

T 2Rm are smooth in their domains of
definition, which are known about certain properties. Every operation ends in a finite time T ,
i.e. t 2 ½0; T �. For each fixed xð0Þ, S denotes a mapping from ðxð0Þ, uðtÞ, t 2 ½0;T �Þ to
ðxðtÞ; t 2 [0,T]Þ and O a mapping from ðxð0Þ, uðtÞ, t 2 ½0;T �Þ to ðyðtÞ, t 2 ½0;T �Þ. In these notations,
xð�Þ ¼ Sðxð0Þ; uð�ÞÞ and yð�Þ ¼ Oðxð0Þ; uð�ÞÞ.

Throughout this paper, the following derivative notations and definition are needed. The
derivative of a scalar function gðxÞ along a vector f ðxÞ 2Rn is denoted by, for x 2Rn,

Lf gðxÞ ¼
@gðxÞ
@x

f ðxÞ

The repeated derivatives along the same vector are denoted by

Lj
f gðxÞ ¼ Lf ðL

j�1
f gðxÞÞ; j ¼ 1; 2; . . .
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and L0
f gðxÞ ¼ gðxÞ. In addition, the derivative of gðxÞ taken first along f ðxÞ and then along a

vector bðxÞ 2Rn is denoted by

LbLf gðxÞ ¼
@ðLf gðxÞÞ

@x
bðxÞ

Definition 2.1
The (vector) relative degree of non-linear continuous-time system (10)–(11) is associated with

the vector m ¼ fm1; . . . ; mmg satisfying, for x 2Rn,

LbpL
j
f gqðxÞ ¼ 0; 04j4mq � 2; 14p4r; 14q4m

and the m� r matrix

DðxÞ ¼

Lb1L
m1�1
f g1ðxÞ; . . . ; LbrL

m1�1
f g1ðxÞ

..

.

Lb1L
mm�1
f gmðxÞ; . . . ; LbrL

mm�1
f gmðxÞ

2
6664

3
7775

being of full column rank.

Remark 2.1
If the system (10)–(11) has relative degree m ¼ fm1; . . . ; mmg, the derivatives of the system

output can be written as

yðjÞq ¼ Lj
f gqðxÞ; 04j4mg � 1 ð12Þ

y
ðmqÞ
q ¼ L

mq
f gqðxÞ þ ½Lb1L

mq�1

f gqðxÞ; . . . ; LbrL
mq�1

f gqðxÞ�u ð13Þ

where mq is obviously the minimum order of time derivative of the qth output to which a direct
transmission is established from at least one component of the control input u. Definition 2.1
allows the number of outputs greater than the number of inputs, in contrast to the definition in
References [6, 34].
In the paper, the vector norm is defined as aj jj j ¼ max14i4njaij for an n-dimensional vector
a ¼ ½a1; . . . ; an�T and the matrix norm is defined as the induced norm by the vector norm, i.e.
for a matrix A ¼ faijg 2 Rm�n; Aj jj j ¼ max14i4m

Pn
j¼1 jaij j. The l-norm for a vector-valued

function bðtÞ 2Rn is defined as bð�Þj jj jl ¼ sup t2½0; T � e�lt bðtÞj jj j
� �

; l > 0:
The control problem to be solved in this paper is now formulated as follows. We consider the

case where the system under consideration does not reset the initial condition xkð0Þ to the
desired one xdð0Þ, the initial condition corresponding to the desired trajectory. Instead, there is
an initial shift, i.e. xdð0Þ � xkð0Þj jj j5cxd0 , where a lasting offset is detected when applying
extended D-type learning algorithm. We shall add certain terms to the learning algorithm to
overcome the offset, including the output error, its derivatives as well as integrals. Our proposed
algorithms ensure the final output to follow the desired trajectory as time goes. In addition, we
introduce an initial rectifying action in the learning algorithm. The initial rectifying action will
produce a smooth transition from the system resetting position to the desired trajectory. This
smooth transition can be specified in the initial rectifying action. Analyses are given for more
practical cases where the resetting is not perfect. That is, the initial condition xkð0Þ at each cycle
is reset at a neighbourhood of x0 and x0 � xkð0Þj jj j4cx0 . We shall analyse the effect due to the
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initial shifts on the final system output and show that the added terms and the initial rectifying
action are effective to eliminate such effect. Furthermore, if cx0 tends to zero, to control objective
mentioned above can be achieved.

To make the problem more tractable, the following assumptions are imposed on the system
(10)–(11):

(A1) The mappings S and O are one to one.
(A2) The system is with (vector) relative degree m ¼ fm1; . . . ; mmg for x 2Rn.
(A3) The functions f ð�Þ, Bð�Þ, gð�Þ, Lj

f gqð�Þ, 14j4mq, 14q4m and LbpL
mq�1

f gqð�Þ, 14p4r,

14q4m, are globally Lipschitz in x for x 2Rn, i.e. jjaðx0Þ � aðx00Þjj4lajjx0 � x00jj,
jjLj

f gqðx
0Þ � Lj

f gqðx
00Þjj4l

q
1 jjx

0 � x00jj, 14j4mq and jjLbpL
mq�1

f gqðx
0Þ � LbpL

mq�1

f gqðx
00Þ

jj4l
p;q
2 x0 � x00jj for positive constants la > 0, a 2 ff ;B; gg, lq1 ; l

p; q
2 and for all x0, x00 2Rn.

(A4) The operator Bð�Þ is bounded for x 2Rn.
(A5) For a desired trajectory ydðtÞ ¼ ½y1; dðtÞ; . . . ; ym; dðtÞ�T, t 2 ½0;T �; yi;dðtÞ is mi times

continuously differentiable.

3. EXTENDED D-TYPE ILC AND ITS TRACKING ERROR

The learning control design is reasonably based on the actions and their produced results. In
view of (13), fukðtÞ; y

ðmqÞ
q; k ðtÞ; 14q4mg is a pair of algebraically related cause and effect. In the

open-loop case [6], if learning gain GðykðtÞÞ is chosen properly, ukðtÞ plus update term GðykðtÞÞ
ðyðmÞd ðtÞ � y

ðmÞ
k ðtÞÞ produces an improved input. One can use it as ukþ1ðtÞ. On the other hand, ukðtÞ

minus term GðykðtÞÞðy
ðmÞ
d ðtÞ � y

ðmÞ
k ðtÞÞ can be worse and we assume that it is given uk�1ðtÞ. This

observation leads to the updating law

ukþ1ðtÞ ¼ ukðtÞ þ Gðykþ1ðtÞÞðy
ðmÞ
d ðtÞ � y

ðmÞ
kþ1ðtÞÞ ð14Þ

where k refers to the number of operation cycle, yðmÞðtÞ ¼ ½yðm1Þ1 ðtÞ; . . . ; yðmmÞm ðtÞ�T, GðykðtÞÞ 2Rr�m

is the learning gain matrix bounded on Rm.

Remark 3.1
Updating law (14) belongs to the so-called D-type. In the early works [2, 3], its open-loop

counterparts were investigated for the case of relative degree 1. To deal with systems with well-
defined relative degree, >1, extended D-type updating law was studied in References [6, 33]. The
usage of current cycle feedback in our proposed schemes of this paper would provide a direct
way in choosing learning gain and improving convergence rate, in contrast to their open-loop
counterparts. This is the major feature appealing us. To the closed-loop ILCs in the case of
mechanical systems, the presence of ideal acceleration sensors is assumed due to the usage of
current cycle feedback. The same situation occurs in the ILC works [8, 10]. The intrinsic time
delay of the sensors would cause tracking performance degradation due to the error between the
actual acceleration and the measured one, which might be one limitation of the proposed
methods. However, the convergence can be achieved theoretically provided the measurement
errors are sufficiently small. Like the same argument by Bondi et al. [8], one condition is that an
upper bound on the rate of change of the desired trajectory, which depends on the sensors used,
should be set in the implementation so that the measurement errors are reduced.
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The following theorem shows the effect of initial shift on the converged output:

Theorem 3.1
Given a desired trajectory ydðtÞ; t 2 ½0; T �, let the system (10)–(11) satisfy assumptions (A1)–

(A5) and the updating law (14) be applied. If, at the beginning of each cycle,

xkð0Þ ¼ x0; k ¼ 0; 1; 2; . . . ð15Þ

and the learning gain matrix is chosen such that

kðI þ GðgðxÞÞDðxÞÞ�1k4
1

r
51; x 2 Rn ð16Þ

the system output ykðtÞ converges uniformly to y � ðtÞ for t 2 ½0; T � as k ! 1, where
y�ðtÞ ¼ ½y�1ðtÞ; . . . ; y�mðtÞ�

T, and for 14q4m,

y�qðtÞ ¼ yq; d ðtÞ �
Xmq�1

j¼0

t j

j!
y
ð jÞ
q; dð0Þ � Lj

f gqðx0Þ
� �

ð17Þ

Proof
For simplicity, the dependence of the variables on time is implied unless otherwise specified.

Denote by u� the control input satisfying

y� ¼ gðx�Þ ð18Þ

where x� is the corresponding state, the solution of the differential equation

’xx� ¼ f ðx�Þ þ Bðx�Þu�; x�ð0Þ ¼ x0 ð19Þ

In view of y� defined in (17), (14) can be written as

ukþ1 ¼ uk þ Gðykþ1Þðy* ðmÞ � y
ðmÞ
kþ1Þ þ Gðykþ1Þðy

ðmÞ
d � y* ðmÞÞ

¼ uk þ Gðykþ1Þðy* ðmÞ � y
ðmÞ
kþ1Þ ð20Þ

which leads to

ðI þ Gðykþ1ÞDðxkþ1ÞÞDu�kþ1 ¼ Du�k � Gðykþ1Þ½cðx�Þ � cðxkþ1Þ þ ðDðx�Þ �Dðxkþ1ÞÞu��

where Du�k ¼ u� � uk and cðxÞ ¼ ½Lm1
f g1ðxÞ; . . . ; Lmm

f gmðxÞ�
T. Taking norms on both sides yields

Du�kþ1

�� ���� ��4 ðI þ Gðykþ1ÞDðxkþ1ÞÞ
�1

�� ���� �� Du�k
�� ���� ���

þ Gðykþ1Þj jj jð cðx�Þ � cðxkþ1Þ
�� ���� ��

þ Dðx�Þ �Dðxkþ1Þ
�� ���� �� u�

�� ���� ��Þ� ð21Þ
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Applying the Lipschitz conditions results in

cðx�Þ � cðxkþ1Þ
�� ���� �� ¼

L
m1
f g1ðx

�Þ � L
m1
f g1ðxkþ1Þ

..

.

L
mm
f gmðx

�Þ � L
mm
f gmðxkþ1Þ

2
6664

3
7775

���������

���������

���������

���������

4

kLm1
f g1ðx

�Þ � L
m1
f g1ðxkþ1Þk

..

.

kLmm
f gmðx

�Þ � L
mm
f gmðxkþ1Þk

2
6664

3
7775

���������

���������

���������

���������
4l1 kDx�kþ1k

�� ���� �� ð22Þ

and

Dðx�Þ �Dðxkþ1Þ
�� ���� ��

¼

Lb1L
m1�1
f g1ðx

�Þ � Lb1L
m1�1
f g1ðxkþ1Þ; . . . ; LbrL

m1�1
f g1ðx

�Þ � LbrL
m1�1
f g1ðxkþ1Þ

..

.

Lb1L
mm�1
f gmðx

�Þ � Lb1L
mm�1
f gmðxkþ1Þ; . . . ; LbrL

mm�1
f gmðx

�Þ � LbrL
mm�1
f gmðxkþ1Þ

2
6664

3
7775

���������

���������

���������

���������
ð23Þ

4

Lb1L
m1�1
f g1ðx

�Þ � Lb1L
m1�1
f g1ðxkþ1Þ

��� ������ ���; . . . ; LbrL
m1�1
f g1ðx

�Þ � LbrL
m1�1
f g1ðxkþ1Þ

��� ������ ���
..
.

Lb1L
mm�1
f gmðx

�Þ � Lb1L
mm�1
f gmðxkþ1Þ

��� ������ ���; . . . ; LbrL
mm�1
f gmðx

�Þ � LbrL
mm�1
f gmðxkþ1Þ

��� ������ ���

2
66664

3
77775

����������

����������

����������

����������
4l2 Dx�kþ1

�� ���� ��
where Dx�kþ1 ¼ x� � xkþ1, l1 ¼ maxfl11 ; � � � ; lm1 g and l2 ¼ maxfl1; 12 þ � � � þ lr;2 1; � � � ; l1; m2

þ � � � þ lr; m2 g. Substituting (22) and (23) into (21) gives rise to, denoting cG the norm bound
for Gð�Þ, c1 ¼ cGðl1 þ l2cu� Þ and cu� ¼ supt2½0; T � u�ðtÞ

�� ���� ��,
r Du�kþ1

�� ���� ��4 Du�k
�� ���� ��þ c1 Dx�kþ1

�� ���� �� ð24Þ

Now, we evaluate the state error on the right-hand side of (24). Integrating both sides of (10)
and (19) produces

Dx�kþ1 ¼
Z t

0

½ f ðx�Þ � f ðxkþ1Þ þ ðBðx�Þ � Bðxkþ1ÞÞu� þ Bðxkþ1ÞDu�kþ1� ds

Taking norms and using their properties give

Dx�kþ1

�� ���� ��4 Z t

0

ðc2 Dx�kþ1

�� ���� ��þ cB Du�kþ1

�� ���� ��Þ ds ð25Þ
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where cB is the norm bound for Bð�Þ and c2 ¼ lf þ lBcu� . Note the facts that, for l > 0,

sup
t 2 ½0; T �

Z t

0

e�lt Dx�kþ1

�� ���� �� ds 4 sup
t 2 ½0; T �

1� e�lt

l
Dx�kþ1

�� ���� ��
l

¼ O
1

l

� �
Dx�kþ1

�� ���� ��
l

and

sup
t 2 ½0; T �

Z t

0

e�lt Du�kþ1

�� ���� �� ds4O
1

l

� �
Du�kþ1

�� ���� ��
l

Multiplying both sides of (25) by e�ltðl > 0Þ, and using the above, we get

Dx�kþ1

�� ���� ��
l4c2 O

1

l

� �
Dx�kþ1

�� ���� ��
lþcB O

1

l

� �
Du�kþ1

�� ���� ��
l

A l > 0 is chosen such that

1� c2 O
1

l

� �
> 0

which implies

Dx�kþ1

�� ���� ��
l4

cB Oð1=lÞ
1� c2Oð1=lÞ

Du�kþ1

�� ���� ��
l ð26Þ

Then, taking the l-norm for (24) and using (26), we obtain

r�
c1cB Oð1=lÞ
1� c2Oð1=lÞ

� �
Du�kþ1

�� ���� ��
l4 Du�k

�� ���� ��
l ð27Þ

Since r > 1, it is possible to find a sufficiently large l such that

%rr ¼ r�
c1cB Oð1=lÞ
1� c2Oð1=lÞ

> 1

Then, (27) is a contraction in Du�k
�� ���� ��

l. When the iterations increase, k ! 1, we attain Du�k
�� ���� ��

l!
0 so that uk ! u� uniformly on [0,T] as k ! 1. If follows from (26) that xk ! x� uniformly on
[0,T] as k ! 1. Furthermore, by the assumption on gð�Þ in (A3), yk ! y� uniformly on [0,T] as
k ! 1. This completes the proof. &

Remarks 3.2
High gain feedback is known to offer a powerful way to improve the convergence rate.

However, Theorem 3.1 shows that whatever the learning gain is chosen, the converged output
trajectory y � ðtÞ deviates from the desired trajectory ydðtÞ. It is easy to see from Theorem 3.1
that

lim
k!1

ðyd ðtÞ � ykðtÞÞ ¼ ydðtÞ � y�ðtÞ þ lim
k!1

ðy�ðtÞ � ykðtÞÞ

¼ ydðtÞ � y�ðtÞ
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The offset given in (17) is invariable with the learning gain chosen based on (16), which implies
that the convergence is ensured only if Lj

f gqðx0Þ ¼ y
ð jÞ
q; dð0Þ; 04j4mq � 1; 14q4m. The

boundedness of the tracking error can be argued in the presence of finite initial shift. It follows
from (17) that

yq; dðtÞ � y�qðtÞ
��� ������ ��� ¼ Xmq�1

j¼0

t j

j!
ð Lj

f gqðxdð0ÞÞ � Lj
f gqðx0ÞÞ

�����
�����

�����
�����

4
Xmq�1

j¼0

Tj

j!
l
q
1 xd ð0Þ � x0j jj j

Therefore,

ydðtÞ � y�ðtÞ
�� ���� ��4 max

14q4m
1þ

T

1!
þ � � � þ

Tmq�1

mq � 1!

 !
l1 xd ð0Þ � x0j jj j

The term xd ð0Þ � x0Þj jj j in the bound is dominant.

4. EXTENDED PD-TYPE AND PID-TYPE ILC

In this section, we shall show that the deviated convergence presented in Theorem 3.1 can be
overcome by adding certain terms to the updating law (14) in the form of

ukþ1ðtÞ ¼ ukðtÞ þ Gðykþ1ðtÞÞ

e
ðm1Þ
1; kþ1ðtÞ þ

Pm1
i¼1 g1;ie

ðm1�iÞ
1; kþ1ðtÞ

..

.

e
ðmmÞ
m; kþ1ðtÞ þ

Pmm
i¼1 gm;ie

ðmm�iÞ
m; kþ1ðtÞ

2
6664

3
7775 ð28Þ

where eq; kþ1 ¼ yq; d � yq; kþ1, 14q4m and gq; i, 14q4m, 14i4mq are the design parameters.
This updating law is termed extended PD-type due to usage of the output error and its lower-
order derivatives. Following theorem shows the effect of the designed parameters on the
converged trajectory.

Theorem 4.1
Given a desired trajectory yd ðtÞ, t 2 ½0; T �, let the system (10)–(11) satisfy assumptions (A1)–

(A5) and the updating law (28) be applied. If, at the beginning of each cycle,

kx0 � xkð0Þk4cx0 ; k ¼ 0; 1; 2; . . . ð29Þ
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and (16) holds, the asymptotic bound of error y � ðtÞ � ykðtÞ is proportional to cx0 on [0,T] as
k ! 1, where y�ðtÞ ¼ ½y�1ðtÞ; . . . ; y�mðtÞ�

T and for 14q4m,

y�qðtÞ ¼ yq; dðtÞ � ceAqtzqð0Þ ð30Þ

c ¼ 1 0 0 . . . 0
� 	

Aq ¼

0 1 0 � � � 0

0 0 1 � � � 0

..

. ..
. ..

. . .
. ..

.

0 0 0 � � � 1

�gq; mq �gq; mq�1 �gq; mq�2 � � � �gq; 1

2
66666664

3
77777775
;

zqð0Þ ¼

y
ð0Þ
q; dð0Þ � L0

f gqðx0Þ

..

.

y
ðmq�1Þ
q; d ð0Þ � L

mq�1

f gqðx0Þ

2
6664

3
7775

Proof
As in the proof of Theorem 3.1, let u� be the control input which generates the trajectory y�

and x� is the corresponding state. Denote by e�q; kþ1 ¼ y�q � yq; kþ1. In view of y� defined in (30),
the updating law (28) can be written as

ukþ1 ¼ uk þ Gðykþ1Þ

e*
ðm1Þ

1; kþ1 þ
Pm1

i¼1 g1; ie
* ðm1�iÞ
1; kþ1

..

.

e*
ðmmÞ

m; kþ1 þ
Pmm

i¼1 gm; ie
* ðmm�iÞ
m; kþ1

2
6664

3
7775

þ Gðykþ1Þ

y
ðm1Þ
1; d � y* ðm1Þ

1 þ
Pm1

i¼1 g1; i y
ðm1�iÞ
1; d � y* ðm1�iÞ

1

� �
..
.

y
ðmmÞ
m; d � y* ðmmÞ

m þ
Pmm

i¼1 gm; i y
ðmm�iÞ
m; d � y* ðmm�iÞ

m

� �

2
66664

3
77775

¼ uk þ Gðykþ1Þ

e*
ðm1Þ

1; kþ1 þ
Pm1

i¼1 g1; ie
* ðm1�iÞ
1; kþ1

..

.

e*
ðmmÞ

m; kþ1 þ
Pmm

i¼1 gm; ie
* ðmm�iÞ
m; kþ1

2
6664

3
7775 ð31Þ
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which leads to

ðI þ Gðykþ1ÞDðxkþ1ÞÞDu�kþ1 ¼Du�k � Gðykþ1Þ½cðx�Þ � cðxkþ1Þ þ ðDðx�Þ �Dðxkþ1ÞÞu��

� Gðykþ1Þ

Pm1
i¼1 g1; i L

m1�i
f g1ðx

�Þ � L
m1�i
f g1ðxkþ1Þ

� �
..
.

Pmm
i¼1 gm; i L

mm�i
f gmðx

�Þ � L
mm�i
f gmðxkþ1Þ

� �

2
66664

3
77775

Taking norms and applying the bounds and the Lipschitz conditions give rise to

r Du�kþ1

�� ���� ��4 Du�k
�� ���� ��þ c1 Dx�kþ1

�� ���� �� ð32Þ

where cG is the norm bound for Gð�Þ, c1 ¼ cG l1 1þmax14j4m


� Pmj
i¼1 gj; i

� �
Þ þ l2cu� �;

l1 ¼ max14j4mfl
j
1g; l2 ¼ max14j4m

Pr
i¼1 l

i; j
2

n o
, and cu� ¼ supt2½0; T � ku

�ðtÞk.
To evaluate the state error, we integrate the state equations and obtain

Dx�kþ1 ¼
Z t

0

½f ðx�Þ � f ðxkþ1Þ þ ðBðx�Þ � Bðxkþ1ÞÞu� þ Bðxkþ1ÞDu�kþ1� dsþ x0 � xkþ1ð0Þ

Taking norms and using their properties yield

Dx�kþ1

�� ���� ��4 Z t

0

ðc2 Dx�kþ1

�� ���� ��þ cB Du�kþ1

�� ���� ��Þ dsþ x0 � xkþ1ð0Þj jj j ð33Þ

where cB is the norm bound for Bð�Þ and c2 ¼ lf þ lBcu� . Multiplying both sides of (33) by
e�ltðl > 0Þ produces

Dx�kþ1

�� ���� ��
l4c2 O

1

l

� �
Dx�kþ1

�� ���� ��
lþcB O

1

l

� �
Du�kþ1

�� ���� ��
lþcx0

A l > 0 is chosen such that

1� c2 O
1

l

� �
> 0

which implies

Dx�kþ1

�� ���� ��
l4

cBOð1=lÞ
1� c2 Oð1=lÞ

Du�kþ1

�� ���� ��
lþ

1

1� c2 Oð1=lÞ
cx0 ð34Þ

Then taking the l-norm for (32) and using (34) result in

r�
c1cB Oð1=lÞ
1� c2 Oð1=lÞ

� �
Du�kþ1

�� ���� ��
l4 Du�k

�� ���� ��
lþ

c1

1� c2 Oð1=lÞ
cx0 ð35Þ

Since r > 1, it is possible to find a sufficiently large l such that

%rr ¼ r�
c1cB Oð1=lÞ
1� c2 Oð1=lÞ

> 1
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Then, (35) is a contraction in Du�k
�� ���� ��

l. When the iterations increase, k ! 1,

lim sup
k!1

Du�k
�� ���� ��

l4
1

%rr� 1

c1

1� c2 Oð1=lÞ
cx0 ð36Þ

The results for Dx�k and y � �yk can be derived from (34) and the assumption on gð�Þ in (A3). The
theorem follows. &

Remark 4.1
Theorem 4.1 implies that the suitable choice of Gð�Þ is sufficient to guarantee the robustness

but the derived condition is independent of parameters gq;i. These terms, however, offers more
flexibility for the resultant output trajectory. If parameters gq;i are chosen properly, e.g. the
eigenvalue lðAqÞ50, y� ðtÞ will follow ydðtÞ asymptotically as time increases. Thus, robustness
performance can be improved by deducing the error between y � ðtÞ and ydðtÞ. Furthermore,
when cx0 tends to zero, the system will possess asymptotic tracking capability along time-axis.

Remark 4.2
If parameters gq;i ¼ 0, the extended PD-type updating law becomes D-type one described by

(14). Since

eAqt ¼

1 t . . .
tmq�2

ðmq � 2Þ!
tmq�1

ðmq � 1Þ!

0 1 . . .
tmq�3

ðmq � 3Þ!
tmq�2

ðmq � 2Þ!

..

. ..
. . .

. ..
. ..

.

0 0 . . . 1 t

0 0 . . . 0 1

2
6666666666664

3
7777777777775

the trajectory (30) reduces to (17).
In the following, we shall show that more flexibility of the converged trajectory can be provided
by extended PID-type learning algorithm in the form of

u kþ1ðtÞ ¼ ukðtÞ þ Gðykþ1ðtÞÞ

e
ðm1Þ
1; kþ1ðtÞ þ

Pm1
i¼1 g1; ie

ðm1�iÞ
1; kþ1ðtÞ

..

.

e
ðmmÞ
m; kþ1ðtÞ þ

Pmm
i¼1 gm; ie

ðmm�iÞ
m; kþ1ðtÞ

þ
PZ1

i¼1 g1; m1þi

R t
0

R t1
0 . . .

R ti�1

0 e1; kþ1ðtiÞ dti . . . dt1

..

.

þ
PZm

i¼1 gm; mmþi

R t
0

R t1
0
. . .
R ti�1

0
em; kþ1ðtiÞ dti . . . dt1

2
6664

3
7775 ð37Þ

where gq; i; 14q4m, 14i4mq þ Zq are the design parameters by which the final output
trajectory is determined.

Theorem 4.2
Given a desired trajectory ydðtÞ, t 2 [0,T], let the system (10)–(11) satisfy assumptions (A1)–

(A5) and the updating law (37) be applied. If the initial condition satisfies (29) at each cycle and
(16) holds, the asymptotic bound of error y � ðtÞ � ykðtÞ is proportional to cx0 on [0,T] as
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k ! 1, where y�ðtÞ ¼ ½y�1ðtÞ; . . . ; y�mðtÞ�
T and for 14q4m,

y�qðtÞ ¼ yq; dðtÞ � ceAqtzqð0Þ ð38Þ

c ¼ 1 0 0 . . . 0
� 	

;

Aq ¼

0 1 0 . . . 0

0 0 1 . . . 0

..

. ..
. ..

. . .
. ..

.

0 0 0 . . . 1

�gq; mqþZq �gq; mqþZq�1 �gq; mqþZq�2 . . . �gq; 1

2
66666664

3
77777775
;

zqð0Þ ¼ Rq; mqþZq�1Rq; mqþZq�2 . . .Rq; mq

y
ð0Þ
q; d ð0Þ � L0

f gqðx0Þ

..

.

y
ðmq�1Þ
q; d ð0Þ � L

mq�1

f gqðx0Þ

2
6664

3
7775;

Rq;i ¼

1 0 . . . 0 0 . . . 0

0 1 . . . 0 0 . . . 0

..

. ..
. . .

. ..
. ..

. ..
. ..

.

0 0 . . . 1 0 . . . 0

�gq; mq �gq; mq�1 . . . �gq; 1 0 . . . 0

�gq; mqþ1 �gq; mq . . . �gq; 2 �gq; 1 . . . 0

..

. ..
.

. . . ..
. ..

. . .
. ..

.

�gq; i �gq; i�1 . . . �gq; i�mqþ1 �gq; i�mq . . . �gq; 1

2
666666666666666664

3
777777777777777775

; mq4i4mq þ Zq � 1

Proof
Let u� be the control input which generates the trajectory y� and x� is the corresponding

state. In view of y� defined in (38), the updating law (37) can be written as

u kþ1 ¼ uk þ Gðykþ1Þ

e*
ðm1Þ

1; kþ1ðtÞ þ
Pm1

i¼1 g1; i e
* ðm1�iÞ
1; kþ1 ðtÞ

..

.

e*
ðmmÞ

m; kþ1ðtÞ þ
Pmm

i¼1 gm; i e
* ðmm�iÞ
m; kþ1 ðtÞ

þ
PZ1

i¼1 g1; m1þi

R t
0

R t1
0
� � �
R ti�1

0
e�1; kþ1 ðtiÞ dti � � � dt1

..

.

þ
PZm

i¼1 gm; mmþi

R t
0

R t1
0 � � �

R ti�1

0 e�m; kþ1 ðtiÞ dti � � � dt1

2
6664

3
7775
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which leads to

ðI þ Gðykþ1ÞDðxkþ1ÞÞDu�kþ1

¼ Du�k � Gðykþ1Þ½cðx�Þ � cðxkþ1Þ þ ðDðx�Þ �Dðxkþ1ÞÞu��

� Gðykþ1Þ

Pm1
i¼1 g1; i L

m1�i
f g1ðx

�Þ � L
m1�i
f g1ðxkþ1Þ

� �
..
.

Pmm
i¼1 gm; i L

mm�i
f gmðx

�Þ � L
mm�i
f gmðxkþ1Þ

� �

2
66664

3
77775

�Gðykþ1Þ

PZ1
i¼1 g1; m1þi

R t
0

R t1
0
. . .
R ti�1

0
ðL0

f g1ðx
�ðtiÞÞ � L0

f g1ðxkþ1ðtiÞÞÞ dti � � � dt1

..

.

PZm
i¼1 gm; mmþi

R t
0

R t1
0 . . .

R ti�1

0 ðL0
f gmðx

�ðtiÞÞ � L0
f gmðxkþ1ðtiÞÞÞ dti � � � dt1

2
6664

3
7775

Taking norms and applying the bounds and the Lipschitz conditions give rise to

r Du�kþ1

�� ���� ��4 Du�k
�� ���� ��þ cG l1 1þmax14j4m

Pmj
i¼1 gj; i

� �
 �
þ l2cu�

� 	
Dx�kþ1

�� ���� ��

þcGl1

PZ1
i¼1 g1; m1þi

R t
0

R t1
0 � � �

R ti�1

0 Dx�kþ1ðtiÞ
�� ���� �� dti � � � dt1

..

.

PZm
i¼1 gm; mmþi

R t
0

R t1
0 � � �

R ti�1

0 Dx�kþ1ðtiÞ
�� ���� �� dti � � � dt1

2
6664

3
7775

���������

���������

���������

���������
where cG is the norm bound for G( � ), l1 ¼ max14j4mfl

j
1g, l2 ¼ max14j4mf

Pr
i¼1 l

i; j
2 g, and

cu� ¼ supt 2 ½0; T � u�ðtÞ
�� ���� ��.

Note the fact that

e�lt
R t
0

R t1
0

. . .
R ti�1

0
Dx�kþ1ðtiÞ
�� ���� �� dti � � � dt14 1� e�lT

l

� �i

Dx�kþ1

�� ���� ��
l

¼ O
1

l

� �i
 !

Dx�kþ1

�� ���� ��
l

which leads to

r Du�kþ1

�� ���� ��
l4 Du�k

�� ���� ��
lþc1 Dx�kþ1

�� ���� ��
l

where c1 ¼ cG l1 1þmax14j4m

Pmj
i¼1 gj; i

� �
 �
þ l2cu�

� 	
þ cGl1max14j4m

PZj
i¼1 gj; mjþi

n o
max

1; Oðð1=lÞ%ZZÞ
� �

; and %ZZ ¼ max14j4mfZjg.
The rest is on exactly the same lines as that after (32) in the proof of Theorem 4.1. &

Remark 4.3
This section establishes the robustness of extended PD-type and PID-type closed-loop

learning algorithms with respect to initial shifts. The results for their open-loop counterparts can
be easily established and the proofs follow the lines similar to those for the theorems of this
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section. Park and Bien [30] investigated the same problem with the open-loop learning algorithm
which allows a more general operator acting on the output error, for the case of relative degree
1. The open-loop counterparts of our proposed algorithms for the same system class are its
special case. Note that our work, however, focuses on well-defined relative degree non-linear
systems.

5. EXTENDED D-TYPE ILC WITH INITIAL RECTIFYING ACTION

In this section, we shall show that the deviated convergence presented in Theorem 3.1 can also
be overcome with the assistance of initial rectifying action in the form of

ukþ1ðtÞ ¼ ukðtÞ þ Gðykþ1ðtÞÞðy
ðmÞ
d ðtÞ � y

ðmÞ
kþ1ðtÞÞ

� Gðykþ1ðtÞÞ

Pm1�1
j¼0

t j

j!

R h
t ym1; hðsÞ ds

� �ðm1Þ

y
ðjÞ
1; d ð0Þ � y

ðjÞ
1; 0ð0Þ

� �
..
.

Pmm�1
j¼0

t j

j!

R h
t ymm ; hðsÞ ds

� �ðmmÞ

y
ðjÞ
m; dð0Þ � y

ðjÞ
m; 0ð0Þ

� �

2
66666664

3
77777775

ð39Þ

where ymq; h :[0,T]! R, 14q4m, is defined as

ymq; hðtÞ ¼

1

h2mqþ1

ð2mq þ 1Þ!

m!2q
tmq ðh� tÞmq ; t 2 ½0; h�

0; t 2 ðh; T �

8><
>: ð40Þ

and satisfies Z h

0

ymq; hðsÞ ds ¼ 1 ð41Þ

t j

j!

Z h

t

ymq; hðtÞ dt
� �ðmqÞ

jt¼0 ¼
1; mq ¼ j

0; mq 6 ¼ j

(
ð42Þ

This added term will ensure that the system output converges to the desired trajectory
uniformly except in the initial segment [0, h]. In the interval [0, h], a smooth transition is
generated from the resetting position to the desired trajectory. The merging of the transitional
trajectory to the desired one occurs at the time t ¼ h. The following theorem presents sufficient
condition to guarantee such property of the converged output.

Theorem 5.1
Given a desired trajectory yd ðtÞ, t 2 ½0; T �, let the system (10)–(11) satisfy assumptions (A1)–

(A5) and the updating law (39) be applied. If the initial condition at each cycle satisfies (29) and
(16) holds, the asymptotic bound of error y � ðtÞ � ykðtÞ is proportional to cx0 on [0,T] as
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k ! 1, where y�ðtÞ ¼ ½y�1ðtÞ; . . . ; y�mðtÞ�
T and for 14q4m,

y�qðtÞ ¼ yq; dðtÞ �
Xmq�1

j¼0

tj

j!

Z h

t

ymq; hðsÞ ds
� �

ðyðjÞq; dð0Þ � y
ðjÞ
q; 0ð0ÞÞ; t 2 ½0; T � ð43Þ

Proof
Denote by u� the control input which generates the trajectory y� and x� the corresponding

state. In view of y� defined in (43), the updating law (39) can be written as

ukþ1 ¼ uk þ Gðykþ1Þðy* ðmÞ � y
ðmÞ
kþ1Þ þ Gðykþ1Þðy

ðmÞ
d � y* ðmÞÞ

� Gðykþ1Þ

Pm1�1
j¼0

t j

j!

R h
t ym1; hðsÞ ds

� �ðm1Þ

ðyðjÞ1; dð0Þ � y
ðjÞ
1; 0ð0ÞÞ

..

.

Pmm�1
j¼0

t j

j!

R h
t ymm ; hðsÞ ds

� �ðmmÞ

ðyðjÞm; d ð0Þ � y
ðjÞ
m; 0ð0ÞÞ

2
66666664

3
77777775

¼ uk þ Gðykþ1Þðy* ðmÞ � y
ðmÞ
kþ1Þ

which leads to

ðI þ Gðykþ1ÞDðxkþ1ÞÞDu�kþ1 ¼ Du�k � Gðykþ1Þ½cðx�Þ � cðxkþ1Þ þ ðDðx�Þ �Dðxkþ1ÞÞu��

Taking norms and applying the bounds and the Lipschitz conditions give rise to

r Du�kþ1

�� ���� ��4 Du�k
�� ���� ��þ c1 Dx�kþ1

�� ���� ��
where cG is the norm bound for Gð�Þ, c1 ¼ cGðl1 þ l2cu� Þ, l1 ¼ maxfl11 ; . . . ; lm1 g;
l2 ¼ maxfl1; 12 þ � � � þ lr; 12 ; � � � ; l1; m2 þ � � � þ lr; m2 g, and cu� ¼ supt 2 ½0; T � u�ðtÞ

�� ���� ��.
The rest is on exactly the same lines as that after (32) in the proof of Theorem 4.1. &

Remark 5.1
Theorem 5.1 shows that the error between y � ðtÞ and ykðtÞ is proportional to cx0 when the

proposed initial rectifying action is used. The output error between ydðtÞ and ykðtÞ is thus largely
reduced after t5h. The trajectory (43) is the same as that resulted by applying the open-loop
learning algorithm [33]. But the difference between both learning algorithms lies in the derived
sufficient conditions and the learning gain selection based on these conditions, as discussed in
Remark 5.4.

Remark 5.2
Theorem 5.1 implies that if cx0 tends to zero, a suitable choice of Gð�Þ leads to uniform

convergence of the system output to the trajectory y � ðtÞ for all t 2 ½0; T �. From (43), it is seen
that y � ðtÞ ¼ ydðtÞ, t 2 ðh; T �. Uniform convergence of the system output to the desired trajectory
ydðtÞ is thus achieved on ðh; T �, while the converged output trajectory on ½0; h� is governed by
the initial rectifying action which is a smooth transition from initial position to the desired
trajectory. This transitional trajectory joins the desired trajectory at t ¼ h moment which can be
specified. Note that the open-loop learning algorithm based on terminal attractor, proposed in
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Reference [30], also ensures uniform convergence over finite time interval. However, the result
was still developed for systems with relative degree 1.

Remark 5.3
For the kth cycle, output trajectory yq; kðtÞ, 14q4m should depend on the initial condition

y
ðjÞ
q; kð0Þ. However, from (43), the limit trajectory y�qðtÞ only relies on y

ðjÞ
q; 0ð0Þ whenever cx0 tends to

zero. This is because the initial alignment requirement (15) leads to

y
ðjÞ
q; kþ1ð0Þ ¼ Lj

f gqðxkþ1ð0ÞÞ

¼ Lj
f gqðxkð0ÞÞ

¼ y
ðjÞ
q; kð0Þ; 04j4mq � 1; 14q4m

Therefore,

y
ðjÞ
q; kð0Þ ¼ y

ðjÞ
q; 0ð0Þ; 04j4mq � 1; 14q4m

Remark 5.4
The proposed closed-loop learning algorithms provide a great deal of freedom in choosing the

learning gain matrix based on (16). Denote by %DD ¼ ½ #DD
T #DD��1 #DD

T
where #DD is an estimate of D. The

learning gain is chosen as G ¼ g %DD; g 6 ¼ 0. If the matrix %DDD is invertible, and

1þ
lð %DDDÞ�1

g
6 ¼ 0

where lðð %DDDÞ�1Þ is the eigenvalue of ð %DDDÞ�1, then

lim
jgj!1

ðI þ g %DDDÞ�1
�� ���� �� ¼ lim

jgj!1

ð %DDDÞ�1

jgj

����
����

����
���� I þ

ð %DDDÞ�1

g

� �1
�����

�����
�����

����� ¼ 0

Therefore, there exists a jg � j large enough such that

ðI þ g� %DDDÞ�1
�� ���� ��41

r
51

In addition, one can choose G ¼ gI if D is invertible. This observation indicates that the control
design for the closed-loop learning algorithms allows larger model discrepancy.

6. AN ILLUSTRATIVE EXAMPLE

In this section, numerical simulation is carried out to demonstrate the significant improvement
achieved by the proposed learning algorithms. A mechanism of DC-motor driving a single rigid
link is selected as the illustrative example. The dynamics of the single link manipulator are
described by

J .qqþ v ’qqþ ð1
2
mþMÞgl sin q ¼ u ð44Þ

where q is the angular displacement of the manipulator and u the driving torque. The
parameters m, M, l and v denote the mass, tip load, length and damping coefficient of the
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manipulator, respectively. J represents the moment of inertia with respect to the joint and is
defined as J ¼ Ml2 þ 1

3
ml2, and g the weight acceleration. The parameter values are given in

Table 1 and the estimated ones have 10% errors from the true values. Let y ¼ q be the output
variable and thus the system has relative degree 2. The desired trajectory for t 2 [0, 1] s is given to
be

ydðtÞ ¼ 6t5 � 15t4 þ 10t3 rad ð45Þ

Case 1: Three ILCs are used in the conducted simulations: (1) Extended D-type ILC (14) with
G ¼ 20 #JJ; (2) Extended PD-type ILC (28), which reduces to

ukþ1ðtÞ ¼ ukðtÞ þ Gð.eekþ1ðtÞ þ g1 ’eekþ1ðtÞ þ g2ekþ1ðtÞÞ ð46Þ

Table 1 Physical parameters and estimation.

Parameter True value Estimation

m 1 kg 1.1 kg
M 2 kg 1.8 kg
l 0.5m 0.55m
v 3 kgm2/s
g 9.8m/s2

Fig. 3. Converged output trajectory by using extended D-type ILC in the presence of an initial shift.
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with G ¼ 20 #JJ, g1 ¼ 20 and g2 ¼ 100; and (3) ILC with initial rectifying action (39) given as

ukþ1ðtÞ ¼ ukðtÞ þ Gð .yydðtÞ � .yykþ1ðtÞÞ þ Gkþ1ðtÞ½’yy2; hðtÞðyd ð0Þ � y0ð0ÞÞ

þ ðt’yy2; hðtÞ þ 2y2; hðtÞÞð ’yydð0Þ � ’yy0ð0ÞÞ� ð47Þ

with G ¼ 20 #JJ, h ¼ 0:3 and

y2; hðtÞ ¼
30

h5
t2ðh� tÞ2; t 2 ½0; h�

0; t 2 ðh; T �

8<
: ð48Þ

For all algorithms, initial control input is chosen as u0ðtÞ ¼ 0, t 2 [0, 1].
In order to examine convergence performance in the presence of an initial shift, the initial

condition at each cycle is reset to ðykð0Þ; ’yykð0ÞÞ ¼ ð0:2; 0:05Þ. By Theorem 3.1, the converged
output trajectory by extended D-type ILC (14) is

lim
k!1

ykðtÞ ¼ ydðtÞ � ðydð0Þ � y0ð0ÞÞ � tð ’yydð0Þ � ’yy0ð0ÞÞ ð49Þ

Figure 3 shows the converged trajectory at the fifth iteration where the output trajectory
tracks the desired one with the lasting offset described by (49). This offset, according to
Theorems 4.1 and 5.1, can be attenuated by applying learning algorithms (46) or (47). Applying

Fig. 4. Converged output trajectory by using extended PD-type ILC in the presence of an initial shift.
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extended PD-type ILC (46), the limit trajectory is governed by the second-order characteristic
equation, s2 þ 20sþ 100 ¼ 0. It is observed in Figure 4 that the output trajectory at the third
cycle follows the desired trajectory asymptotically as time increases. Applying initial rectifying
updating law (47), from Theorem 5.1, the resulted output trajectory is

lim
k!1

ykðtÞ ¼ ydðtÞ �
Z h

t

y2; hðsÞ dsðydð0Þ � y0ð0ÞÞ � t

Z h

t

y2; hðsÞ dsð ’yydð0Þ � ’yy0ð0ÞÞ ð50Þ

Define the performance index Jk ¼ supt 2 ½0:3; 1� ydðtÞ � ykðtÞj jj j. The iteration stops if Jk50:001.
Via simulation, this performance requirement is achieved at the third iteration as shown in
Figure 5. It is clearly seen that the output trajectory uniformly converge to the desired one on
the interval [0.3, 1].

Case 2: To examine robustness performance of these learning algorithms in the presence of
initial shifts, let the initial condition be ðykð0Þ; ’yykð0ÞÞ ¼ ð0:2þ 0:01 randn; 0:05þ 0:01 randnÞ.
The randn is a generator of random scalar with normal distribution (mean=0, and variance=1)
but bounded on [�3, 3]. The performance index is defined as Jk ¼ supt 2 ½0:3; 1� ydðtÞ � ykðtÞj jj j.
Repetitions are done until k ¼ 100. Figure 6 shows the tracking errors by learning algorithms
(14), (46) and (47), respectively, where applying (46) and (47) gives satisfying robustness
performance.

Fig. 5. Converged output trajectory by using ILC with initial rectifying action (h ¼ 0:3) in the presence of
an initial shift.
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7. CONCLUSION

The defect in tracking performance caused by a non-zero initial shift is examined as extended D-
type learning algorithm is applied, even though the learning process is done in closed-loop
configuration. Extended PD-type (PID-type) learning algorithm and the initial rectifying
learning algorithm are developed for performance improvement of systems with well-defined
relative degree. The proposed learning algorithms are shown robust with respect to initial shifts.
Furthermore, in the presence of an initial shift, it is proved that extended PD-type (PID-type)
learning algorithm enables the system to possess asymptotic tracking capability, and the initial
rectifying learning algorithm is able to achieve uniform convergence of the converged output to
the desired one with a smooth transition.
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