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Abstract. Most available results on iterative learning control address trajectory tracking problem for systems
without time delay. The effect of time delay on tracking performance is not yet fully understood. This paper is
concerned with iterative learning control design for the systems with delayed states, where the system class under
consideration is confined by a defined relative degree. A learning control scheme is proposed to overcome the
uncertainties in delay times and/or in system parameters. Robustness of the learning control is established in the
presence of initial function errors. Furthermore, uniform convergence of system outputs to the desired trajectory
is ensured if the initial function at each cycle is set to align with the desired initial function. Validity of the results
is demonstrated through numerical simulations.
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1. Introduction

Iterative learning control (ILC) is characterized by repositioning, input updating and resul-
tant zero-error tracking over the entire operation interval, by which the imperfect knowl-
edge of the dynamics structure and/or parameter values are overcome. Even though the
knowledge of system dynamics is totally unknown, better tracking performance can be still
expected by usingtrial and error approach to find out the desired input profile iteratively
[2]. For quite a long period, this control methodology has received a great deal of attention
from researchers [4], [7], [16], [21]. Typically, researchers dealt with convergence and
robustness issues of learning controls by developing different analysis techniques, see, e.g.,
[3], [5], [8], [10], [11], [15], [19], [24], [25].

To learning control design, it is logical that next input action is updated based on the
action and its produced results in the previous cycle. The key is to determine the pair of
related cause and effect of the system under consideration. Obviously, the control input
and the system output can be such a pair when the system has direct transmission term.
This fundamental characteristic has been fully investigated in [20]. In particular, analysis
for linear systems with relative degree higher than one has been delineated, and the output
derivative with the order being equal to relative degree of the system, is used to update
control input. Recently, ILC for a class of nonlinear systems with higher relative degree
has been reported in [1], [14].
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Up to now, most works focus on systems without time delay. However, delays are inherent
in many applications, such as batch processes, and remote controlled robots, vehicles or
man-machine systems. Conventional controls are usually found to be unsatisfactory because
of inaccuracy in estimation and/or uncertainty of time delays [18]. The main difficulty in
dealing with the kind of systems is that the state should be properly considered in an
infinite dimensional space. It is natural to use iterative learning control to overcome such
difficulties. Convergence issue of the learning control was investigated for LTI systems
with delayed state in [12] and delayed input in [18]. A higher-order learning algorithm
for a class of nonlinear systems with delayed states was studied in [6], where the initial
condition was considered to be somewhat obscure. Recently, the role of delayed states in
the learning process was characterized in [22]. It was observed that the effect of delayed
states on the learning process lies in the requirement on initial function over entire initial
interval. Results in the above mentioned papers are confined to systems with relative degree
one. None of the papers, however, have considered time delay systems with higher relative
degree, and not even for the linear situation. It should be noted that there have been several
attempts to address the linearization problem of nonlinear time delay systems [9], [17],
[23].

This paper aims to apply iterative learning control methodology to systems with delayed
states. Extended relative degree of the systems is defined for the design purpose and
learning control method is proposed based on the pair of action taken and its resulting
variable. Analyses are provided for a class of nonlinear systems. We shall show that under
certain conditions, uniform convergence of output trajectories to the desired one can be
guaranteed in the absence of initial function errors. If the initial function at each cycle is
deviated from the desired initial function within an admissible level, the output errors will
be asymptotically bounded. Numerical simulation is presented to illustrate the theoretical
results.

2. System Dynamics and Extended Relative Degree

Consider the class of nonlinear systems with delayed states described by

ẋ(t) = f (x(t), x(t − τ), . . . , x(t − lτ))+ B(x(t))u(t) (1)

y(t) = g(x(t)) (2)

where x ∈ Rn, u = [u1, . . . ,ur ]T ∈ Rr , and y = [y1, . . . , ym]T ∈ Rm denote the
state, control input, and output of the system, respectively. The functionsf ∈ Rn,
B = [b1, . . . ,br ] ∈ Rn×r and g = [g1, . . . , gm]T ∈ Rm are smooth in their domains
of definition which are only known of certain properties. Each delay of the system takes an
integral multiple of the fixed delay timeτ . For t ∈ [−lτ,0], x(t) = ψ(t) andψ(t) is the
initial function. The systems perform operations repeatedly over the finite interval [0, T ].
For each fixedψ(t), S denotes a mapping from(ψ(t), t ∈ [−lτ,0],u(t), t ∈ [0, T ])
to (x(t), t ∈ [0, T ]) and O a mapping from(ψ(t), t ∈ [−lτ,0],u(t), t ∈ [0, T ]) to
(y(t), t ∈ [0, T ]). In these notations,x(t) = S(ψ(t),u(t)) andy(t) = O(ψ(t),u(t)).
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Let σ denote the pure time delay operator, introduced in [17], that shifts the timet into
t − τ , which is defined as, for a functiona(·) on the interval [t − τ, t ],

σa(t) = a(t − τ)
and for a functiona1(·) which is a function ofa2(·) defined on the interval [t − τ, t ],

σa1(a2(t)) = a1(a2(t − τ))
Obviously, pure time delay operator has the following properties, for integeri ≥ 1,

σ i = σσ i−1

whereσ 0 = 1, and for integersi1, i2 > 0,

σ i1σ i2 = σ i2σ i1

σ i1+i2 = σ i1σ i2

Then system (1)–(2) can be rewritten as

ẋ(t) = f̄ (x, σ )+ B(x(t))u(t) (3)

y(t) = g(x(t)) (4)

where f̄ (x, σ ) = f (x(t), x(t − τ), . . . , x(t − lτ)).

The following notation of derivatives and definition are also needed. The derivative of a
scalar functiong(x) along the vectorf̄ (x, σ ) is defined as, forx ∈ Rn,

L f̄ g(x, σ ) = ∂g(x)

∂x
f̄ (x, σ )

Furthermore, the derivative of a scalar functionh̄(x, σ ) = h(x(t), x(t−τ), . . . , x(t− l ′τ))
along the vectorf̄ (x, σ ) is defined as

L f̄ h̄(x, σ ) =
l ′∑

i=0

∂ h̄(x, σ )

∂σ i x
σ i f̄ (x, σ )

The repeated derivatives along the vectorf̄ (x, σ ) are denoted as

L j
f̄
g(x, σ ) =

( j−1)l∑
i=0

∂L j−1
f̄

g(x, σ )

∂σ i x
σ i f̄ (x, σ ), j = 1,2, . . .

Definition2.1 Extended relative degree of systems with delayed states (1)–(2) is the vector
µ = {µ1, . . . , µm} that satisfies, forx ∈ Rn,

Lbp Li
f̄
gq(x, σ ) = 0,0≤ i ≤ µq − 2

∂L
µq−1

f̄
gq(x, σ )

∂σ i x
σ i bp(x) = 0,1≤ i ≤ (µq − 1)l
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where 1≤ p ≤ r,1≤ q ≤ m, and them× r matrix

D(x) =


∂L

µ1−1

f̄
g1(x,σ )

∂x b1(x) · · ·
∂L

µ1−1

f̄
g1(x,σ )

∂x br (x)
...

...
...

∂Lµm−1

f̄
gm(x,σ )

∂x b1(x) · · ·
∂Lµm−1

f̄
gm(x,σ )

∂x br (x)


has full column rank.

Remark2.1 If a system described by (1)–(2) has extended relative degreeµ = {µ1, . . . , µm},
the derivatives of system output can be written as, for 1≤ q ≤ m,

y(i )q = Li
f̄
gq(x, σ ),0≤ i ≤ µq − 1

y
(µq)
q = L

µq

f̄
gq(x, σ )+

∂L
µq−1

f̄
gq(x, σ )

∂x
b1(x), . . . ,

∂L
µq−1

f̄
gq(x, σ )

∂x
br (x)

u (5)

It implies thatµq is the minimum order of time derivative of theqth output to which a
directly transmission is established from at least one component of the control inputu, and
the level of the output related to the input but decoupled from the delayed-input variables.

Remark2.2 Definition 2.1 allows the number of outputs greater than the number of inputs.
If there exists no delayed state in system dynamics, Definition 2.1 reduces to that given in
[13] for the case where number of outputs is same as number of inputs.

Remark2.3 As a special case, we consider the following linear systems with delayed states

ẋ(t) =
l∑

i=0

Ai x(t − i τ)+ Bu(t) (6)

y(t) = Cx(t) (7)

whereA ∈ Rn×n, B = [b1, . . . ,br ] ∈ Rn×r andC = [cT
1 , . . . , c

T
m]T ∈ Rm×n. If the system

has relative degree{µ1, . . . , µm}, we have, for 1≤ p ≤ r,1≤ q ≤ m,

cqbp = 0,

cq Ai1bp = 0,0≤ i1 ≤ l ,

...

cq Ai1 · · · Aiµq−2bp = 0,0≤ i1, . . . , iµq−2 ≤ l

cq Ai1 · · · Aiµq−1bp = 0,0≤ i1, . . . , iµq−1 ≤ l (i1+ · · · + iµq−1 6= 0)

and them× r matrix

D =


c1Aµ1−1

0 b1 · · · c1Aµ1−1
0 br

...
...

...

cmAµm−1
0 b1 · · · cmAµm−1

0 br


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has full column rank. The derivatives of theqth component ofy(t) will take the form of

ẏq(t) =
l∑

i1=0

cq Ai1σ
i1x(t),

ÿq(t) =
l∑

i1=0

l∑
i2=0

cq Ai1 Ai2σ
i1+i2x(t),

...

y
(µq−1)
q (t) =

l∑
i1=0

· · ·
l∑

iµq−1=0

cq Ai1 · · · Aiµq−1σ
i1+···+iµq−1x(t)

y
(µq)
q (t) =

l∑
i1=0

· · ·
l∑

iµq=0

cq Ai1 · · · Aiµq
σ i1+···+iµq x(t)

+
l∑

i1=0

· · ·
l∑

iµq−1=0

cq Ai1 · · · Aiµq−1 Bσ i1+···+iµq−1u(t)

=
l∑

i1=0

· · ·
l∑

iµq=0

cq Ai1 · · · Aiµq
σ i1+···+iµq x(t)+ cq A

µq−1
0 Bu(t)

We are now at the position to formulate the control problem to be solved as follows. Given
a realizable trajectoryyd(t), t ∈ [0, T ] and a tolerance error boundε > 0, find a control
input u(t), t ∈ [0, T ], by applying an iterative learning control technique, so that the error
between the system outputy(t) and the desired trajectoryyd(t) is within the tolerance error
bound, i.e.,

‖yd(t)− y(t)‖ < ε, t ∈ [0, T ]

where‖ · ‖ is the vector norm defined as‖a‖ = max1≤i≤n |ai | for ann−dimensional vector
a = [a1, . . . ,an]T . Throughout the paper, for a matrixA = {ai j } ∈ Rm×n, the matrix norm
is defined as the induced norm by the vector norm, i.e.,‖A‖ = max1≤i≤m

∑n
j=1 |ai j |. The

λ−norm for a vector-valued functionb(t) ∈ Rn is defined as

‖b(·)‖λ = sup
t∈[0,T ]

{e−λt‖b(t)‖}, λ > 0.

3. Robust ILC

To solve the formulated problem, we use the learning control described by the following
updating law

uk+1(t) = uk(t)+ 0k(t)(y
(µ)

d (t)− y(µ)k (t)) (8)
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wheret ∈ [0, T ], k indicates the number of operation cycle,y(µ)d (t) = [y(µ1)

1,d (t), . . . , y(µm)

m,d

(t)]T , y(µ)k (t) = [y(µ1)

1,k (t), . . . , y(µm)

m,k (t)]
T and0k(t) ∈ Rr×m is the learning gain to be

designed.

Remark3.1 For a learning control design, it is logical that next input action is updated
based on actions and their produced results in the previous operation cycle. In view of (5),
{u(t), y(µ)(t)} is a pair of algebraically related cause and effect. This straightforward and
strong coupling relation may lead to faster convergence rate and easier way for the learning
gain selection. This observation is lent to constitute the updating law (8).

The following assumptions on system (1)–(2) are imposed.

(A1) The mappingsSandO are one to one.

(A2) The system has extended relative degreeµ = {µ1, . . . , µm} for x ∈ Rn.

(A3) The functionsf̄ , B, g, L
µq

f̄
gq,1≤ q ≤ m and

∂L
µq−1

f̄
gq

∂x bp,1≤ p ≤ r,1≤ q ≤ m are
Lipschitz in their arguments with Lipschitz constantsl f , l B, l g, l1 andl2, respectively.

(A4) The operatorB is bounded forx ∈ Rn.

(A5) For a desired trajectoryyd(t) = [y1,d(t), . . . , ym,d(t)]T , t ∈ [0, T ], yi,d(t) isµi times
continuously differentiable.

For any realizable trajectoryyd(t), t ∈ [0, T ], (A1) implies that there exists a unique
control inputud(t) which drives the system output to follow the desired trajectory so that

yd(t) = g(xd(t)) (9)

ẋd(t) = f̄ (xd, σ )+ B(xd(t))ud(t) (10)

wherexd(t) is the corresponding state withxd(t) = ψd(t), t ∈ [−lτ,0].
For the practical implementation, we would like to know the effect of delayed states on

the learning process, in contrast to systems without delayed state for which there have been
a number of efforts toward robustness of the learning algorithms. The following theorem
specifies that the learning control (8) can be robust against initial function errors when
applied to system (1)–(2) with higher relative degree.

THEOREM3.1 Let system (1)–(2) satisfy assumptions (A1)–(A5) and the desired trajectory
yd(t), t ∈ [0, T ] be realizable. If updating law (8) is applied with the learning gain being
designed such that

‖I − 0k(t)D(xk(t))‖ ≤ ρ < 1 (11)

and, at the beginning of each cycle,

‖ψd(t)− ψk(t)‖ ≤ cψ, t ∈ [−lτ,0] (12)

the errors ud(t)− uk(t), xd(t)− xk(t) and yd(t)− yk(t) converge asymptotically into the
specified bounds being class-K functions of cψ as k→∞.
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Proof: For simplicity, the argumentt is dropped in the following proof where confusion
will not occur. It follows from (5) and (8) that, denoting by1uk = ud − uk andc(x) =
[Lµ1

f̄
g1(x, σ ), . . . , Lµm

f̄
gm(x, σ )]T ,

1uk+1 = 1uk − 0k(y
(µ)

d − y(µ)k )

= 1uk − 0k(c(xd)+ D(xd)ud − c(xk)− D(xk)uk)

= (I − 0k D(xk))1uk − 0k[c(xd)− c(xk)+ (D(xd)− D(xk))ud]

Taking norms and applying the bounds and the Lipschitz conditions, we have

‖1uk+1‖ ≤ ‖I − 0k D(xk)‖‖1uk‖
+ ‖0k‖(‖c(xd)− c(xk)‖ + ‖D(xd)− D(xk)‖‖ud‖)

≤ ρ‖1uk‖ + c0(‖c(xd)− c(xk)‖ + ‖D(xd)− D(xk)‖cud) (13)

wherec0 is the norm bound for0k, cud = supt∈[0,T ] ‖ud‖ and, denoting by1xk = xd− xk,

‖c(xd)− c(xk)‖ ≤

∥∥∥∥∥∥∥
 ‖L

µ1

f̄
g1(xd, σ )− Lµ1

f̄
g1(xk, σ )‖

...
‖Lµm

f̄
gm(xd, σ )− Lµm

f̄
gm(xk, σ )‖


∥∥∥∥∥∥∥

≤ l1

∥∥∥∥∥∥
‖1xk(t)‖ + ‖1xk(t − τ)‖ + · · · + ‖1xk(t − µ1lτ)‖

...
‖1xk(t)‖ + ‖1xk(t − τ)‖ + · · · + ‖1xk(t − µmlτ)‖

∥∥∥∥∥∥ (14)

and

‖D(xd)− D(xk)‖

≤

∥∥∥∥∥∥∥∥∥


∥∥∥∥ ∂L

µ1−1

f̄
g1(xd,σ )

∂x b1(xd)−
∂L

µ1−1

f̄
g1(xk,σ )

∂x b1(xk)

∥∥∥∥ · · ·
...

...∥∥∥∥ ∂Lµm−1

f̄
gm(xd,σ )

∂x b1(xd)−
∂Lµm−1

f̄
gm(xk,σ )

∂x b1(xk)

∥∥∥∥ · · ·∥∥∥∥ ∂L
µ1−1

f̄
g1(xd,σ )

∂x br (xd)−
∂L

µ1−1

f̄
g1(xk,σ )

∂x br (xk)

∥∥∥∥
...∥∥∥∥ ∂Lµm−1

f̄
gm(xd,σ )

∂x br (xd)−
∂Lµm−1

f̄
gm(xk,σ )

∂x br (xk)

∥∥∥∥


∥∥∥∥∥∥∥∥∥∥

≤ l2

∥∥∥∥∥∥
‖1xk(t)‖ + ‖1xk(t − τ)‖ + · · · + ‖1xk(t − (µ1− 1)lτ)‖ · · ·

...
...

‖1xk(t)‖ + ‖1xk(t − τ)‖ + · · · + ‖1xk(t − (µm − 1)lτ)‖ · · ·
‖1xk(t)‖ + ‖1xk(t − τ)‖ + · · · + ‖1xk(t − (µ1− 1)lτ)‖

...
‖1xk(t)‖ + ‖1xk(t − τ)‖ + · · · + ‖1xk(t − (µm − 1)lτ)‖

∥∥∥∥∥∥ (15)
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In order to evaluate the state errors of the right hand sides of (14) and (15), we integrate
state equations (3) and (10) to give

1xk = 1xk(0)+
∫ t

0
(ẋd − ẋk)ds

= 1xk(0)+
∫ t

0
[ f̄ (xd, σ )+ B(xd)ud − ( f̄ (xk, σ )+ B(xk)uk)]ds

= 1xk(0)+
∫ t

0
[ f̄ (xd, σ )− f̄ (xk, σ )+ (B(xd)− B(xk))ud + B(xk)1uk]ds

Taking norms and using their properties, we have

‖1xk‖ ≤ ‖1xk(0)‖ +
∫ t

0
(‖ f̄ (xd, σ )− f̄ (xk, σ )‖ + ‖B(xd)− B(xk)‖‖ud‖

+ ‖B(xk)‖‖1uk‖)ds ≤ cψ +
∫ t

0
[l f̄ (‖1xk(s)‖ + ‖1xk(s− τ)‖

+ · · · + ‖1xk(s− lτ)‖)+ l Bcud‖1xk(s)‖ + cB‖1uk‖]ds (16)

Note the facts that, fort ∈ [0, θ ] with θ ∈ {τ, . . . , lτ },∫ t

0
‖1xk(s− θ)‖ds=

∫ t−θ

−θ
‖ψd(s)− ψk(s)‖ds ≤ θcψ

and fort ∈ (θ, T ],∫ t

0
‖1xk(s− θ)‖ds =

∫ 0

−θ
‖ψd(s)− ψk(s)‖ds+

∫ t−θ

0
‖1xk(s)‖ds

≤ θcψ +
∫ t−θ

0
‖1xk(s)‖ds (17)

Combining (17) and (18) yields, fort ∈ [0, T ],∫ t

0
‖1xk(s− θ)‖ds ≤ lτcψ +

∫ t

0
‖1xk(s)‖ds (18)

Substituting (18) into (16) gives rise to

‖1xk‖ ≤ c1cψ +
∫ t

0
(c2‖1xk‖ + cB‖1uk‖)ds

wherec1 = 1+l 2l f̄ τ andc2 = (l+1)l f̄ +l Bcud. Then applying Bellman-Gronwall Lemma
yields

‖1xk‖ ≤ c1cψec2t + cB

∫ t

0
ec2(t−s)‖1uk‖ds (19)

It follows immediately from (19) that

‖1xk(t − θ)‖ ≤ c1cψec2(t−θ) + cB

∫ t−θ

0
ec2(t−θ−s)‖1uk‖ds, t ∈ (θ, T ]
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Because ofe−c2θ < 1, we have

‖1xk(t − θ)‖ ≤ c1cψec2t + cB

∫ t

0
ec2(t−s)‖1uk‖ds, t ∈ (θ, T ] (20)

Note that (20) is still true fort ∈ [0, θ ] since‖1xk(t − θ)‖ = ‖ψd(t − θ)−ψk(t − θ)‖ ≤
cψ, t ∈ [0, θ ] andc1 > 1.

Then substituting (19) and (20) into (14) and (15), respectively, and definingc3 =
l1(l max1≤q≤m{µq} + 1) andc4 = rl 2l max1≤q≤m{µq}, we obtain

‖c(xd)− c(xk)‖ ≤ l1

∥∥∥∥∥∥∥∥

(lµ1+ 1)(c1cψec2t + cB

∫ t
0 ec2(t−s)‖1uk‖ds)

...

(lµm + 1)(c1cψec2t + cB
∫ t

0 ec2(t−s)‖1uk‖ds)


∥∥∥∥∥∥∥∥

≤ c1c3cψec2t + c3cB

∫ t

0
ec2(t−s)‖1uk‖ds (21)

and

‖D(xd)− D(xk)‖

≤ l2

∥∥∥∥∥∥∥∥


lµ1(c1cψec2t+cB
∫ t

0 ec2(t−s)‖1uk‖ds)· · ·lµ1(c1cψec2t+cB
∫ t

0 ec2(t−s)‖1uk‖ds)
...

...
...

lµm(c1cψec2t+cB
∫ t

0 ec2(t−s)‖1uk‖ds)· · ·lµm(c1cψec2t+cB
∫ t

0 ec2(t−s)‖1uk‖ds)


∥∥∥∥∥∥∥∥

≤ c1c4cψec2t+c4cB

∫ t

0
ec2(t−s)‖1uk‖ds (22)

Now, substituting (21) and (22) into (13) produces

‖1uk+1‖ ≤ ρ‖1uk‖ + c5

∫ t

0
ec2(t−s)‖1uk‖ds+ c6cψec2t (23)

wherec5 = c0cB(c3 + c4cud) andc6 = c0c1(c3 + c4cud). Multiplying both sides of (23)
by e−λt (λ > 0) and taking supremums fort ∈ [0, T ] result in

e−λt‖1uk+1(t)‖ ≤ ρe−λt‖1uk(t)‖ + c5

∫ t

0
e(c2−λ)(t−s)e−λs‖1uk(s)‖ds+ c6cψe−λt ec2t

≤ ρ sup
t∈[0,T ]

{e−λt‖1uk(t)‖}

+ c5 sup
t∈[0,T ]

{∫ t

0
e(c2−λ)(t−s) sup

s∈[0,T ]
{e−λs‖1uk(s)‖}ds

}
+ c6cψ sup

t∈[0,T ]

{
e−λt ec2t

}
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Noting the facts that, forλ > c2,

sup
t∈[0,T ]

{∫ t

0
e(c2−λ)(t−s) sup

s∈[0,T ]
{e−λs‖1uk(s)‖}ds

}
≤ 1− e(c2−λ)T

λ− c2
sup

t∈[0,T ]
{e−λt‖1uk(t)‖}

sup
t∈[0,T ]

{e(c2−λ)t } ≤ 1

and using the definition ofλ−norm give rise to

‖1uk+1‖λ ≤ ρ‖1uk‖λ + c5
1− e(c2−λ)T

λ− c2
‖1uk‖λ + c6cψ (24)

Defining

ρ̄ = ρ + c5
1− e(c2−λ)T

λ− c2

(24) simplifies to

‖1uk+1‖λ ≤ ρ̄‖1uk‖λ + c6cψ (25)

Due to 0≤ ρ < 1, it is possible to chooseλ > c2 large enough such that 0≤ ρ̄ < 1. Then
(25) is a contraction in‖1uk‖λ. Iteratingk leads to

‖1uk‖λ ≤ ρ̄k‖1u0‖λ + 1− ρ̄k

1− ρ̄ c6cψ

Since 0≤ ρ̄ < 1,1uk is bounded in the sense that

‖1uk‖λ ≤ ‖1u0‖λ + c6

1− ρ̄ cψ, k = 1,2, . . . (26)

lim sup
k→∞

‖1uk‖λ ≤ c6

1− ρ̄ cψ (27)

Furthermore, using (19) and similar manipulations, we have

‖1xk‖λ ≤ c1cψ + cB
1− e(c2−λ)T

λ− c2
‖1uk‖λ

which leads to

‖1xk‖λ ≤ cB
1− e(c2−λ)T

λ− c2
‖1u0‖λ +

(
c1+ cB

1− e(c2−λ)T

λ− c2

c6

1− ρ̄
)

cψ, k = 0,1, . . . (28)

lim sup
k→∞

‖1xk‖λ ≤
(

c1+ cB
1− e(c2−λ)T

λ− c2

c6

1− ρ̄
)

cψ (29)
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From (2) and using Lipschitz condition, the result for output erroryd − yk is given as

‖yd − yk‖λ ≤ l gcB
1− e(c2−λ)T

λ− c2
‖1u0‖λ

+ l g

(
c1+ cB

1− e(c2−λ)T

λ− c2

c6

1− ρ̄
)

cψ, k = 0,1, . . . (30)

lim sup
k→∞

‖yd − yk‖λ ≤ l g

(
c1+ cB

1− e(c2−λ)T

λ− c2

c6

1− ρ̄
)

cψ (31)

This completes the proof.

Remark3.2 Theorem 3.1 implies that a suitable choice of0k(t) leads to uniform conver-
gence of system outputs to the desired trajectory for allt ∈ [0, T ] whenevercψ tends to
zero. However, condition (11) depends on the delay times and the initial functions unless
extended relative degree of the system under consideration is{1, . . . ,1}.

Remark3.3 For linear system (6)–(7), updating law (8) reduces to

uk+1(t) = uk(t)+ 0(y(µ)d (t)− y(µ)k (t)) (32)

where learning gain0 is constant and condition (11) becomes

‖I − 0D‖ < 1 (33)

whereD is given in Remark 2.3. It can be seen that condition (33) for uniform convergence
of the learning control is independent of the time delays. Effect of the time-delays on the
learning process lies in the requirement on initial function described by (12). Therefore,
the delay times are not required to be estimated for design of the proposed learning control
for the linear systems.

Remark3.4 SinceD(xk(t)) is of full column rank, there exists a constantβ > 0 such that

min
1≤i≤r
|λi (D

T (xk(t))D(xk(t)))| > β

whereλi ,1 ≤ i ≤ r are eigenvalues of the matrixDT (xk(t))D(xk(t)). Therefore, there
exists a bounded0k(t) such that (11) holds [19]. Condition (11) implies that the learn-
ing algorithm allows larger model discrepancies. Let us take the SISO case as an ex-
ample. If the system parameterD(x(t)) is modeled to beD̂(x(t)) and we assume that
D̂(x(t)) = α(x(t))D(x(t)). We choose0k(t) = [ D̂T (xk(t))D̂(xk(t))]−1D̂T (xk(t)) so that
‖I − 0k(t)D(xk(t))‖ = |1− α−1(xk(t))|. Condition (11) reduces to

|1− α−1(xk(t))| ≤ ρ < 1

which holds for 0.5< α(x) <∞.
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4. Simulation Illustrations

In this section, numerical simulations are conducted for a linear and a nonlinear system with
delayed states, respectively, to illustrate the theoretical results presented in the previous
sections.

Example1 A simulation is conducted for the linear system with delayed states

ẋ(t) =
0 1 0

0 0 1
1 0 0

 x(t)+
 0 0 0

0.5 0.5 0
0 0 0.5

 x(t − τ)+
0 0

0 1
1 0

u(t)

y(t) =
[
1 0 0
0 0 1

]
whereτ > 0 is the delay time. This system has extended relative degree{2,1}. By the
condition (33), if the updating law (32) is used and the learning gain is0 = I . However,
there exists room in this condition for selection of the learning gain to accommodate the
inaccurate knowledge of the system parameters. In the simulation the learning gain is
chosen as

0 =
[
0.7 0
0 0.7

]
The desired trajectory is given to be

yd(t) =
[

4t3− 3t4

−4t3+ 3t4

]
, t ∈ [0,1]

Let the initial functions beψi,k(t) = 0, t ∈ [−τ,0]. The cases with differentτ are
simulated. Define the performance indexJk = supt∈[0,1] ‖yd(t) − yk(t)‖. The iteration
stops if the tracking indexJk < 0.001. Figure 1 and Figure 2 show the tracking errors when
the performance requirement is achieved and the resultant control inputs, withτ = 0.1 and
τ = 0.3, respectively. It is observed that with the same learning gain, uniform convergence
over the time interval [0,1] is achieved for the different delay times.

Example2 Consider the nonlinear system with delayed states described by

ẋ(t) = f̄ (x, σ )+ b(x(t))u(t)

y(t) = g(x(t))

where

f̄ (x, σ ) =


x2

σ x2+ x3

cos(x1+ σ 2x4)

0

 ,b(x(t)) =


0
0
1

sin(x3(t))

 , g(x(t)) = [1 0 0 0
]

x(t)



ITERATIVE LEARNING CONTROL DESIGN 353

Figure 1. Learning response for the caseτ = 0.1: (a) Tracking errors; (b) Control inputs.
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Figure 2. Learning response for the caseτ = 0.3: (a) Tracking errors; (b) Control inputs.
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and the delay timeτ = 0.1. It is easy to check that

L f̄ g(x, σ ) = x2

L2
f̄ g(x, σ ) = σ x2+ x3

L3
f̄ g(x, σ ) = cos(x1+ σ 2x4)+ (σ 2x2+ σ x3)

Thus, this system has extended relative degree three since

Lbg(x, σ ) = 0

LbL f̄ g(x, σ ) = 0

∂L2
f̄
g(x, σ )

∂σ i x
σ i b(x) = 0, 1≤ i ≤ 4

∂L2
f̄
g(x, σ )

∂x
b(x) = 1

The desired trajectory is given to be

yd(t) = 5t4− 4t5, t ∈ [0,1]

Updating law (8) is applied with the learning gain0k(t) = 0.5. Let the initial functions be
ψi,k(t) = 0, i = 1,2,3,4, t ∈ [−0.2,0].Performance requirementJk = supt∈[0,1] ‖yd(t)−
yk(t)‖∞ < 0.001 is achieved at the 9th iteration and the resultant tracking errors are shown
in Figure 3. To examine robustness performance of the learning control, we let the initial
functions beψi,k(t) = 0+0.01randn,i = 1,2,3,4, t ∈ [−0.2,0]. The randn is a generator
of random scalar with normal distribution, mean= 0, and variance= 1. The repetitions
are conducted untilk = 100 and the resultant tracking errors are shown in Figure 4. It is
observed from Figure 3 and 4 that by using updating law (8), system outputs converge to
a neighborhood of the desired one and remain within it in the presence of initial function
errors. Moreover, the proposed learning algorithm ensures that system outputs converge to
the desired trajectory whenever initial function errors tend to zero.

5. Conclusion

The result of this paper shows that the concept of iterative learning control can be applied
to solve trajectory tracking problem of the class of uncertain dynamic systems with delayed
states if the operation task is performed repeatedly. When the system is described by
the defined relative degree, the proposed learning control scheme ensures convergence of
system outputs to the desired one and is robust against the presence of initial function
uncertainty. It is made clear that the learning control does not use the delay times explicitly
and the effect of delay times on the learning process depends on initial functions.
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