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Abstract

Motivated by recent developments in Wireless Sensor Networks (WSNs), we

present several efficient clustering algorithms for maximizing the lifetime of

WSNs, i.e., the duration till a certain percentage of the nodes die. Specif-

ically, an optimization algorithm was proposed for maximizing the lifetime

of a single-cluster network, followed by an extension to handle multi-cluster

networks. Then we study the joint problem of prolonging network lifetime

by introducing energy-harvesting (EH) nodes. An algorithm is proposed for

maximizing the network lifetime where EH nodes serve as dedicated relay

nodes for cluster heads (CHs). Theoretical analysis and extensive simulation

results show that the proposed algorithms can achieve optimal or suboptimal

solutions efficiently, and therefore help provide useful benchmarks for various

centralized and distributed clustering scheme designs.
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1. Introduction

With the developments of low-power and multi-functional sensors, wire-

less sensor networks (WSNs) (Akyildiz et al., 2002; Arampatzis et al., 2005;

Prabhakar et al., 2010; Vullers et al., 2010) composed of sensor nodes with

abilities of data sensing/processing and wireless communication have paved

the way for a wide variety of practical applications in monitoring, tracking

and control etc.

Since batteries in sensors have finite stored energy and it is generally not

convenient to replace or recharge these batteries, a critical issue in WSNs

is to achieve high energy efficiency in order to prolong the lifetime of the

networks. Extensive researches have been carried out to tackle the problem

and many solutions have been proposed, among which include clustering-

based approaches (Akyildiz et al., 2002; Karl and Willig, 2005). A clustered

WSN is typically composed of a base station (BS) and a certain number of

clusters. Each cluster is composed of a cluster head (CH) and some non-

cluster head (NCH) nodes. The CH is responsible for receiving data from

NCHs, processing the data and then forwarding the information to the BS,

either directly, via other CHs or via one or multiple relay nodes. Relay nodes

are responsible for forwarding data received from other nodes and may not

necessarily be responsible for local sensing. In clustered WSNs, transmitting

to a CH nearby rather than to a possibly far away BS helps reduce the

energy consumption of NCHs. However, CHs may be heavily burdened since

they need to process and transmit the data for the whole cluster. This may
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shorten the lifespan of CHs, especially in the absence of relay nodes between

CHs and BS. Lowering the energy consumption of CHs therefore usually

plays a critical role in prolonging the lifetime of clustered WSNs. Since the

communication distance largely determines the energy consumption of data

transmission, finding a good location for each CH is of critical importance for

prolonging network lifetime: an inappropriate CH location may force the CH

node to communicate with BS over a long distance and consequently uses up

its stored energy quickly.

Clustered WSNs have been extensively studied in recent years (Abbasi

and Younis, 2007). Existing works include energy-efficient schemes and al-

gorithms (Heinzelman et al., 2000; Huang et al., 2007; Peng et al., 2007;

Ye et al., 2005; Younis and Fahmy, 2004; Zhang et al., 2008), enhancement

of cluster stability in various network topologies (Hou and Tsai, 2001; Xu

and Gerla, 2002), MAC layer design (Van Dam and Langendoen, 2003; Ye

et al., 2002; Younis and Fahmy, 2004) and many more. The work on energy-

efficient schemes typically adopts two different objectives, namely minimizing

the overall energy consumptions (Heinzelman et al., 2000; Ye et al., 2005)

and maximizing the network lifetime (Aslam et al., 2009; Iranli et al., 2005)

respectively. These two parts of work are closely related to but different from

each other: the former one works on a minimization problem while the latter

one usually works on a min-max problem since the lifetime of a network is

usually decided, or at least strongly affected (depending on the definitions of

lifetime, as we will discuss in more detail in Section 5 later), by those nodes

with shortest lifespan. We term such nodes as the bottleneck nodes. In clus-

tered WSNs, as mentioned earlier, the bottleneck nodes are usually, though

3



not always, CHs. In this paper, we focus on designing clustering algorithms

to maximize network lifetime.

Existing results on lifetime maximization problem can be largely classified

into two categories: centralized methods (Aslam et al., 2009, 2007; Baner-

jee and Khuller, 2001; Chehri and Mouftah, 2010; Dasgupta et al., 2003a,b;

Ding et al., 2005; Gou et al., 2009; Iranli et al., 2005; Ning and Cassandras,

2007; Oyman and Ersoy, 2004; Qing et al., 2006; Smaragdakis et al., 2004;

Younis et al., 2003) and distributed methods (Buyanjargal and Kwon, 2009;

Heinzelman et al., 2000; Kumar et al., 2009; Manjeshwar and Agrawal, 2001;

Ye et al., 2005; Younis and Fahmy, 2004). Centralized methods typically

require knowledge of the sensors’ locations to achieve global optimization

with respect to certain performance metrics. Distributed methods, on the

other hand, make decisions based on local information exchanged between

neighboring sensors, thus achieving better scalability. We focus on study-

ing centralized methods in this paper as they can provide a good reference

for network pre-planning and serve as a useful benchmark for evaluating the

performance of distributed methods.

Parallel to the significantly improved network clustering techniques, an-

other important recent progress is the development of energy harvesting (EH)

sensors (Bergonzini et al., 2009; Gorlatova et al., 2009; Hasenfratz et al., 2010;

Raghunathan et al., 2005; Sudevalayam and Kulkarni, 2010). EH sensors can

harvest energy (e.g., solar, kinetic, thermal etc) from their environment, con-

verting this energy into electrical energy which is then stored in devices with

large numbers of recharge cycles (such as super-capacitors) (Sudevalayam and

Kulkarni, 2010) to achieve virtually infinite lifetime. While the deployment
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of large-scale WSNs composed solely of EH sensors remain impractical in the

near future due to high costs and low achievable duty cycles, an arguably

more practical approach is to adopt EH sensor nodes sparsely in WSNs (Islam

et al., 2007; Medepally and Mehta, 2010).

Clustering methods and energy-harvesting techniques come as a natural

combination for prolonging the network lifetime: a proper formation of clus-

ters liberates most sensors (especially NCHs) from high energy consumptions,

while a carefully planned sparse deployment of EH sensors helps prolong the

lifespan of the bottleneck nodes. Since energy harvesting rates are sensitive

to the environment (Bergonzini et al., 2009), it may not be practical to let

EH nodes serve as function-critical nodes such as CHs. In this paper, we

consider a simple case where EH sensors serve as relay nodes for CHs. By

communicating with EH nodes over a shorter distance rather than sending

data to BS directly, CHs can have lowered energy consumptions for at least

a certain fraction of time. This simple case can provide some useful insights

into where EH sensors should be located to maximize network lifetime.

To summarize, in this paper we propose algorithms for maximizing the

lifetime of clustered WSNs, with or without EH nodes. Specifically, we as-

sume that a given number of sensors are distributed in a certain area with

arbitrary distribution. These sensors can be formed into a given number of

clusters under centralized control. Each cluster contains a single CH and

a certain number of NCHs. NCHs forward data to their CH. Each CH is

responsible for aggregating data from NCHs and forwarding the information

to BS, either directly or via a dedicated EH relay node. The EH nodes only

serve as relay nodes; they do not collect/process environmental information
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themselves. Furthermore, we assume that each sensor is equipped with same

amount of energy at the beginning and BS is equipped with infinite energy,

e.g., through mains power.

The main contributions of this paper are two-fold: (i) we propose efficient

algorithms for maximizing the network lifetime of both single- and multi-

cluster WSNs. Analytical and extensive simulation results demonstrate the

fast convergence of our proposed algorithms to optimal or suboptimal solu-

tions; (ii) based on the assumption that the locations of the EH nodes can

be adjusted in order to maximize network lifetime, we extend the proposed

algorithms to handle the case where EH sensors serve as relay nodes for CHs.

Extensive simulation results quantify how much EH nodes may help prolong

the network lifetime. Finally, we also briefly discuss on the revision of the

proposed algorithms under different definitions of network lifetime.

The rest of the paper is organized as follows: a brief survey of some closely

related work is provided in Section 2. In Section 3, we propose algorithms

for calculating the optimal locations of CH nodes in single- and multi-cluster

networks. Both single- and multi-cluster algorithms are extended to han-

dle the case where EH sensors serve as relay nodes of CHs in Section 4.

Brief discussions on the extension of the proposed algorithms under different

lifetime definitions are presented in Section 5. In Section 6, extensive sim-

ulation results and discussions are presented for verifying the performances

of the proposed algorithms and the effects of EH sensors on prolonging net-

work lifetime. Finally, Section 7 concludes the paper and presents several

directions for future research.
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2. Literature Survey

Numerous centralized clustering algorithms for WSNs have been proposed

(Aslam et al., 2009; Chehri and Mouftah, 2010; Iranli et al., 2005; Li et al.,

2010; Ning and Cassandras, 2007), typically aiming to reduce the power

consumption of CHs to prolong network lifetime. Ning et al. proposed an

algorithm which adopted the sequential location-allocation decomposition

method to minimize the communication power and achieve high reliability

for a large-scale network (Ning and Cassandras, 2007). Irani et al. proposed

heuristic approaches for the CH deployment problem and also studied the

effects of the number of clusters (Iranli et al., 2005). An incremental algo-

rithm was proposed in (Chehri and Mouftah, 2010) for efficient placement of

CH nodes. Li et al. proposed a clustering scheme based on uncapacitated

facility location in which the network lifetime is extended by adding a layer

of Super-Cluster-Head nodes to ease the transmission load of the CHs and

to balance the load distribution within the network (Li et al., 2010). Aslam

et al. proposed a weighted cost function based on the residual energy levels

of cluster heads for the mobile actor to optimally fine-tune its geographical

location (Aslam et al., 2009). These studies, however, mainly focused on

(i) minimizing the number and/or the energy consumptions of CHs (Chehri

and Mouftah, 2010; Iranli et al., 2005; Ning and Cassandras, 2007); or (ii)

efficiently utilizing mobile CHs (Aslam et al., 2009).

As aforementioned in Section 1, maximizing network lifetime leads to dif-

ferent optimization problems from those for minimizing overall energy con-

sumptions of networks. Different definitions of network lifetime have been

proposed for WSNs (Chen and Zhao, 2005; Deng et al., 2005; Mak and Seah,
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2009), most of which can be classified into two categories: (i) the time un-

til the first α% of nodes drain out of energy or die; and (ii) the time until

a certain coverage or connectivity constraint in a certain region cannot be

fulfilled (Wang et al., 2003). In this paper, we adopt the first definition, and

investigate the effects of different values of α. By adopting such a definition,

maximizing network lifetime leads to a max-min problem with the objective

of making those sensor(s) with shortest lifespan live longest possible.

The existing work on algorithm design for maximizing network lifetime

can be roughly classified into three categories:

• Static clustering-based algorithms which do not change the clusters

once they are formed up (Dasgupta et al., 2003a,b; Younis et al., 2003).

Such existing work, however, all study on different network topologies

compared with ours, e.g., tree-based (Dasgupta et al., 2003a), chain-

based (Dasgupta et al., 2003b), multiple-hop intra-cluster topologies

(Younis et al., 2003), etc.

• Dynamic clustering algorithms, which re-select CHs periodically, adopt-

ing the same objective as, yet different network models from, ours.

For example, a multi-level intra-cluster topology is studied in (Ding

et al., 2005). Some other works (Qing et al., 2006; Smaragdakis et al.,

2004) introduce heterogeneity into the network design, where CHs are

equipped with more energy compared with NCHs; or introduce multi-

ple (more than two) layers in the network topology, e.g., a super-CH

layer to reduce the burden of CHs (Banerjee and Khuller, 2001; Oyman

and Ersoy, 2004).

8



• Dynamic clustering algorithms adopting the same network model and

design objective as ours. They include: LEACH (Heinzelman et al.,

2000), EECS (Younis and Fahmy, 2004), HEED (Ye et al., 2005),

MOECS (Aslam et al., 2007), AEEC (Buyanjargal and Kwon, 2009),

and pLEACH (Gou et al., 2009). Amongst these algorithms, LEACH

was first proposed and widely serves as a benchmark for comparison

with other algorithms. MOECS is found to have longer lifetime com-

pared with EECS and HEED (Aslam et al., 2007; Younis and Fahmy,

2004). AEEC and pLEACH are recently proposed schemes that per-

form better than LEACH (Buyanjargal and Kwon, 2009; Gou et al.,

2009). However, no comparison between them and MOECS has been

performed.

In this paper, we consider the problem of maximizing network lifetime in

static clustering. Since there are no existing algorithms designed for the same

network model and design objective, we extend our algorithm to dynamic

clustering for comparison. Specifically, we benchmark the extended algorithm

with LEACH, MOECS, AEEC and pLEACH. As will be shown in detail later

in Section 6, the extended algorithm, though not optimized for dynamic

clustering at the first place, manages to outperform all the existing methods.

There have also been some studies on clustering in WSNs with EH nodes

(Alippi et al., 2011; Gou et al., 2009; Kinoshita et al., 2008; Voigt et al.,

2004), typically with the assumption that the network was solely composed

of EH sensors which have infinite lifetime. Islam et al. considered a hybrid

WSN which comprised both battery-powered and EH nodes (Islam et al.,

2007). However, they let EH nodes served as CHs with a higher probability
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than that of the battery-powered nodes. To the best of our knowledge, there

is no existing work for maximizing network lifetime where EH nodes serve as

relay nodes for CHs.

3. Clustering Algorithms for Maximizing Network Lifetime inWSNs

Throughout this paper, without loss of generality, we assume that Ns

sensor nodes with known location and the same amount of initial energy

are deployed in 2-D space, and a single BS with infinite energy is located

at (0,0). The Ns sensor nodes will be partitioned into Nc clusters, each

comprising one CH. We also assume TDMA-based communications where

each TDMA frame comprises Ns slots: the NCH nodes will transmit to the

respective CH nodes in the first Ns-Nc slots; the CH nodes then forward

the received data to the BS in the subsequent Nc slots. As in (Heinzelman

et al., 2000), we consider the Friis free-space propagation model where the

transmission power is proportional to the square of the distance. Note that

the proposed algorithms can be easily extended to other propagation models,

e.g., multi-path fading model (Rappaport, 2002). The notations used in the

paper are shown in Table 1.

In Section 3.1, we propose an algorithm for finding the optimal location

of the CH in a single-clustered WSN; this is then extended to multi-cluster

networks in Section 3.2.

3.1. Cluster Head Selection Algorithm (Nc = 1, α = 1
Ns
)

We describe our proposed cluster head selection algorithm for a single-

cluster network. Amongst the Ns nodes, one node will be selected as the

CH, which is assumed to be able to fuse information from all NCHs. Our
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Table 1: Notations used throughout this paper

Notation Description Value

Ns Number of sensors in the network {100,150,200}

Nc Number of clusters in the network {1,2,. . .,10}

Ns,j Number of sensor nodes in cluster j N.A.

i Node index {i=1,2,. . .,Ns}

j Cluster index {j=1,2,. . .,Nc}

k Index of iteration N.A.

r Data transmission rate in bits/s 2.5× 105 bits/s

Eelec Energy required for processing each bit of data 5× 10−8J/bit

EDA Energy consumption for data aggregation 5× 10−9J/bit/signal

Eamp Coefficient of energy consumption by transmission

amplifier

10−10J/bit/m2

Es Energy stored in battery for each sensor 0.5J

CHj The CH node for cluster j N.A.

NCHf,j The NCH node that is farthest away from the CHj

in cluster j

N.A.

(xi, yi) Coordinates for node i N.A.

dA,B(k) Distance between nodes A and B in iteration k N.A.

t̂ Lifetime for CH N.A.

PEHj ,h Harvesting rate for EH node in cluster j N.A.

PEHj ,c Energy consumption rate for EH node in cluster j N.A.

PCH,off Energy consumption rate for CH when EH is not

working

N.A.

PCH,on Energy consumption rate for CH when EH is working N.A.

tEH Time duration when EH node works N.A.
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single-cluster network model is depicted in Figure 1 and the objective of the

algorithm design is to maximize the time until the first node dies (i.e., α =

1
Ns
).

Figure 1: The single-cluster WSN model.

Denoting by NCHf the NCH node that is farthest away from the CH,

and the distance between nodes A and B by dA,B, the power required for CH

and NCHf is shown below:

PCH = Eelecr(Ns − 1) + EDArNs + Eelecr + Eampd
2
CH,BSr (1)

PNCHf
= Eelecr + Eampd

2
CH,NCHf

r (2)

Intuitively, we know that either the CH or the NCHf will die first

since they consume more energy than any other NCHs. Hence the prob-

lem is to find the optimal location for the CH, (x∗, y∗), which minimizes

max(PCH , PNCHf
). It is easy to see that at the optimal location, we shall

have PCH = PNCHf
.
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This problem is closely related to the well-known weighted smallest circle

problem (Hearn and Vijay, 1982), which is defined as follows: denote the

location of node i as pi = (xi, yi) and its positive weight as wi, i = 1, ..., n.

For any point p = (x, y), let dp,pi be the distance between p and pi and

H(p) = max
1≤i≤n

widp,pi .

Find p∗ = (x∗, y∗) such that H is minimized.

To tackle the weighted smallest circle problem, Hearn and Vijay proposed

a simple yet efficient optimization algorithm (Hearn and Vijay, 1982). The

main idea of the algorithm is to start with a minimum circle covering at least

two nodes and then iteratively find among all the nodes outside the circle

(if any) the one weighted-farthest away from the circle center, and update

the circle to cover it. In each iteration, it is ensured that, for those nodes on

the boundary of the existing circle and the weighted-farthest away node, the

newly built circle is the minimum one which covers all these nodes by going

through at least two or three of them on the boundary. It can be proved that

the algorithm converges to the optimal solution.

By ignoring the item Eelecr and Eelecr(Ns−1)+EDArNs+Eelecr, which are

constants, in (1) and (2) respectively, we have that the energy consumption

of each NCH is proportional to the square of its distance to CH and the

energy consumption of CH is largely decided by the distance from BS to

CH. Finding the best location of CH is equivalent to finding p∗ for all the

NCHs and the BS, if (and only if) the weight of each NCH and the BS is

properly assigned such that when H in the minimum weighted circle problem

is minimized, max(PCH , PNCHf
) is also minimized.

Since the energy consumption of each NCH (minus a constant) is propor-
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tional to its distance to CH, we conveniently let wi = 1 for i = 1, 2, ..., Ns. For

BS, denote its weight as w0. To take into account the energy consumption

by CH for data processing and aggregation, we shall have

w0 =

√
Eelec(Ns − 1) + EDANs

Eampd2CH,BS

+ 1 (3)

By doing so, when w0dCH,BS = dCH,NCHf
, we have PCH = PNCHf

.

The value of dCH,NCHf
remains unknown until the optimal solution of p∗

is found, which prohibits finding the best solution of w0 at the beginning. In

our algorithm, we initialize w0 = 1 and update its value iteratively. As we

will see later, the iterative calculations converge.

The proposed algorithm is presented in detail as Algorithm 1. For sim-

plicity of notation, we let w(k) denote the weight of BS (i.e., w0 above) in

the kth iteration, and d(k) the distance between NCHf and CH in the kth

iteration. Note that only w0 needs to be updated in each iteration, while for

all the other sensors, their weights remain as 1 throughout the calculation.

It can be proved that the algorithm converges.

Lemma 1. Given w(k + 1) ≥ w(k), we have d(k + 1) ≥ d(k).

Proof. Refer to Appendix A.

Theorem 1. If w(k + 1) ≥ w(k), then either the algorithm terminates, i.e.,

d(k + 1) = d(k), or dCH,BS(k + 1) ≤ dCH,BS(k).

Proof. Refer to Appendix B.

Theorem 2. d(k) will converge within finite steps of k.

Proof. Refer to Appendix C.
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Algorithm 1 Single Cluster Algorithm

• Initialization

Input set of sensor locations A = (x1, y1), (x2, y2)...(xNs , yNs). Let

(x0, y0) = (0, 0) be the coordinates for the BS, and set w(1) = 1.

• Step 1

Let k = 1. Run the weighted smallest circle algorithm (Hearn and

Vijay, 1982) to find the center of the circle, record the coordinate as

(x(1), y(1)), and record d(1).

• Step 2

Let k = k+1. Set w(k) according to (3) and run the weighted smallest

circle algorithm to find the center for the kth iteration. Record the

coordinate as (x(k), y(k)); record d(k) and update dCH,BS(k).

• Step 3

If |d(k)− d(k − 1)| ≤ ϵ, go to step 4; otherwise, go to step 2.

• Step 4

Having obtained the optimal CH position, (x∗, y∗), we select the nearest

sensor as CH.
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Remark 1. We select the sensor nearest the optimal position derived from

our algorithm as the CH node. Although this cannot guarantee to achieve op-

timal solution, we use extensive simulations to demonstrate its near-optimality

in Section 6.

Remark 2. We derived our weight expression based on the idea that PCH =

PNCHf
. We prove the convergence of our algorithm. It can be shown that in

most of deployment cases after we run this algorithm, we could get PCH =

PNCHf
. Furthermore, our algorithm can also be used to deal with the case

when NCHs are deployed quite close to BS, i.e., even we put CH at BS, we

still have PCH > PNCHf
. The convergence of our algorithm is not affected

according to our proof.

3.2. Cluster Formation Algorithm (Nc > 1, α = 1
Ns
)

In a large-scale network, it may be beneficial to partition it into Nc clus-

ters (Nc >1), where Nc CH nodes are able to fuse information from NCHs

and forward the information to the BS. Such an Nc-cluster network model is

depicted in Figure 2. Our problem is defined as follows: Given Nc, how do

we partition a network with Ns nodes into Nc clusters and determine the re-

spective CH nodes, denoted by CH1, CH2, ...CHNc , to maximize the overall

network lifetime, i.e., the time till the first node dies?

We begin by considering the case where Nc CH nodes have been given,

and the task is to join NCHs into these Nc clusters with maximized network

lifetime. Denote the CH nodes as CHj, 1 ≤ j ≤ Nc. The power consumption

rate of CHj is given as follows:
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Figure 2: Our proposed multiple cluster WSN model.

PCHj
= Eelecr(Ns,j − 1) + EDArNs,j + Eelecr + Eampd

2
CHj ,BSr (4)

The main idea is to join one NCH into a certain cluster in each iteration

until all the sensors have joined the clusters. In each iteration, let us denote

by NCH∗
j the sensor that is closest to CHj among all the sensors which have

not joined any cluster yet and PNCH∗
j
the corresponding power consumption

rate if the sensor does join cluster j. Obviously, if any sensor is to join

cluster j in this iteration, it should be NCH∗
j since it leads to the smallest

increase in NCHf,j. We repeat this process for all CHs, determine j∗ =

argminj Pj, where Pj =max(PNCH∗
j
, PCHj

) where PCHj
is calculated based on

the assumption that one more sensor is joining cluster j, and assign NCH∗
j∗

to CHj∗ . This process is repeated until all NCHs join the clusters.

We now describe the multi-cluster formation algorithm. Randomly select

Nc nodes as initial CHs and use the algorithm above to join all the other
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sensors into these clusters. Denote the network lifetime as L(0). We then

apply our cluster head selection algorithm as described in Section 3.1 to

select new CHs in each cluster independently; repeat the cluster formation

process described above, and denote the network lifetime as L(1). Repeat

the cluster formation and cluster head selection algorithms iteratively until

|L(k)− L(k − 1)| < ϵ. The proposed algorithm for an Nc-cluster network is

shown in Algorithm 2. We illustrate the algorithm for a simple example of

Nc = 2 in Figures 3-5.

(a) (b)

Figure 3: Step-by-step illustration of the cluster formation algorithm (a) CH1 and CH2

are randomly selected from existing sensors to serve as CHs, NCH∗
1 and NCH∗

2 are

closest NCHs from CH1 and CH2 respectively. If NCH∗
1 joins CH1, we denote P1 =

max(PCH1 , PNCH∗
1
). If NCH∗

2 joins CH2, we denote P2 = max(PCH2 , PNCH∗
2
). The

dotted line is used to show the closest NCH for each CH. (b) If P1 < P2, NCH∗
1 in Figure

3a joins CH1. We use a solid line to show the connection. Then we find new closest

NCHs from both CHs, still denoted as NCH∗
1 and NCH∗

2 , which are connected to their

respective CHs through dotted lines.

It can be easily proven that Algorithm 2 converges. Specifically, when-

ever step 2 is executed, the network lifetime either remains unchanged or is

increased (when a better candidate is found). The lifetime may be further
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Algorithm 2 Nc Cluster Algorithm, Nc > 1

• Initialization

Input the set of sensor locations A = (x1, y1), (x2, y2)...(xNs , yNs). Let

(x0, y0) = (0, 0) be the coordinates for the BS. Randomly select Nc

CHs from the existing Ns sensors, labeled as CH1, CH2,...,CHNc . Set

iteration number k = 0.

• Step 1

For each CHj, determine Pj if the closest unassigned NCH, denoted

by NCH∗
j , is added to it. Find j∗ = argminj Pj and add NCH∗

j∗ to

cluster j∗. Repeat until all NCH nodes are assigned to clusters. Denote

the network lifetime as L(k).

• Step 2

Use Algorithm 1 to find the new CH position independently for each

cluster, and increment k.

• Step 3

Repeat the process in Step 1 until all the nodes join the clusters. We

record the lifetime of the network as L(k).

• Step 4

Compare L(k) with L(k − 1): if |L(k)− L(k − 1)| > ϵ, then goto Step

2; otherwise, terminate the algorithm.
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(a) (b)

Figure 4: Step-by-step illustration of the cluster formation algorithm (a) Assume P1 > P2

in Figure 3a) and a node joins CH2, shown as the solid line. We find new closest NCHs

from both CHs, which are connected to their respective CHs via dotted lines. (b) We

repeat the above process for each NCH one by one until all NCHs join the corresponding

CHs. We denote the whole network lifetime as L0.

(a) (b)

Figure 5: Cluster head selection + cluster formation (a) We run Algorithm 1 for each clus-

ter independently to find the new CHs, denoted as CH1 and CH2. (b) Cluster formation

by using steps shown in Figure 3 and Figure 4. Denote the network lifetime as L1

improved in step 3 when every NCH joins the selected CH to maximize life-

time. In short, the overall network lifetime increases progressively until a

local optima is found.
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Remark 3. Starting from a set of randomly selected CHs, Algorithm 2 can

only ensure achieving a local optimal solution. Running the algorithm from a

large enough number of different initial sets of CHs helps improve the likeli-

hood that global optimality or sub-optimality is achieved. We demonstrate in

Section 6 that our algorithm’s performance is close to optima in most cases.

3.3. Dynamic Clustering Algorithm (Nc ≥ 1 , α = 1
Ns
)

As discussed in Section 2, since there are no existing results with the

same network model and objective function as ours, we extend our algo-

rithm to dynamic clustering for comparison. Specifically, we assume, as in

most existing results, that re-clustering is carried out at the beginning of

each round of sensing. Note that, for simplification, we neglect any possible

energy consumption involved in cluster formation and re-formation. To allow

the proposed algorithm to handle dynamic clustering, the minimum change

needed is to handle the case where different sensors may have different initial

energies. Specifically, the changes we make are as follows:

• Recall that in the cluster head selection algorithm presented in Section

3.1, we assign weight 1 to sensors and w0 to BS according to (3) and

iteratively update w0 in the kth iteration (denoted as w(k)). This is

based on the assumption that all the sensors are equipped with same

energy. Now we consider the case where every sensor is equipped with

energy Ei, which may be different for different i. We need to derive

the new weight expression for sensors such that at the optimal location

of CH, min(ECH

PCH
,
ENCHf

PNCHf

) is maximized. It is easy to see that at the

optimal CH position, we have ECH

PCH
=

ENCHf

PNCHf

. By adopting the same
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approach as shown in Section 3.1, we have:

w0 =

√
Eelec(Ns − 1) + EDANs

Eampd2CH,BS

+ 1 (5)

wi =

√
ECH

Ei

. (6)

By doing so, when w0dCH,BS = wNCHf
dCH,NCHf

, we have ECH

PCH
=

ENCHf

PNCHf

. Once again, only w0 needs to be updated in each iteration.

Hereafter we always use w(k) to denote the value of w0 in the kth

iteration.

As ECH is not known in advance, a convenient option is to let ECH =∑Ns
i=1 Ei

Ns
though setting ECH at any other positive values would hardly

affect the algorithm efficiency. After the CH selection algorithm finds

the optimal CH position, among sensors that have energy larger than

the average energy of sensors in the cluster, the one closest to the

optimal position is chosen as CH. In this way, if the sensor closest to the

optimal position has low residual energy, its energy can be conserved

by not serving as CH. The convergence of the algorithm can also be

proven using the theorems shown in Section 3.1.

• Recall that for the cluster formation algorithm shown in Section 3.2,

we determine j∗ = argminj Pj based on the assumption that the initial

energy is the same in different sensors. When this is not true, both

Ei and Pi have to be considered in assigning sensors into clusters to

optimize lifetime. Specifically, in each iteration, we still add one sensor

into one of the clusters: given Nc CHs, for the closest NCHs from

these CHs, we determine j∗ = argmaxj Lj, where Lj = min(ENCH∗
j
−
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PNCH∗
j
T,ECHj

−PCHj
T ). T is a constant, which is the duration of each

time slot in the TDMA schedule. Then we add NCH∗
j∗ into CHj∗ ,

and repeat this process until all NCHs join the respective CHs. By

adopting an approach similar to that in Section 3.2, the convergences

of the modified cluster formation algorithm can be proven.

Note that the extended algorithm is not optimized for dynamic clustering.

Instead, it is the algorithm for static clustering with some minimum changes.

As we will see later in Section 6, however, the extended algorithm nevertheless

outperforms all the existing ones.

4. Algorithms for Maximizing Lifetime of WSNs with EH Sensors

(α = 1
Ns

)

In this section, we assume the availability of EH nodes that can harvest

and store energy from the environment, and study how they can be exploited

in a clustered WSN to maximize network lifetime. In general, each EH

node can operate in three different ways: (i) serves as relay for CH, i.e,

receives the data from CH and forwards it to BS; (ii) serves as CH, i.e.,

receives, aggregates information from all NCHs and forwards to BS whenever

it has available energy; or (iii) serves as a relay between NCHs and CH node.

In this paper, we consider the case where Nc EH nodes are available as

depicted in Figure 2, and focus on Case (i), where each EH node, EHj,

serves as a dedicated relay node for CHj, leaving the remaining cases to

future work. Our objective is to study the joint placement of CH and EH

nodes to maximize the lifetime of WSNs.
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The main idea of the proposed algorithm is that, for each cluster j, we find

out the relationship between the best location of CHj and the best location

of EHj. Then by treating EHj as if it were the BS and assigning a proper

weight to it, we find the best location of CHj and correspondingly, the best

location of EHj as well.

We begin with a single cluster WSN as shown in Figure 1, and let Es

and t̂ denote the initial energy and the lifetime of the CH node respectively.

Over the duration of t̂, the amount of energy that the EH node (assumed to

have zero initial energy) can harvest is given by PEH,ht̂. Since it consumes

energy at a rate of PEH,c, it can remain active and relay data for the CH for

a duration of tEH , where

tEH = min(
PEH,ht̂

PEH,c

,
Es

PCH,on

),

and the latter term is the lifetime of the CH node when it transmits via the

EH node.

During this period, the energy depleted in the CH node is given by

PCH,ontEH . Subsequently, the EH node is inactive, and the CH node trans-

mits directly to BS for a duration of
Es−PCH,ontEH

PCH,off
until its energy is depleted.

Accordingly, we obtain the expression for t̂ as:

t̂ =


PEH,h t̂

PEH,c
+

EsPEH,c−PCH,onPEH,h t̂

PCH,offPEH,c
, t̂ <

EsPEH,c

PEH,hPCH,on
;

Es

PCH,on
, otherwise.

(7)

• Case 1: t̂ <
EsPEH,c

PEH,hPCH,on

According to (7), we have

t̂ =
EsPEH,c

PEH,cPCH,off + PCH,onPEH,h − PEH,hPCH,off

(8)
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We express PCH,off , PCH,on and PEH,c in terms of dCH,BS and dCH,EH

in a similar way as that in (1), and they are given as follows:

PEH,c = Eelecr + Eampd
2
EH,BSr (9)

PCH,on = EelecrNs + EDArNs + Eampd
2
CH,EHr (10)

PCH,off = EelecrNs + EDArNs + Eampd
2
CH,BSr (11)

According to the rule of triangularity, if EH is not located on the line

connecting CH and BS, we have dCH,EH ≥ dCH,BS − dEH,BS. Accord-

ingly, (10) becomes:

PCH,on ≥ EelecrNs + EDArNs + Eamp(dCH,BS − dEH,BS)
2r (12)

According to (12), to keep PCH,on low, the EH node should be placed

on the line connecting CH and BS. Substituting (9), (11) and (12) into

(8), we obtain

t̂ =
Es

EelecrNs + EDArNs + Eampd2CH,BSr − f(dEH,BS)
(13)

where f(dEH,BS)=
(2dCH,BS−dEH,BS)PEH,h

dEH,BS+
Eelec

EampdEH,BS

.

In order to maximize t̂, according to (13), f(dEH,BS) should be maxi-

mized. Since t̂ <
EsPEH,c

PEH,hPCH,on
, substituting (8), it can be easily deduced

that PEH,h < PEH,c. Applying (9), we have

PEH,h ≤ Eelecr + Eamprd
2
EH,BS

⇒

dEH,BS >

√
PEH,h − Eelecr

Eampr
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If we denote d∗EH,BS=
√

PEH,h−Eelecr

Eampr
, and assume that PEH,h ≫ Eelecr,

then d∗EH,BS >
√

Eelec

Eamp
. Considering f(dEH,BS), we note that when

dEH,BS = d∗EH,BS,
2dCH,BS

dEH,BS+
Eelec

EampdEH,BS

is maximized while
dEH,BS

dEH,BS+
Eelec

EampdEH,BS

is minimized. Thus, f(dEH,BS), and hence t̂, is maximized when dEH,BS =

d∗EH,BS.

• Case 2: t̂ ≥ EsPEH,c

PEH,hPCH,on

According to (7), we have:

t̂ =
Es

PCH,on

(14)

Taking (12) into (14), we have

t̂ =
Es

EelecrNs + EDArNs + Eamp(dCH,BS − dEH,BS)2r
(15)

Since t̂ ≥ EsPEH,c

PEH,hPCH,on
, applying (14) and (9), we have PEH,h ≥ PEH,c and

dEH,BS ≤ d∗EH,BS. According to (15), t̂ can be maximized if dEH,BS =

d∗EH,BS.

In summary, t̂ is maximized when the EH node is placed on the line

joining the BS and CH nodes such that dEH,BS = d∗EH,BS. At this position,

we have that for the EH sensor, the energy consumption rate equals its energy

harvesting rate. The corresponding maximum lifetime can be expressed as:

t̂max =
Es

EelecrNs + EDArNs + Eampr(dCH,BS − d∗EH,BS)
2

Next, to determine the CH position, we use the same approach as shown in

Section 3.1 by letting PCH = PNCHf
, where

PCH = PCH,off
t̂− tEH

t̂
+ PCH,on

tEH

t̂
,
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and PNCHf
is given in (2). We apply Algorithm 1 to determine the optimal

CH position, (x∗, y∗), with the following expression for the weight for EH:

w(k) =

√
Eelec(Ns − 1) + EDANs

(EampdCH,BS(k − 1)2)
+

(dCH,BS(k − 1)− d∗EH,BS)
2

dCH,BS(k − 1)2
, (16)

and the corresponding location of the EH node, (xEH , yEH), is then given

by:

(xEH , yEH) = (d∗EH,BS

x∗√
x∗2 + y∗2

, d∗EH,BS

y∗√
x∗2 + y∗2

) (17)

The algorithm for a single cluster with EH node is presented in Algo-

rithm 3. As those in Section 3.1, we can prove that dCH,NCHf
(k), dCH,BS(k)

and w(k) converge and the efficiency of convergence is also verified through

simulations.

Remark 4. We note that although the EH node is placed at (xEH ,yEH),

which is computed based on (x∗,y∗). For simplicity, we let it remain in this

position when the node nearest to (x∗,y∗) is chosen as the CH. The optimal

location of the EH sensor, if needed, can be computed as on the straight line

between BS and CH with its energy consumption rate equaling its energy

harvesting rate, which is typically quite close to (xEH ,yEH) in a cluster with

a reasonably high density of sensors.

The extension to the multi-cluster case is obtained by introducing the

cluster index, j, to the corresponding expressions for d∗EH,BS and w(k) and

applying Algorithm 2 in Section 3.2. The corresponding procedure is given

in Algorithm 4.

Similar to that for Algorithm 2 in Section 3.2, it can be easily proven

that Algorithm 4 converges.
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Algorithm 3 Single Cluster Algorithm with EH node

• Initialization

Input set of sensor locations A = (x1, y1), (x2, y2)...(xNs , yNs). Let

(x0, y0) = (0, 0) which represents the coordinates for the BS, and set

w(1) = 1;

• Step 1

Run Algorithm 1 using the weight expression in (16) instead of (3).

• Step 2

Record the CH position from the algorithm as (x∗, y∗) (not from exist-

ing sensors). The EH node position (xEH ,yEH) is then given by (17).

• Step 3

We select the sensor that is closest to (x∗, y∗) as CH and place the EH

node at position (xEH , yEH).
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Algorithm 4 Multiple Cluster Algorithm with EH nodes

• Initialization

Input set of sensor locations A = (x1, y1), (x2, y2)...(xNs , yNs). Let

(x0, y0) = (0, 0) which represents the coordinates for the BS.

• Step 1

Run Algorithm 2 for the network using weight expression as shown in

(16) for EHj.

• Step 2

Record the position for CHj from the algorithm as (x∗
CHj

,y∗CHj
) where

1 ≤ j ≤ Nc (not from existing sensors). Position for EHj can be

calculated as (d∗EHj ,BS

x∗
CHj√

x∗
CHj

2+y∗CHj

2
, d∗EHj ,BS

y∗CHj√
x∗
CHj

2+y∗CHj

2
).

• Step 3

Select the sensor in cluster j that is closest from (x∗
CHj

,y∗CHj
) to serve

as CH for cluster j, other sensors remain as NCHs. Nc EH nodes are

deployed at the positions shown in step 2.
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For dynamic clustering schemes, the algorithms can be extended similarly

as that in Section 3.3 to handle the case where different sensors have different

initial energies. Specifically, for the cluster head selection algorithm, we

assign a weight wi =
√

ECH

Ei
to each sensor. When the optimal position

for CH has been found, we select the closest sensor from this position with

energy larger than the average energy in the cluster to serve as CH. For the

cluster formation algorithm, we adopt the same procedure as that in Section

3.3.

5. Algorithms for Maximizing Lifetime of WSNs with EH Sensors

( 1
Ns

< α < 1)

Some networks may still function well even when a portion of nodes have

died (Mak and Seah, 2009). Therefore, we also consider the case when the

network lifetime is the time duration until a portion of nodes (defined as α%)

die. In this section, we generalize our previous algorithms to the case where

1
Ns

< α < 1. Our problem can be stated as follows: for an Nc-cluster WSN

with EH nodes, how do we form the clusters and place the CH and EH nodes

to maximize the overall network lifetime, i.e., the time until αNs nodes die?

The intuition behind the algorithm is similar to that for the cluster for-

mation algorithm shown in Section 3.2. We begin by assuming that Nc CH

nodes have been assigned and the task is to form Nc clusters (i.e., assign

NCHs to clusters) with the maximized lifetime. The lifetime is defined as

the time until Nsα nodes die. In other words, the lifetime is the time du-

ration that Ns(1 − α) nodes can function. As in Section 3.2, we assign one

NCH to a cluster in every iteration. The only difference is that the process
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is repeated only until Ns(1−α) closest nodes are covered. By doing this, we

maximize the time that Ns(1− α) nodes can function, thus maximizing the

network lifetime.

We now describe the multi-cluster formation algorithm for the general

lifetime definition. We randomly select Nc nodes as initial CHs and use the

algorithm above to joinNs(1−α) closest nodes into these clusters. Denote the

network lifetime as L(0). We then apply our cluster head selection algorithm

as described in Section 3.1 to select new CHs in each cluster independently;

repeat the cluster formation process described above, and denote the network

lifetime as L(1). Repeat the cluster formation and cluster head selection

algorithms iteratively until |L(k)− L(k − 1)| < ϵ.

Our proposed algorithm is shown in Algorithm 5. Again, it can be easily

proven that Algorithm 5 converges.

6. Simulation Results

We demonstrate the performance of our proposed algorithms through

simulations using Qualnet for a 2-D network with a base station deployed at

(0,0) and Ns={50,100,150,200} nodes randomly distributed over a square re-

gion, each initially equipped with 0.5 J of energy and has a data transmission

rate of 2000 bits per packet. We consider three square regions of network

deployment, where the coordinates of the vertices are as follows: Case I

(200, 200), (200, 300), (300, 200) and (300, 300); Case II (100, 100), (100,

200), (200, 100), (200, 200); Case III (0, 0), (0, 300), (300, 0), (300, 300).

Although Cases I and II have the same area, nodes are located closer to the

BS in Case II than Case I. Cases I and III differ in terms of node density.
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Algorithm 5 Multiple Cluster Algorithm with EH node for general α

• Initialization

Input set of sensor locations A = (x1, y1), (x2, y2)...(xNs , yNs). Let

(x0, y0) = (0, 0) be the coordinates for the BS. Input 0 < α < 1.

Randomly select Nc CHs from the existing Ns sensors, labeled as CH1,

CH2,...,CHNc . Set iteration number k = 0.

• Step 1

For each CHj, determine Pj if the closest unassigned NCH, denoted by

NCH∗
j , is added to it. Find j∗ = argminj Pj and add NCH∗

j∗ to cluster

j∗. Repeat until Ns(1− α) nodes are assigned to clusters. Denote the

network lifetime as L(k).

• Step 2

Use Algorithm 3 to find the new CH position for each cluster, and

increment k.

• Step 3

Repeat the process in Step 1 until Ns(1−α) nodes are assigned to the

clusters. We record the lifetime of the network as L(k).

• Step 4

Compare L(k) with L(k − 1): if |L(k)− L(k − 1)| > ϵ then goto Step

2; otherwise, we terminate the algorithm. The jth EH position is then

given by (d∗EHj ,BS

x∗
CHj√

x∗
CHj

2+y∗CHj

2
, d∗EHj ,BS

y∗CHj√
x∗
CHj

2+y∗CHj

2
).
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Table 2: Effect of node density on the network lifetime (Case II, Ns = {50,100,150,200},

Nc = 1)

Scheme | Ns 50 100 150 200

Brute force 48.65 32.41 23.91 18.98

Our algorithm 48.65 32.41 23.91 18.98

By using these three cases, we can determine the influences of proximity to

the BS and node density on the performance of the proposed algorithms.

The performance metric used in this paper is the number of rounds the

network could operate, where a round is a TDMA frame composed of Ns

times slots, one for each sensor node. After cluster formation and placement

of EH nodes (where applicable), we repeat the TDMA frame until α% of

nodes dies. In Section 6.1, we verify that our clustering algorithms (with

complexity O(Ns)) can achieve near-optimal network lifetime for the case of

α = 1
Ns
. We do so by bench-marking against a brute force method, where the

optimal CH position is obtained through exhaustive search (with complexity

O(N2
s )). We also characterize the multi-cluster algorithms in terms of the

optimal number of clusters for a given network. In Section 6.2, we analyze the

effects of EH nodes, specifically the energy harvesting rates, on the network

lifetime. In Section 6.3, we study the performance of our proposed clustering

algorithms for general α.

6.1. Performance of Clustering Algorithms without EH Nodes

• Nc=1

The effects of node density and proximity to the BS on the algorithm
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Table 3: Comparison of network lifetime for various cases (Ns = 100, Nc = 1)

Case I Case II Case III

Brute force 17.99 32.41 35.05

Our algorithm 17.99 32.41 33.88

Figure 6: Comparison of convergence efficiency of our algorithm for all cases (Ns = 100).

performance are shown in Tables 2 and 3 respectively. The results, ob-

tained by averaging over 150 runs, show that our algorithm can achieve

performance very close (up to 3.34 %) to the optimal case (brute force).

We then observe the rate of convergence for our algorithm, which is

shown in Figure 6. The results clearly show fast convergence (usu-

ally within 10 iterations). Due to the length limit, hereafter we only

present results for Cases I and II with Ns = {100,150}. Note that our

conclusions hold for all the other cases.
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Table 4: Comparison between our method and brute force method(Nc = {2,3}, Ns =

{100,150})

(Ns, Nc)

(100,2) (150,2) (100,3) (150,3)

Brute force 49.28 39.72 60.42 51.20

Our algorithm 49.28 39.72 58.68 50.83

• Nc >1, Cases I, II, Ns = {100,150}

We compare the network lifetime for Nc = {2,3} in Table 4. Once

again, our proposed algorithm can achieve performance close to that of

the brute force method with lower time complexity − this gain becomes

significant as Nc increases.

We then compare the performance of the extended algorithm versus

the existing dynamic clustering algorithms. For fair comparison with

LEACH, MOECS, AEEC and pLEACH, we adopt the same optimal

number of clusters shown in LEACH (Heinzelman et al., 2000). We

run simulations with 25 different network configurations for both Case

I and Case II from 100 to 150 nodes in steps of 10. The result is plotted

in Figures 7(a) and 7(b) for both Case I and Case II.

We find that our algorithm achieves the highest lifetime compared with

the other approaches. Specifically, for Case II with 100 sensors, our al-

gorithm improves the lifetime by 33.03% compared with LEACH and

3.31% compared with pLEACH. The improvement is less significant
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compared with pLEACH because pLEACH divides the area into sev-

eral sectors in order to minimize the transmission distance from sen-

sors to CHs as well as to balance the cluster size. Our work uses a

simpler way without dividing the area into several sectors, and yet can

still outperform pLEACH. For Case I with 100 sensors, our algorithm

improves the lifetime by 56.84% compared with LEACH and 18.4%

compared with pLEACH. For Case II, we find that with the increase

in the number of sensors, the lifetime does not always increase. This

is because the optimal number of clusters varies with the number of

sensors (Heinzelman et al., 2000), thus affecting the network lifetime.

Next, we investigate the performance of our proposed algorithm for Nc

= {1,2,· · ·,10} as shown in Figure 8. For Case II, network lifetime is

maximized with 5 and 6 clusters when Ns = 100 and 150 respectively;

for Case I, network lifetime is maximized where there are 4 and 5

clusters respectively. The differences in the optimal numbers of clusters

for these two cases are due to the fact that sensors in Case I are farther

from BS than those in Case II. Consequently, the optimal number of

clusters becomes lower to have fewer CHs which have to communicate

with BS over long distances. In other words, when CHs are far away

from BS, the distance between BS and CH has stronger impact on

network lifetime than the number of sensors in each cluster.

It is well-known that the overall energy consumption is a convex func-

tion of the number of clusters (e.g., (Heinzelman et al., 2000)). It is

interesting, though not a big surprise to see that the network lifetime

appears to be a concave function of the number of clusters: when Nc is
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(a)

(b)

Figure 7: Comparison between our proposed algorithm with selected algorithms for (a)

Case I; (b) Case II.

very small (say, Nc = 1 in the extreme case), the CH needs to receive

data from all NCHs, and therefore network lifetime is determined by

this CH. When Nc is very large (e.g., Nc = Ns in the extreme case),

all NCH nodes will transmit directly to the BS, and hence the net-
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(a)

(b)

Figure 8: Network lifetime vs number of clusters for our proposed algorithm (Nc =

{1,2,· · ·,10}).

work lifetime is determined by the NCH which is farthest from the

BS. Therefore, as Nc increases, the energy consumption rate of the

CH node is reduced (i.e., network lifetime increases) initially due to

the reduction in cluster size; however, with further increase in Nc, the

38



energy consumption rates in some CH nodes increase because the dis-

tance between these CHs and BS increases, which reduces the network

lifetime.

6.2. Performance of Joint EH placement and Clustering Algorithm

Next, we study the performance of our proposed joint EH placement and

clustering algorithm, where each CH node is served by a unique EH node,

for the range of EH rates between 0.03W and 0.09W, in steps of 0.02W.

The energy harvesting rate is assumed according to the previous literature

(Calhoun et al., 2005; Sudevalayam and Kulkarni, 2010), typically tens of

milliwatts.

• Nc=1

We quantify the impact of the EH node on the network lifetime in

Figure 9. For a single cluster network, introducing an EH node with

a charging rate of 30 mW results in a gain of 8-13 % in network life-

time for different cases. Certainly the improvements depend on many

factors including energy harvesting rate, network scale, and more. As

expected, for a given node density, the network lifetime decreases when

the network is farther from the BS; for a given deployment, the network

lifetime is reduced when the node density increases.

• Nc >1

We investigate the performance of the proposed algorithm for Case II

withNc = {1,2,· · ·,10}, as shown in Figure 10. Similar to that in Section

6.1, the network lifetime is maximized with 5 and 6 clusters when Ns
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Figure 9: Effects of using EH node on the network lifetime (Nc = 1, PEH,h = 0.03W ).

= 100 and 150 respectively. The optimal number of clusters for each

case remains invariant for energy harvesting rate varying from 30 mW

to 90 mW. This can be explained as follows: in our simulations, we

adopt relatively high data transmission rate of 2.5×105b/s and typical

harvesting rates of 30-90 mW. As a result, the harvesting rate of EH

is much lower than the energy consumption rate of CH. Hence the

optimal location of EH is typically much closer to BS than the CH. For

example, for Case II, Nc = 5 and Ns = 100, the optimal location of

EH is 26.46 m away from BS while the closest CH from BS is 151.43

m away. Since the optimal number of clusters is largely determined by

distance between CH and BS, the existence of EH nodes therefore does

not change the optimal number of clusters.

Note that for the case while CHs have a lower energy consumption rate

or EH has a much higher energy harvesting rate, we can expect the
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optimal number of clusters to increase. For the extreme case where EH

nodes have an infinite energy harvesting rate, the optimal location of

EH is to stay at the same location of its CH and the optimal number of

clusters equals the number of sensors. This unrealistic case nevertheless

illustrates the trend of the optimal number of clusters when the EH

harvesting rate goes up.

Figure 10: Network lifetime vs number of clusters for our proposed algorithm (Nc =

{1,2,· · ·,10}, PEH,h = 0.03W )).

For Case II, with Nc being set to the optimal number of clusters for

Ns = 100 and 150 respectively, we quantify the gain in network life-

time achievable at various energy harvesting rates in Figure 11. The

result is average value over simulations of 30 different network topolo-

gies with 100 simulations over each network topology. We observe that

the network lifetime increases with energy harvesting rate. Specifically,

in Case II, with the existence of EH nodes with a harvesting rate of

30mW, the lifetime of the network increases from 70.05 to 87.58, lead-
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ing to a 25.02 % increase. Note that this increase is achieved when CHs

are transmitting at a relatively high bit rate. If CHs are transmitting

at a lower bit rate, the increase will be more significant.

(a)

(b)

Figure 11: Effects of energy harvesting rate on network lifetime for different cases with

optimal number of clusters for (a) Case I; (b) Case II.

For a given number of clusters, a continuous increase in the EH sensor
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(a)

(b)

Figure 12: Effects of energy harvesting rate on network lifetime using dynamic clustering

algorithm for (a) Case I; (b) Case II.

harvesting rate leads to a less and less significant further improvement

in network lifetime when EH moves towards CH. The lifetime will fi-

nally reach a constant value where further increasing harvesting rate

does not help. By then the cluster lifetime is decided by the distance
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between CH and the farthest NCH, which cannot be arbitrarily short-

ened by the existence of the EH node.

We finally evaluate the effects of energy harvesting rate on the network

lifetime using the dynamic clustering algorithm. The results are shown

in Figures 12(a) and 12(b) for both Case I and Case II when the number

of clusters is still set to be the optimal number of clusters of LEACH.

For both Case I and Case II, we find that the lifetime is improved

significantly when the harvesting rate is increased from 0 to 0.03 W.

When the harvesting rate continues to increase, once again we find that

the network lifetime is less significantly further improved, for the same

reason given earlier.

6.3. Algorithm Performance for Different Lifetime Definitions

Lastly, we illustrate the performance of our proposed joint EH placement

and clustering algorithms for different values of α ranging from {0.1,0.2,· · ·,0.5}

for Case II, with Nc = 3. We compare the network lifetime with the brute

force (optimal) method for clustering, and plot the results in Figure 13, with

the first point on the x-axis corresponding to α = 1
Ns
.

As expected, the network lifetime increases as α (i.e., the permissible

number of dead nodes) increases. We also observe that our algorithm is able

to achieve performance sufficiently close to the brute force method (within

10%).

7. Conclusion

In this paper, we considered clustered wireless sensor networks (WSN)

where CHs either aggregate and forward data directly to BS, or via dedi-
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Figure 13: Comparison between our algorithm with brute force method at various α (Case

II, Nc = 3, Ns = {100,150})

cated relay nodes with energy harvesting (EH) capabilities. We proposed

efficient (polynomial-time) EH node placement and clustering algorithms to

maximize network lifetime, where the network lifetime is the duration until

α% of the nodes run out of energy. Through theoretical analysis and exten-

sive simulations, we validated the near optimality of the proposed algorithms

and demonstrated how much EH sensors can help prolong network lifetime

in different scenarios. In addition, we showed the existence of an optimal

numbers of clusters for a given network configuration (defined by the node

density and proximity of the network to the BS), which may not be signifi-

cantly changed by the existence of EH sensors with typical energy harvesting

rates.

For future work, we plan to (i) extend our study to propose distributed

EH clustering mechanisms; (ii) study other configurations of introducing the

EH nodes to the network; and (iii) extend our simulations to more realis-
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tic models, and implement and evaluate our algorithms in an actual WSN

testbed.

Appendix A. Proof of Lemma 1

We prove by contradiction. Given w(k + 1) ≥ w(k), let’s assume that

d(k + 1) < d(k). Let (x(k), y(k)) = (x(k + 1), y(k + 1)), and d = d(k + 1).

Then we have a feasible solution for the weighted smallest circle problem in

the kth iteration, d = d(k + 1) < d(k), which leads to a contradiction.

Appendix B. Proof of Theorem 1

Let (x(k+1), y(k+1)) = (x(k), y(k)) and d = max{w(k+1)dCH,BS(k), d(k)}.

We have a feasible solution for the (k+1)th iteration where the center of the

circle is at (x(k), y(k)) and the radius is d.

If d = d(k), then d(k + 1) ≤ d = d(k). From Lemma 1, d(k + 1) = d(k),

and the algorithm terminates.

If d = w(k + 1)dCH,BS(k), we have w(k + 1)dCH,BS(k + 1) ≤ d(k + 1) ≤

d = w(k + 1)dCH,BS(k), and hence dCH,BS(k + 1) ≤ dCH,BS(k).

Appendix C. Proof of Theorem 2

From (3), we have w(2) > w(1). By Theorem 1, we have dCH,BS(2) ≤

dCH,BS(1). According to (3), w(k + 1) increases with a decreasing value of

dCH,BS(k). Consequently we have the conclusion that w(k) is a monotoni-

cally increasing function of k, while dCH,BS(k) is a monotonically decreasing
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function of k. Since dCH,BS(k) ≥ 0, dCH,BS(k) is a lower-bounded mono-

tonic sequence, which definitely converges. Since w(k), d(k) are functions of

dCH,BS(k), they will converge as well.
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