High-Precision Tracking Differentiator via Generalized
Discrete-Time Optimal Control

Hehong Zhang?, Yunde Xie”, Chao Zhai®, Gaoxi Xiao®*,

@ Interdisciplinary Graduate School, Nanyang Technological University, Singapore
bBeijng Enterprises Holding Maglev Technology Development Company Limited, Beijing
10024, China
¢School of Electrical and Electronic Engineering, Nanyang Technological University,
Singapore

Abstract

An enhanced discrete-time tracking differentiator (TD) with high precision
based on discrete-time optimal control (DTOC) law is proposed. This law
takes the form of state feedback for a double-integral system that adopts the
Isochronic Region approach. There, the control signal sequence is determined
by a linearized criterion based on the position of the initial state point on the
phase plane. The proposed control law can be easily extended to the TD design
problem by combining the first-state variable of the double-integral system with
the desired trajectory. To improve the precision of the discretization model, we
introduced a zero-order hold on the control signal. We also discuss the general
form of DTOC law by analysing the relationship between boundary transfor-
mations and boundary characteristic points. After comparing the simulation
results from three different TDs, we determined that this new TD achieves
better performance and higher precision in signal-tracking filtering and differ-
entiation acquisition than do existing TDs. For confirmation of its utility, we
processed raw phasor measurement units data via the proposed TD. In the ab-
sence of complex power system modelling and historical data, it was verified
that the proposed TD is suitable for applications of real-time synchrophasor
estimations, especially when the states are corrupted by noise.

Keywords: tracking differentiator (TD), discrete-time optimal control
(DTOC), tracking, filtering, differentiation acquisition, estimation.

1. Introduction

Differentiation of signals is commonly applied in control algorithms [1] [2].
For example, one can use the derivative control within a PID controller to
overcome the overshoot of an under-damped second- or higher-order plant [3].
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However, differential signals are prone to noise corruption and usually are not
measurable. Thereofore, they must instead be evaluated by taking an approxi-
mate differentiation of a measurable signal instead [4]. This makes the controller
vulnerable to high-frequency noises. To deal with this, great efforts have been
devoted to designing new differentiators, such as the high-gain observer-based
differentiator [5], linear time-derivative trackers [6], the finite-time-convergent
differentiator [7] and the robust exact differentiator [8] [9] and so forth [10]-[12].

A noise-tolerant time optimal control (TOC)-based tracking differentiator
(TD) was firstly proposed by Han [13] [14]. Here, we provide a brief outline
for constructing that TD. The double-integral system is defined as &7 = xo,
&9 = u, where |u| < r, r is a constant constraint of the control input. The
resulting feedback control law that drives the state from any initial point to the
origin in the shortest time is u = —rsign(zy, —v + %), where v is the desired
value for x1. Using this principle, one can obtain the desired trajectory and its
derivative by solving the following differential equations:

{ 1-)1 = V2,
Uy = —rsign(vy — v + %)
where v; is the desired trajectory and vs is its derivative.

The advantage of this TOC-based TD is that it sets a weak condition on the
stability of the systems to be constructed for TD and requires a weak condition
on the input [15]-[17]. Because most control algorithms are now implemented
in discrete time domain, a closed-form discrete-time optimal control (DTOC)
law is needed for constructing TD with such favourable characteristics. Direct
digitization of a continuous TOC solution proves to be problematic in practice
because of the high-frequency chattering of the control signals. The work of Han
provides an alternative mathematical solution to the DTOC problem, known as
Fhan [18]. Tt was constructed based on an idea that goes back to 1950s: the
concept of isochronous region, for a discrete-time, double-integral plant [19].
Because it introduces a boundary layer around the switching curve of bang-
bang control, Fhan resolves the long-standing issue of chattering in the control
signal of a continuous TOC solution. This characteristic confers an advantage of
smoothness to the DTOC-based TD when compared with a sliding-mode-based
differentiator.

However, the boundary curves of that IR where the control signal takes on
non-extreme values are determined by a nonlinear boundary transformation.
This means taking on a non-extreme value of control signal needs carrying out
a nonlinear boundary transformation operation inside that IR. This gives Fhan
a complex structure with non-linear calculations, including square-root calcula-
tions. Consequently, the precision of a Fhan-based TD in signal-tracking and
differentiation acquisition is affected when using the Euler fold line approach,
where differentiation of a state variable is approximately determined by a rect-
angular formula. In addition, the differential signals “jump” when a simulation
is performed.

To tackle the challenges faced by Fhan-based TD, a new TD based on a
closed-form DTOC law is presented. The main contributions by this work are



two-fold. First, inside the IR where the control signals take on non-extreme
values, we have introduced a linear criterion to determine the control signals
according to the relative position between the initial state and the boundary
characteristic points instead of using a non-linear boundary transformation.
Further, we obtain a general form of DTOC law with which one can flexibly
design a new algorithm by modifying the boundary characteristic points. By
doing so, one can avoid complex calculations resulting from a non-linear bound-
ary transformation. Second, to improve the precision of a TD in signal-tracking
and differentiation acquisition, we have introduced a zero-order hold on the
control signal to enhance the precision of the discretization model.

The rest of paper is organized as follows: the background of TOC for a
continuous-time double-integral system and its problem on direction digitiza-
tion are introduced in Section 2. The construction and discussion on the general
form of DTOC law is presented in Section 3. In Section 4, comparison simula-
tion results among three different TDs are presented to demonstrate the better
performance of the proposed Fhh-based TD in signal-tracking filtering and dif-
ferentiation acquisition, followed by experiment results on processing PMU raw
data from real power systems. Finally, Section 5 concludes the paper.

2. Background

A good review of TOC has been presented by Berkovitz (2013) [20]. In
particular, the TOC of a continuous-time double-integral system is defined as
follows [21]:

iy 1)

Fo =u,lul <r

where z(t) = [z1(t),72(t)]T € R2. The resulting control law that drives any
initial state point to the origin in the minimum time is

u(xy, x9,1) = —rsign(l'(z1, x2)) (2)
where I'(z1,22) = 1 + %fﬂ is the switching curve. Ifwe denote T'(z1,22) as

the time that any state point M (x1,xs) reaches the origin, then,

T(x1,22) = —s+ — x—r + szq (3)

where s = sign(x; +%) For a continuous-time plant (1), we choose T'(x1, x2)

as the Lyapunov function, such that
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Figure 2: Switching curve and the optimal trajectories

Here, T'(x1(t), x2(t)) = —t + T(21(0), 22(0)), which indicates that any state can
reach the origin along the optimal trajectory in finite time. The time contour of
reaching the origin from any initial state is illustrated in Fig. 1. The switching
curve I' = v U~ and the optimal trajectories are shown in Fig. 2.

In theory, this TOC takes on the switching curve as its sliding surface when
the initial state is driven to that curve with an extreme value of the control signal
[12] [23]. Therefore, this TOC method has the following advantages over a linear
controller: 1) the state arrives at the steady state in minimal and finite time;
and 2) superior disturbance rejection robustness against dynamic uncertainties
[24]. It can also be easily extended to the tracking problem by replacing z
and z in (2) with 23 — v and z9 — 0, respectively. Here, v and © are the
desired state trajectories. However, with the rapid development of computer
control technology, most control algorithms are currently implemented within a
discrete-time domain. Direct digitization of the continuous TOC solution has
proven to be problematic in practice because of high-frequency chattering of the
control signals [25].



For driving the initial state back to the origin in the continuous system
described in (1), the control signal switches between its two extreme values
around the switching curve I'(z1,22) in (2). That is, when the initial state is
located over the switching curve, the control signal takes on extreme values, i.e.,
u = —r; otherwise, the control signal takes on u = +r. That signal switches
the sign after reaching the switching curve. For a continuous-time system, the
control signal can switch instantaneously. For a discrete-time system, however,
the process of sign-switching of the control signal occurs within the sampling
period h [18]. During that process, the corresponding state sequences are located
in a certain region (denoted as 1) near the switching curve. The control signals
for the state sequences in the region €2 are determined by a linearized criterion.
Each signal varies from a certain positive (negative) value to a negative (positive)
value when the control signal u passes from one side of the region €2 to the
other. All of the initial state sequences that are outside of the region €2 when
the control signal takes on extreme values, i.e., u = +r or u = —r, are located
at certain curves, referred to as boundary curves I' 4 and I'g, and the region 2 is
surrounded by those curves. All states that correspond to u = 0 then constitute
another curve that is referred to as the control characteristic curve I'c. We will
introduce the above regions and curves in the next section.

3. Discrete-Time Tracking Differentiator

In this section, a new and simple tracking differentiator (TD) with high
precision based on DTOC law is proposed. Precision of the discretization model
is improved by introducing a zero-order hold on the control signal.

3.1. Problem Formulation
Given the double-integral state-space model in (1), we have

t
X(t) = e X () + / A=) Bu(r)dr (4)
to
0 1 0 T 2

where A = L B =1 and X(t) = [z1(t),z2(t)]" € R*. For

discretization of (4), we take t = (k + 1)h, tg = kh and obtain

(k+1)h
X[(k+1)h] = e X (kh) + / eAlFFDR=TI By (7)dr (5)
kh

If we let 7 = kh + o and substitute it into (5), then

(k+1)h
X[(k+ 1)h] = e X (kh) + / A7) Bu(kh + o)do (6)
kh
Furthermore,
h
X[(k:+1)h]:[(1) ?}X(kh)—&-/o [hza]u(kzh—ka)da (7)



Using the Taylor expansion method, we gxpanded the item u(kh+ o) at t = kh
to obtain

u(kh+ o) = 2”: U(i).(kh) +O0(o™th) (8)

7!
i=1

If we let n = 0 and ignore the higher-order terms, then
u(kh + o) =~ u(kh) (9)

Considering the zero-order hold on the control signal, by substituting (9)
into (7), we have

z(k+1) = Az(k) + Bu(k), |u(k)| <r (10)

1 h h?/2
where A = 0 1 ,B= S
here is to derive a TOC law directly within a discrete-time domain. That
problem is defined as follows:

DTOC Law: Given the system (10) and its initial state 2(0), we can deter-
mine the control signal sequence, u(0), u(1), ..., u(k), such that the state z(k)
is driven back to the origin in a minimum and finite number of steps, subject
to the constraint of |u(k)| < r. That is, finding u(k*), |u(k)] < r, such that
k* = min {k|z(k + 1) = 0}.

For a discrete-time system, the state is measured only at the sampling in-
stant, t = kh, where h is the sampling period. If we treat the measurement,
x(kh), as though it were an initial condition, x(0), then all we need to find is
u(0), as defined by DTOC Law at each sampling instant. This is repeated
until the state reaches the origin.

and x(k) = [11(k), 22(k)]T. The objective

] hes¢] in.

The proposed DTOC law is based on IR, which is referred to as the G(k)
approach. There, G(k) denotes the set of states that, for any initial state in-
side a specific IR, at least one admissible control sequence exists, i.e., u(0),
u(1),...,u(k), that makes the solution of (10) satisfy z(k+ 1) = 0. Note that the
IR grows in volume as k increases, i.e., G(k — 1) € G(k). The basic idea in de-
riving the DTOC law is to identify a control signal sequence for any x(0) € G(k)
and z(0) ¢ G(k—1), such that the next state x(1), calculated from the discrete-
time double-integral system, satisfies 2(1) € G(k — 1). This process is divided
into two tasks:

1. Determine the boundary curves (I'y and I'p) of IR by connecting the
points of G(k) to form the Region €, as well as the control characteristic curve
(T¢), from which the state can be driven back to the origin in finite steps;

2. For any given initial condition z(0) € © or z(0) ¢ €2, find the correspond-
ing control signal sequence as a function of z(0).
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3.2. Determination of Boundary Curves and Control Characteristic Curve

As mentioned above, all initial state sequences outside the region 2 when
the control signal takes on extreme values, i.e., u = +r or u = —r, are located
at certain boundary curves 'y and I'g that surround the Region Q. All states
corresponding to v = 0 constitute the control characteristic curve I'c.

Boundary curves (I'4 and I'g) for the IR are then determined by connecting
the points of G(k) to form the Region Q as well as I'c.

For any initial state sequence, at least one admissible control sequence, 1(0),
u(1), ..., u(k) can make the solution of (10) satisfy (k + 1) = 0. Under initial
condition z(0), that solution is

k
a(k+1) = A" 12(0) + > A Bu(i) (11)
1=0

where x(0) = [21(0),22(0)]7 and i = 0,1,2, ..., k. Therefore, z(k + 1) = 0 and
the initial condition satisfies

k
2(0) = =Y A7 Bu(i) (12)
1=0

Based on ghis state back-stepping approach above, we can then determine I' 4,
I'p, and ' as follows.

For any initial state located above the switching curve and entered into the
region (2, we might suppose that the control signal sequence in the first step

takes on u(0) = —ayr, where o is a variablezand from the second step on, the
control sequence takes on u(i) = +ri =1,2,...,k. According to (12), we obtain:
21(0) ] _ [ RPr(-%+5+5k+1) (13)
x2(0) hr(ar — k)
Simplifying 2(0) into = and eliminating the variable k, we get
2
1
] — ;U—i + hza(ag +1) — %Nﬂ =0 (14)

Similarly, for any initial state located above the switching curve and entered
into the region (2, we gan suppose that the control signal sequence in the first
step takes on u(0) = +ayr, where o is a variable, and from the second step on,

the control sequence takes on u(i) = —r ¢ = 1,2, ..., k. Therefore,
21(0) — hzr(% - % o %(k +1)) (15)
x2(0) hr(—aq + k)
Simplifying 2(0) into 2 and eliminating the variable k, we have
2
1
T + % + hazg(ar +1) + %Nﬂ =0 (16)
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Figure 3: Illustrations of T'4, I'g, I'c and the region .

Furthermore, according to (8) and (10), we have
T| 72| o (a1 +1)

xr1 + B

+ hzo(ag + 1) + rh?sign(zy) =0 (17)

r
The boundary curves and the control characteristic curve depend upon the
value of the control signal sequence in the first step, that is, the value of «;.

When a; = —1, then boundary curve I'4 is z; + % = 0. When a; =0, we

obtain the control characteristic curve I'c : 21 + %ﬁ‘?l +hxo = 0. When a1 =1,
the boundary curve I'p is x1 + %ﬁfz‘ + 2hxy + rh?sign(zs) = 0.

Those two boundary curves in the region €2, as well as the control character-
istic curve, are determined by the state back-stepping method. They are shown
on the phase plane in Fig. 3.

8.8. Construction of the DTOC Law

Hsing the boundary curves, the control characteristic curve, and the re-
gions described above, we can then construct the DTOC law. As shown in
Fig. 3-, we assume that, for any initial state M (x1,23) in the fourth quadrant
(x1 > 0,22 < 0), there is an auxiliary line xs = x2(M) that intersects with the
boundary curves and the control characteristic curve at points A, C, and B (in
the direction of xl)A. Their x-axis values x4, g, and x¢c are

TA= 5,
g = 5% + 2h|xa| + h3r (18)
— I3

re = 52 + hlxs]

For any initial state M (z1,x2) satisfying 1 < 4 or z; > xp, the control
signal is taken as u = +r or u = —r. For any initial state M (x1,x2) that
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satisfies x1 € [z 4, 2¢], the control signal can be determined as follows:

u = —rasign(zs) (19)

ﬁ' For any initial state M (z1,x2) satisfying x; € [z, zg], the

control signal is calculated as:

where o« =

u = rfsign(xs) (20)

where 3 = ﬁ When the initial state M (x1,x2) is in the second quadrant,
the control signal sequence can be constructed similarly.

However, when the initial state M (z1,22) (located outside the region )
is in the first or third quadrant, are-two different cases exist for choosing the
control signal: (i) when M (z1,22) cannot be driven back to the origin within
two steps, that is, the initial state does not satisfy the condition 23 +z3 = 0, let
u = —rsign(x; + hxs); or (ii) when M (z1,22) can be driven back to the origin
within two steps, the initial state x(0) and the corresponding control signal
sequence satisfy (12), i.e.,

x1(1) = 21(0) 4 ha2(0) + $h%u(0)
22(1) = 22(0) + hu(0)
21(2) = x1(1) + hao(1) + 5h%u(1)
22(2) = x2(1) + hu(1).

The corresponding control signals are derived as follows:

U(O) — _2$1(0);;l32hw2(0)
(21)
U(l) _ _2x1(1);;132hx2(1).

The region in which any z(0) can be driven back to the origin within two
steps, denoted as s (see Fig.4), is surrounded by two pairs of parallel lines
221 + hxe = £2h%r and 2x1 + 3hxs = £h%r.

Thus, any initial state M (x1,x2) on the x; — x5 plane can be driven back
to the origin in a minimum and finite number of stepsaeceordingto the control
signal sequence above. The complete DTOC law is then presented as follows:

Step 1: Setting y; = 221 + 3hxa,yo = 271 + hao, if |y1]| > 2h%r or |yo| >
2h2r, then M (z1,22) cannot be driven back to the origin within two steps, i.e.,
M(x1,x2) & Qa, go to next step; otherwise, go to Step 5;

Step 2: If the initial state M (x1,x2) satisfies z129 > 0 and M (x1,x2) &

Qo U Q, then the control signal takes on u = —rsign(x; + x2);
2
Step 3: Determine the boundary of the region €, ie., 4 = %, rg =

% + 2h|xy| + h%r and ¢ = ‘;—é + h|zal;

Step 4: If |z1| > xp, then the control signal takes on u = —rsign(zy); if
|z1] < x4, then the control signal takes on w = rsign(z1); if 1 € [ra,2z¢],
the control signal takes on v = —rasign(zs); if 1 € [zo,zp], we have u =
+rpsign(zz), where a = 2¢= and = =12
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2x +hx, = 2h°r

B TE~ )
2x, + hx, =2h°r

Figure 4: Illustration of Q3.

Step 5: If the initial state M (x1,x2) € 9, then the control signal takes on
u(i) = W, where ¢ = 0, 1;

Step 6: The algorithm ends.

FErom the deduction above, we then-obtain the mathematical derivation of a
closed-form DTOC law (DTOC Law) as a function of z1, x9, , and h, denoted
as u(k) = Fhh(xz1(k), z2(k), 7, h).

Remark 1: Unlike the well-known bang-bang control for continuous-time
plants, this closed-form time optimal control applies to discrete-time plants.
The closed-form non-linear state feedback clearly demonstrates that TOC in
discrete time is not necessarily bang-bang control, i.e., the control signal does
not always take on extreme values. In fact, this characteristic makes our new
control law advantageous infieldsof engineering because it resolves the long-
standing issue of chattering in the control signal. Therefore, our new approach
can be used to design controllers, observers, and exact differentiators.

8.4. Discussion on General Form of DTOC Law

The traditional DTOC law (Fhan) of the TD is determined by comparing
the position of the initial state with the IR through non-linear boundary trans-
formation functions. In contrast, our proposed DTOC law (F'hh) is created by
the boundary curves, a control characteristic curve, and three corresponding
boundary characteristic points (24, g, and z¢). This produces a one-to-one
correspondence between boundary transformation functions and boundary char-
acteristic points. Therefore, obtaining the general form of DTOC laws can be

accomplished flexibly by msing medified points.

10
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According to [11], the boundary functions of Fhan are
z2 + 5(1/0?h2r? + 8rly| — ¢hr)sign(y) = dhr
zs + 2(\/92h2r2 + 8rly| — phr)sign(y) = —phr (22)

y=2z1 + Azx2,0=1.0,A=1.0

Using the boundary transformation method, we gehieve the corresponding
boundary characteristic points as follows:

2
a4 =32+ Shlzs

2r
g = ‘;—2 + Sh|zo| + B2 (23)
e = 32 + Shlzs|.

For the proposed Fhh law, the boundary characteristic points are

TraA = %
2
g = 32”—2 + 2h|xo| + h2r (24)

ro = 52 + hlxs

The boundary functions of that law are presented as follows:

z2 + 5(\/0*h2r? + 8rly| — ¢hr)sign(y) = dhr
o+ 5(V/67h2r? + 8rly| — dhr)sign(y) = —ghr (25)

y=x1+ A2, =05,1=0.5

From this analysis, we gan conclude that the boundary transformation of
DTOC law is not unique. The switching curve of the proposed DTOC law is
the same as the switching curve identified in the continuous-time case, which
implies that the Fhan law is not an optimal algorithm as claimed. In fact,
many different types of tracking differentiators are possible based on various
boundary transformations. For example, one can easily obtain other DTOC laws
by modifying the boundary characteristic points, which then result in different
precision in signal tracking and differentiation acquisition. Because of this, the
range of laws might simply be considered yariants of each other.

4. Numerical Simulations and PMU data Processing

We ran numerical simulations to compare the performance of the proposed
differentiator with that of the existing ones for signal-tracking filtering and
differentiation acquisition. We also conducted experiments using this model-
free TD to filter and estimate phasor measurement unit (PMU) data from the
field.

11
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Based on the control law F'hh, we constructed the following TD:
u(k) = Fhh(z1(k) — v(k),zo(k), T, coh)

z1(k 4+ 1) = 21(k) + hao(k) + 2h2u(k) (26)

xo(k + 1) = zo(k) + hu(k)

where r is the quickness factor, ¢ is the filtering factor, A is the sampling period,
and v is the given signal.

4.1. Comparison Simulations
DI. Tracking differentiator based on Fhan [13].

u(k) = Fhan(xz1 (k) — v(k), z2(k),r, coh),
z1(k+ 1) = z1(k) + hao(k),

xo(k + 1) = xo(k) + hu(k), |u(k)| < r
DII. Tracking differentiator based on F'td [11].

u(k) = Ftd(z1(k) — v(k), z2(k),r, coh)
a:l(k; + 1) = l‘l(k}) + h.l?g(k‘)

za(k +1) = wa(k) + hu(k), [u(k)| <7
DIII. Tracking differentiator based on Fhh.

u(k) = Fhh(z1(k) — v(k),z2(k),r, coh)
z1(k 4+ 1) = 21(k) + has(k) + $h2u(k)

xo(k + 1) = x2(k) + hu(k), |u(k)] < r

For these simulations, we selected the step function and sinusoidal signal as
our input signal sequences, setting the same initial value (z1(0) = 0, 22(0) = 2)
for all of the simulations. For the three differentiators, we also set the same
parameters: sampling period, A = 0.005s; quickness factor, ro = 500; and
filtering factor, co = 5. We then plotted the results after comparing the signal-
tracking filtering and differentiation acquisition.

Figures 5 7 and 8 revealed that, three different TDs could quickly track the
input signals without overshooting and chattering. Our proposed Fhh-based TD
proved to be the most rapid in signal-tracking. As shown in Figures ,6 9 and
10, although the Fhan-based TD was, to some extent, capable of producing
good differential signals, some intermittent jumps occurred in differentiation
acquisition. In contrast, the proposed Fhh-based TD avoided such jumps and
obtained the highest precision of differential signals within the shortest time.

12
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To quantify the differences among these differentiators, settling time (3%),
steady-state error and the RMS error are used as criteria for comparison, as
shown in Table 1. In the table, the letter “T” stands for signal tracking while
the letter “D” represents differentiation acquisition.

Table 1: Comparison of results among Fhan, Ftd, and Fhh

Algorithm Tnput Settling Time (3) Steady-state error (rev) RMS crror (rad)
Fhan 0.015(T),0.018(D) 1.87 x 10 2(T),2.45 x 10~ 2(D) 0.236(T),0.265(D)
Ftd step function 0.015(T),0.018(D)  1.83 x 10~ 2(T),2.41 x 10~ 2(D)  0.233(T),0.261(D)
Fhh 0.012(T),0.016(D)  3.45 x 10~ 3(T),3.67 X 10-3(D)  0.114(T),0.118(D)
Fhan 0.02(T),0.03(D) 0.025(T),0.088(D) 0.323(T),0.378(D)
Ftd sinusoidal signal  0.018(T),0.028(D) 0.023(T),0.086(D) 0.322(T),0.376(D)
Fhh 0.01(T),0.02(D) 0.018(T),0.065(D) 0.265(T),0.286(D)

The data displayed in Table1 indicated that, based on discrete-time opti-
mal control, the tracking differentiator DIII achieved better performance and
higher precision in signal-tracking filtering and differentiation acquisition when
compared with the other two differentiators.

4.2. PMU data Processing

A real-time, accurate state estimation (SE) is crucial if we are to enhance
the effectiveness of system utilization, ensure the security of supply, and prevent
blackouts [26]. Driven by these concerns, an increasing number of PMUs are
being deployed in power systems. These devices collect accurate and synchro-
nized voltage/current phasors, making them capable of directly measuring the
power-system state [27]. Here, we used real-time PMU data to compare SE
filtering between our proposed discrete TD and the Fhan-based TD.

The raw data, including current and voltage phasors, were recorded during
normal operations at a 20-KV power plant in Jiangsu Province, China. The
sampling frequency was 4960 Hz. For this processing, we set the same param-
eters for both TDs: sampling period, h = 0.001s; quickness factor, ry = 800;
and filtering factor, ¢ = 8. The raw PMU data and, corresponding processing
results are plotted in Fig. 11. From Fig. 11, we can see that, by using the
proposed TD, the SE filtering output was more effective and performance was
better than the Fhan-based TD.

14


kevin
Inserted Text
the 

kevin
Comment on Text
reduce space using Fig.~11

kevin
Comment on Text
Recude space


From Fig. 11, we can see that using-the proposed TD can pbtain effective
state estimation filtering output and perform better than Fhan based TD.

5. Conclusions

We proposed a generalized discrete-time optimal control law-based track-
ing differentiator that incorporates a zero-order hold on the control signal to
improve the precision of the discretization model. This closed-form, nonlinear
state feedback clearly demonstrates that time optimal control in discrete time is
not necessarily bang-bang control. Therefore, that characteristic makes the new
control law advantageous in engineering applications. Based on boundary trans-
formation analysis, we determined that this proposed DTOC law is a general
one, which suggests that one can easily construct other DTOC laws with differ-
ent features if the boundary characteristic points-are-meodified. Our numerical
simulation results indicated that, when compared with two existing differen-
tiators, the proposed TD achieves better performance and higher precision in
signal-tracking filtering and differentiation acquisition. Using the proposed TD
to filter the PMU data, we showed thatthis—method is promising for realiz-
ing real-time synchrophasor estimation applications. Future work will include
precision analysis gmeng various TDs, estimation of the convergence time of
different DTOC laws, and assessing the robustness of finite-time or ultimate
boundedness for a class of perturbations.
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