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Abstract

Due to the evolving nature and the complicated coupling relationship of power system compo-

nents, it has been a great challenge to identify the disruptive contingencies that can trigger cascading

blackouts. This paper aims to develop a generic approach for identifying the initial disruptive contin-

gencies that can result in the catastrophic cascading failures of power systems. The problem of con-

tingency identification is formulated in the mathematical framework of hybrid differential-algebraic

system, and it can be solved by the Jacobian-Free Newton-Krylov method, which allows to circum-

vent the Jacobian matrix and relieve the computational burden. Moreover, an efficient numerical

algorithm is developed to search for the disruptive contingencies that lead to catastrophic cascading

failures with the guaranteed convergence accuracy in theory. Finally, case studies are presented to

demonstrate the efficacy of the proposed identification approach on the IEEE test systems by using

different cascade models.
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1 Introduction

The recent years have witnessed several large blackouts in the world such as Pakistan Blackout in January

2015 [1], Turkey Blackout in March 2015 [2], Canada Blackout in September 2016 [3], Brazil Blackout

in March 2018 [4], and London Blackout in August 2019 [5], to name just a few. These blackouts have

left millions of residents without power supply and caused huge financial losses [6]. In such catastrophe

events, the initial disruptive contingencies (e.g. tree contact [7], flashover [8], equipment faults [9], etc)

play a crucial role in triggering the cascading outage of power systems. Thus, it is vital to identify the

initial disruptive contingencies that cause the catastrophic cascading failure so that remedial actions can

be taken in advance to prevent the blackout [10].

To identify disruptive contingencies for catastrophic cascading failures, it is crucial to make practical

cascading failure models of power systems and develop the effective identification approaches. So far,

both the DC power flow model and the AC power flow model with transient process have been devel-

oped to describe the power system cascades [11, 12]. In addition, multiple identification approaches are

proposed to search for critical branches or initial malicious disturbances that can cause the large-scale

disruptions of power grids [13, 14, 15, 16, 17, 18, 19]. For instance, some approaches are proposed to

identify the collections of n−k contingencies via the event trees [13], line outage distribution factor [14]

and other optimization techniques [15, 16, 17]. These approaches are not efficient to identify the large

collections of n− k contingencies that result in cascading blackouts. To deal with this issue, a “random

chemistry” algorithm is designed with a relatively low computational complexity [18]. It is worth point-

ing out that these approaches focus on the direct branch outage as the disruptive contingencies without

taking into account the continuous change of branch admittance caused by disruptive contingencies. In

practice, many factors (e.g. temperature, short circuit, poor contactor, etc) may lead to the continuous

changes of branch admittance [20]. By treating the contingencies as the control inputs, an optimal control

approach is adopted to identify the disruptive contingencies, and it allows to determine the continuous

changes of branch admittance in addition to direct branch outages [19]. Nevertheless, the above optimal

control approach is only applied to the DC power flow models, and it can not deal with the AC power

flow models with transient process. For this reason, it is necessary to develop a generic approach that

can be applied to both the DC power flow models and the AC power flow models with transient process

to characterize real physical characteristics of power system cascades. Moreover, the proposed approach

is required to identify disruptive contingencies that give rise to the continuous changes of branch admit-

tance in addition to the direct branch outages.

Therefore, this work takes a first step towards a generic approach for identifying disruptive contin-
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gencies that cause the catastrophic cascading failures in power systems. Compared to existing work, the

main contributions of this work are highlighted as follows

1. Propose a mathematical formulation of power system cascades that can allow for complicated

intrinsic dynamics and various contingencies.

2. Develop a numerical algorithm based on the Jacobian-Free Newton-Krylov method for identifying

catastrophic cascading failures in large-scale power systems with the guaranteed performance in

theory.

3. Provide the insight into the real-time protection of power grids with the aid of various power

system devices.

The remainder of this paper is organized as follows. Section 2 presents a general mathematical

model of cascading failures and optimization formulation, followed by the numeric solver and theoretical

analysis in Section 3. Next, case studies on the validation of the proposed approach are given in Section

4. Finally, we conclude the paper and discuss future work in Section 5.

2 Formulation of Contingency Identification for Power System Cascades

During the cascades, the initial disruptive contingency can result in the change of branch impedance or

the direct branch outages. This may wake hidden failures of power grids or cause situational awareness

errors of operators, and thus aggravate the stresses of power networks. If the stresses are not relieved,

it will give rise to more branch outages and trigger protective actions (e.g., load shedding and generator

tripping). In the worst case, the above chain reactions end up with the catastrophic cascading failures (see

Figure 1). This section aims to formulate the problem of identifying the above catastrophic cascading

failures of power grids. First of all, a general mathematical model is introduced to characterize the prac-

tical cascading failure of power grids subject to various disruptive contingencies. Then an optimization

formulation is proposed to search for the disruptive contingencies, followed by the necessary conditions

of the proposed optimization problem.
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Figure 1: Cascading failure process of power grids [21].

2.1 Mathematical model of power system cascades

The cascading failure process of power systems can be modeled as a system of hybrid differential-

algebraic equations [11]. 
ẋ = f (t,x,y,θ)

0 = g(t,x,y,θ)

0 > h(t,x,y,θ)

(1)

where x denotes a vector of continuous state variables subject to differential relationships, and y rep-

resents a vector of continuous state variables under the constraints of algebraic equations. In addition,

θ refers to a vector of discrete binary state variables (i.e., θi ∈ {0,1}). The system of hybrid differ-

ential algebraic equations contribute to a general mathematical framework to describe the complicated

process of cascading failures as well as various contingencies. The differential equations in the system

(1) characterize the dynamic response of machines, governors, exciters and loads in power grids. The

algebraic components mainly describe the AC power flow equations, and the inequality terms reflect the

discrete events (e.g., the automatic line tripping by protective relays, manual operations, lightning, etc)

during cascading failures. The discrete events refer to the branch outages in power systems. In practice,

the structure of power grids (e.g., network topology, component parameters) is affected once a discrete

event occurs. Thus, the discrete events directly influence the dynamic response of relevant devices and

power flow distribution. To incorporate the effect of discrete events at time instants tk, the time axis is
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divided into a series of time intervals [tk−1, tk), k ∈ Im = {1,2, ...,m}. At each time interval, the set of

differential-algebraic equations is solved using the updated parameters and initial conditions of power

system model due to discrete events. By solving the system (1) in each time interval, the vectors of state

variables x and y at the terminal of each time interval can be obtained by xk = F(tk,xk−1,yk−1,θk−1)

yk = G(tk,xk−1,yk−1,θk−1)
(2)

where xk = x(tk), yk = y(tk) and θk = θ(tk), k ∈ Im. And the iterated functions F and G characterize the

discrete-time evolution of state variables xk and yk, respectively. Equation (2) enables us to implement

the numerical algorithm for identifying the disruptive contingencies.

2.2 Optimization formulation for identifying disruptive contingencies

The cascading blackouts may result in the large disruptions of power systems and paralyze the service of

power supply. The objective of this work is to search for the initial disruptive contingencies that cause

the catastrophic cascading failures. In theory, the problem of identifying initial disruptive contingencies

can be formulated as

min
δ∈Ω

J(δ ,xm,ym)

s. t. xk = F(tk,xk−1,yk−1,θk−1)

yk = G(tk,xk−1,yk−1,θk−1), k ∈ Im

(3)

where δ denotes the disruptive contingencies that cause the changes of state variables x, y or θ in the

initial time interval [t0, t1). It can describe both single disturbance and multiple disturbances as the ini-

tial contingency. And Ω represents the set of n physical restrictions on initial contingencies, which

can be described as
⋂n

i=1{δ | vi(δ ) ≤ 0} with the inequality constraints vi(δ ) ≤ 0. For simplicity, it

is assumed that the triggering event or initial contingency occurs at time τ ∈ [t0, t1). Then we have

(x(τ+),y(τ+),θ(τ+)) = Γ(x(τ),y(τ),θ(τ),δ ), and the function Γ characterizes the effect of the contin-

gency δ on the state variables at time τ .

The objective function J(δ ,xm,ym) quantifies the disruptive level of power grids at the end of cascad-

ing failures. A smaller value of J(δ ,xm,ym) indicates a worse disruption of power grids due to cascading

blackouts. In practice, the objective function is designed according to the definition of catastrophic cas-

cading failure. For example, if the connectivity of power networks is concerned, it can be designed as

J(δ ,xm,ym) = ‖Y m
p ‖2, where Y m

p denotes the vector of branch admittance at the end of cascades. A small-

er value of ‖Y m
p ‖2 indicates a worse connectivity of power networks. If the disruption level of cascades is

5



characterized by the power flow, it can be designed as J(δ ,xm,ym) = ‖Pm
e ‖2, where Pm

e denotes the vector

of power flow on branches at the end of cascades and it is related to Y m
p and Pm. A smaller value of ‖Pm

e ‖2

implies a weaker transmission capability of power flow. It follows from the Karush-Kuhn-Tucker (KKT)

conditions that the necessary conditions for optimal solutions to Optimization Problem (3) is presented

as follows [22].

Proposition 2.1. The optimal solution δ ∗ to the Optimization Problem (3) with the multipliers µi, i ∈ In

satisfies the KKT conditions

∇J(δ ∗,xm,ym)+
n

∑
i=1

µi∇vi(δ
∗) = 0

vi(δ
∗)+ω

2
i = 0

µi · vi(δ
∗) = 0

µi−σ
2
i = 0, i ∈ In

(4)

where ωi and σi, i ∈ In are the unknown variables.

Proof. The KKT conditions for Optimization Problem (3) are composed of four components: stationary,

primal feasibility, dual feasibility and complementary slackness. Specifically, stationary condition allows

us to obtain

∇J(δ ∗,xm,ym)+
n

∑
i=1

µi∇vi(δ
∗) = 0, (5)

where

Ω =
n⋂

i=1

{δ | vi(δ )≤ 0}. (6)

Moreover, the primal feasibility leads to gi(δ )≤ 0, i∈ In, which can be converted into equality constraints

vi(δ
∗)+ω

2
i = 0, i ∈ In (7)

with the unknown variables ωi ∈ R. Further, the dual feasibility corresponds to µi ≥ 0, which can be

replaced by

µi−σ
2
i = 0, i ∈ In (8)

with the unknown variables σi ∈ R. Finally, the complementary slackness gives

µi · vi(δ
∗) = 0, i ∈ In (9)

This completes the proof.
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Remark 2.1. To reduce the computational burden, the gradient ∇J(δ ∗,xm,ym) can be approximated by

∇J(δ ,xm,ym)|δ=δ ∗ =
∂J(δ ,xm,ym)

∂δi
|δ=δ ∗ ∈ Rdim(δ )

≈ J(δ ∗+ξ ei,xm,ym)− J(δ ∗,xm,ym)

ξ

(10)

with a sufficiently small ξ and the unit vector ei with 1 in the i-th position and 0 elsewhere. And the

symbol dim(δ ) denotes the dimension of the variable δ . By selecting a different unit vector ei, Equation

(10) can provide the gradient of objective function with respect to a different disturbance.

The continuous variable δ in the optimization problem (3) denotes the change of state variables of

power systems caused by the initial disruptive contingencies. Essentially, θ is not an independent binary

variable, and it is actually dependent on the continuous state variables x and y. In other words, θ is the

function of x and y, and the optimization problem (3) is actually related to the continuous state variables.

Thus, the KKT conditions are applicable to the optimization problem (3), and the non-continuity caused

by θ can be handled by the Jacobian-Free Newton-Krylov (JFNK) method, as presented in the next

section.

3 Numeric Solver for Identifying Disruptive Contingencies

This section presents the numerical algorithm based on JFNK method to identify the disruptive contin-

gencies for catastrophic cascading failures. The JFNK method is introduced in the first place with the

estimation of numerical error, followed by the corresponding numerical algorithm and theoretical results.

During the cascades, the branch outages result in the noncontinuous change of state variables in

power systems, which makes it infeasible to directly compute partial derivatives for identifying the initial

disruptive contingencies by the Jacobian matrix based methods [23]. For this reason, the Jacobian-Free

Newton-Krylov method is employed to solve the system of nonlinear algebraic equations (4) without

computing the Jacobian matrix. It also enables us to identify the catastrophic cascading failures caused

by the continuous changes of branch admittance in addition to the direct branch outages. To facilitate the

analysis, the system (4) can be rewritten in matrix form as follows

S(z) = 0, (11)

where the unknown vector z is composed of δ ∗, µi, ωi, σi, i ∈ In. And 0 refers to a zero vector with the

proper dimension. To obtain the iterative formula for solving (11), the Taylor series of S(z) at zs+1 is

computed by

S(zs+1) = S(zs)+J(zs)(zs+1− zs)+O(∆zs) (12)
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with ∆zs = zs+1− zs. By neglecting the high-order term O(∆zs) and setting S(zs+1) = 0, we obtain

J(zs) ·∆zs =−S(zs), s ∈ Z+ (13)

where J(zs) represents the Jacobian matrix and s denotes the iteration index. Equation (13) is used to

obtain the iteration increment for numerical algorithm to solve the equation (11). Note that the Jacobian

matrix J is different from the objective function J in the optimization problem (3). Thus, solutions to

Equation (11) can be approximated by implementing Newton iterations zs+1 = zs +∆zs, where ∆zs is

obtained by Krylov methods. The details of Krylov methods to compute ∆zs are elaborated as follows.

First of all, the Krylov subspace is constructed by

Ki = span
(
rs, J(zs)rs, J(zs)2rs, ..., J(zs)i−1rs) (14)

with rs = −S(zs)−J(zs) ·∆zs
0, where ∆zs

0 is the initial guess for the Newton correction and is typically

zero [24]. Actually, the optimal solution to ∆zs is the linear combination of elements in Krylov subspace

Ki

∆zs = ∆zs
0 +

i−1

∑
j=1

λ j ·J(zs) jrs, (15)

where λ j, j ∈ {1,2, ..., i− 1} is obtained by minimizing the residual rs with the Generalized Minimal

RESidual (GMRES) method, and ∆zs is subject to the constraint ‖∆zs‖≤ c [25]. In other words, Equation

(15) allows to compute the iteration increment for solving Equation (11) with the minimum residual. In

addition, the matrix-vector products in (15) can be approximated by

J(zs)rs ≈ S(zs + εrs)−S(zs)

ε
, (16)

where ε is a sufficiently small value [26]. In this way, the computation of Jacobian matrix is avoided

via matrix-vector products in (16) while solving Equation (11). The accuracy of the forward difference

scheme (16) can be estimated by the following proposition.

Proposition 3.1. ∥∥∥∥S(zs + εrs)−S(zs)

ε
−J(zs)rs

∥∥∥∥≤ ε‖rs‖2

2
sup

t∈[0,1]
‖S(2)(zs + tεrs)‖ (17)

where S(2)(z) denotes the second order derivative of S(z) with respect to the unknown vector z.

Proof. It follows from NR 3.3-3 in [27] that

S(zs + εrs)−S(zs)

ε
−J(zs)rs =

∫ 1

0
ε(1− t)S(2)(zs + tεrs)rsrsdt (18)
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which implies∥∥∥∥S(zs + εrs)−S(zs)

ε
−J(zs)rs

∥∥∥∥= ∥∥∥∥∫ 1

0
ε(1− t)S(2)(zs + tεrs)rsrsdt

∥∥∥∥
≤ ε

∫ 1

0
(1− t)

∥∥∥S(2)(zs + tεrs)rsrs
∥∥∥dt

≤ ε

∫ 1

0
(1− t)‖S(2)(zs + tεrs)‖ · ‖rs‖2dt

≤ ε sup
t∈[0,1]

‖S(2)(zs + tε · rs)‖ · ‖rs‖2
∫ 1

0
(1− t)dt

=
ε‖rs‖2

2
sup

t∈[0,1]
‖S(2)(zs + tεrs)‖

(19)

The proof is thus completed.

Remark 3.1. The choice of ε greatly affects the accuracy and robustness of the JFNK method. For the

forward difference scheme (16), ε can be set equal to a value larger than the square root of machine

epsilon to minimize the approximation error [28].

The JFNK method enables us to develop an efficient numerical algorithm for identifying disruptive

contingencies, and Table 1 elaborates on the Contingency Identification Algorithm (CIA) based on the

JFNK method. Before running the CIA, the initial values for some variables are specified as follow:

δ = l = 0, εmin, ε0 with the condition εmin < ε0, and the maximum iterative step lmax. Then the JFNK

method is employed to obtain the optimal disturbance δ ∗ and the cost J(δ ∗,xm,ym) from Step 4 to

Step 16. Specifically, the residual rs is calculated in each iteration in order to construct the Krylov

subspace Ki. For elements in Ki, the matrix-vector products are approximated by Equation (16) without

forming the Jacobian. Next, the term ∆zs for Newton iterations is obtained via the GMRES method

[25]. The tolerance εs and step number s are updated after implementing the Newton iteration for zs.

Afterwards, a new iteration loop is launched if the termination condition εs ≤ εmin fails. After adopting

the JFNK method, a disturbance value δ ∗ in (4) is saved if it results in a worse cascading failure (i.e.,

J(δ ∗,xm,ym)< J(δ ,xm,ym)). The above process does not terminate until the maximum iterative step lmax

is reached. For the assessment of the proposed CIA, it is important to roughly estimate the convergence

accuracy of δ ∗ according to the following theoretical results.

Proposition 3.2. With the CIA in Table 1, the increment ∆δ is upper bounded by

‖∆δ‖ ≤ εmin ·
(
‖z0‖+ c · smax

)
, (20)

where z0 denotes the initial value for the unknown vector z in the numerical algorithm, and smax refers

to the maximum iteration steps.
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Table 1: Contingency Identification Algorithm.

Initialize: lmax, εmin, ε0, and l = 0, δ = 0

Goal: δ and J(δ ,xm,ym)

1: while (l < lmax)

2: s = 0

3: while (εs > εmin)

4: Calculate the residual rs =−S(zs)−J(zs) ·∆zs
0

5: Construct the Krylov subspace Ki in (14)

6: Approximate J(zs) jrs in (15) using (16)

7: Compute λ j in (15) with the GMRES method

8: Compute ∆zs with (15)

9: zs+1 = zs +∆zs

10: εs+1 = ‖∆zs‖/‖zs‖

11: s = s+1

12: end while

13: Update δ ∗l and J(δ ∗l ,xm,ym)

14: if
(
J(δ ∗l ,xm,ym)< J(δ ,xm,ym)

)
15: δ = δ ∗l

16: end if

17: l = l +1

18: end while
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Proof. According to the CIA, we have the following inequality

‖∆zs‖
‖zs‖

≤ εmin (21)

after adopting the JFNK method. In addition, it follows from the updating law zs+1 = zs +∆zs that

zs = z0 +∑
s−1
i=0 ∆zi, which allows us to obtain

‖∆zs‖ ≤ εmin · ‖zs‖

= εmin ·

∥∥∥∥∥z0 +
s−1

∑
i=0

∆zi

∥∥∥∥∥
≤ εmin ·

(
‖z0‖+

s−1

∑
i=0
‖∆zi‖

)
≤ εmin ·

(
‖z0‖+ c · smax

)
,

(22)

due to ‖∆zs‖ ≤ c and s≤ smax. Moreover, it follows from ‖∆δ‖ ≤ ‖∆zs‖ that we have

‖∆δ‖ ≤ εmin ·
(
‖z0‖+ c · smax

)
, (23)

which completes the proof.

Remark 3.2. According to the CIA in Table 1, the value of cost function J(δ ∗,xm,ym) decreases mono-

tonically as the iteration step lmax increases. Considering that J(δ ∗,xm,ym) is normally designed to have

a lower bound (i.e., J(δ ∗,xm,ym) ≥ 0), J(δ ∗,xm,ym) converges to a local minimum, and this enables us

to obtain the most disruptive contingency δ ∗.

Remark 3.3. The time efficiency of Krylov subspace method is mainly related to the dimension of the

system (4) instead of the size of power systems. Note that the dimension of the system (4) is constant

and it does not depend on the size of power systems. Thus, Krylov subspace method is applicable to the

problem of identifying the contingencies in large-scale power systems.

4 Case Study for Validating the Proposed Approach

In this section, both the DC power flow model and the AC power flow model with transient process

are adopted to validate the proposed identification approach. First of all, a DC power flow model is

introduced to characterize the branch outage sequence of power grids with flexible alternating current

transmission system (FACTS) devices, high-voltage direct current (HVDC) links and protective relays.

The mathematical descriptions of these components are presented in the Appendix. Then the CIA in
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Table 1 is implemented to search for the disruptive contingencies on selected branches of IEEE 118 Bus

System [29]. Moreover, the statistical analysis is conducted to investigate the effect of random factors

on the identification of disruptive contingencies. The DC power flow model allows us to investigate the

effect of time delay of protective relays on cascading failures.

Besides the DC power flow model, dynamical simulations are also performed using the Cascading

Outage Simulator with Multiprocess Integration Capabilities (COSMIC) model. The COSMIC model

takes into account the AC power flow, transient process, multiple types of load models, the generator

dynamics described by differential equations, and practical protective relays for stress mitigation [11].

Disruptive contingencies are identified by the CIA on the IEEE 39 Bus System. Matlab codes for nu-

merical simulation on both cascade models are available [30, 31].

4.1 Cascade model based on the DC power flow

The DC power flow model is adopted to describe the cascading failure process of power transmission

system. When power systems are subject to the disruptive contingencies, the FACTS devices adjust the

branch admittance to balance the power flow for relieving the stresses. If the stresses are not eliminated,

protective relays will be activated to sever the overloading branches on the condition that the timer of

circuit breakers runs out of the preset time [11]. The outage of overloading branches may result in the

severer stress of power systems and lead to further branch outages. The DC power flow equation is

employed in order to ensure the computational efficiency and avoid the numerical non-convergence [11].

The evolution time of cascading failure is introduced to allow for the time factor of cascading blackouts.

Note that the time interval between two consecutive cascading steps basically depends on the preset time

of the timer in protective relays [11]. Thus, the evolution time of cascading failure is roughly estimated

by t = kT at the k-th cascading step, and T denotes the preset time of the timer in protective relays. The

steady-state power flow on branches updates with the change of power network topology. During the

cascades, the time delay of protective relays allows the FACTS devices to adjust the branch impedance,

which can be described by differential equations. The integration of the DC power flow model with

differential equations serves to characterize power system cascades.

4.2 Parameter setting for the DC power flow model and CIA

Per-unit system is adopted with the base value of 100 MVA in numerical simulations, and the power

flow threshold for each branch is 5% larger than the normal power flow on each branch without any

contingencies. The power flow on each branch is close to the saturation, although it does not exceed
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Figure 2: Initial state of IEEE 118 Bus System. Red balls denote the generator buses, while green ones

stand for the load buses. Cyan lines represent the branches of power systems. In addition, the red line is

selected as the disturbed branch, and three blue lines are the HVDC links, including Branch 4, Branch

16 and Branch 38.

their respective thresholds. Thus, the power system is sensitive to disruptive contingencies. The cost

function in the optimization problem (3) is defined as ‖Pe(δ ,Pm,Y m
p )‖2 to minimize the total power flow

on branches, where Pe represents the vector of power flow on branches. Pm and Y m
p denote the vector

of injected power on buses and vector of branch admittance at the end of cascading failure, respectively.

The injected power on generator buses and load buses are constant in the DC power flow model. The

maximum iterative step lmax is equal to 10 in the CIA. Other parameters are given as follows: ε = 10−2

in Equation (16), εmin = 10−8 in the JFNK method. Branch 8 (i.e., the red link connecting Bus 5 to Bus

8 in Figure 2) is randomly selected as the disturbed element of power networks. The lower and upper

bounds of initial disturbances on Branch 8 are given by δ = 0 and δ̄ = 37.45, respectively. Note that the

upper bound of initial disturbances directly causes the branch outage. And the total number of cascading

steps is m = 12. For simplicity, the same values are specified for the parameters of three HVDC links as

follows: Rci = Rcr = RL = 0.1, α = π/15 and γ = π/4. Regarding the FACTS devices, we set Xmin,i = 0,

Xmax,i = 10 and X∗i = 0 for the TCSC, and KP = 4, KI = 3 and KD = 2 for the PID controller via the

trial-and-error method. In addition, the reference power flow P∗e,i accounts for 80% with respect to the

power flow capacity of relevant branches.
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4.3 Numerical simulation and validation

Numerical simulations are conducted on the IEEE 118 Bus System by using the CIA and the DC power

flow model with different time delays of protective relays. Figure 2 shows the initial state of IEEE 118

Bus System in the normal condition, and it includes 53 generator buses, 64 load buses, 1 reference bus

(i.e., Bus 69) and 186 branches. And the HVDC links are denoted by blue lines, which include Branch

4 connecting Bus 3 to Bus 5, Branch 16 connecting Bus 11 to Bus 13 and Branch 38 connecting Bus 26

to Bus 30. In practice, the time delay of circuit breaker ranges from 0.3s to 1s with the consideration

of reclosing time of circuit breakers [32]. In the simulations, two preset values of the timer are taken

into consideration for protective relays (T = 0.5s and T = 1s). The CIA is carried out to search for the

initial contingency that results in the catastrophic cascading failures of power systems (i.e., relatively

small values of cost function ‖Pe(δ ,Pm,Y m
p )‖2). For the case without the FACTS devices, the computed

magnitude of disturbance on Branch 8 is 37.45, which exactly leads to the outage of Branch 8. To be

exact, the disturbance magnitude refers to the magnitude of the change of branch susceptance caused by

the contingency. For the case with the FACTS devices and the preset time of the timer T = 0.5s, the

disturbance magnitude identified by the CIA is 36.77, while it is 35.98 for T = 1s. Thus, the CIA is able

to identify the continuous change of branch impedance in power systems, in addition to the direct branch

outage. The above results demonstrate the advantage of the proposed method over existing methods

that can only identify the direct branch outage as the disruptive contingency. In the simulations, it takes

around 5s to implement the JFNK method for identifying the initial contingencies of IEEE 118 Bus

System.

Next, we validate the proposed identification approach by adding the computed magnitude of dis-

turbances on Branch 8 of IEEE 118 Bus Systems. Specifically, Figure 3 demonstrates the final state of

IEEE 118 Bus System with no FACTS devices and with the preset time of circuit breaker T = 1s. The

cascading process terminates with 95 outage branches and the value of cost function is 53.28 after 16

seconds, and the system collapses with 42 islands in the end. These 42 islands include 24 isolated buses

and 18 subnetworks. In contrast, Figure 4 presents the final configuration of IEEE 118 Bus Systems with

the protection of the FACTS devices and with the preset time T = 0.5s. The cascading process ends up

with 40 outage branches and the value of cost function is 102.56 after 10 seconds, and the power system

is separated into 17 islands, which include 6 subnetworks and 11 isolated buses. Figure 5 presents the

final state of power systems with FACTS devices and T = 1s. It is observed that the power network is

eventually split into 3 islands (Bus 14, Bus 16 and a subnetwork composed of all other buses) with only 6

outage branches and the cost function of 153.69. Note that the initial contingencies identified by the CIA
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Figure 3: Final configuration of IEEE 118 Bus System without FACTS devices.

fail to cause the outage of Branch 8 in the end for both T = 0.5s and T = 1s. The above simulation results

demonstrate the advantage of the FACTS devices in preventing the propagation of cascading outages. A

larger preset time of timer enables the FACTS devices to sufficiently adjust the branch admittance in

response to the overload stress. As a result, the less severe damages are caused by the contingency with

the larger preset time of timer.

Figure 6 presents the time evolution of branch outages in the IEEE 118 Bus System after adding

disruptive contingencies on Branch 8 in three different scenarios. The cyan squares denote the number

of outage branches with no FACTS devices and T = 1s, while the green and blue ones refer to the

numbers of outage branches with the FACTS devices and with T = 0.5s and T = 1s, respectively. The

contingencies identified by the CIA are added to change the admittance of Branch 8 at t = 0s. With

no FACTS devices, the cascading outage of branches propagates quickly from t = 2s to t = 10s and

terminates at t = 16s. When the FACTS devices are adopted and the preset time of timer is T = 0.5s,

the cascading failure starts at t = 2s and speeds up till t = 8s and stops at t = 10s. For T = 1s, the

cascading outage propagates slowly due to the larger preset time of timer and comes to an end with

only 6 outage branches at t = 8s. Together with protective relays and HVDC links, the FACTS devices

succeed in protecting power systems against blackouts by adjusting the branch impedance in real time.

More precisely, the number of outage branches decreases by 57.9% with FACTS devices and T = 0.5s

and decreases by 93.7% with FACTS devices and T = 1s.
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Figure 4: Final configuration of IEEE 118 Bus System with FACTS devices and T = 0.5s.
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Figure 5: Final configuration of IEEE 118 Bus System with FACTS devices and T = 1s.
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Figure 6: Time evolution of outage branches during cascades.

4.4 Statistical analysis

To further validate the proposed approach for the DC power flow model, statistical analysis is conducted

by taking into account random factors (e.g., hidden failures of branches). If one branch is exposed to line

tripping through a common bus, it is more likely to be tripped incorrectly due to hidden failures [33].

Suppose the probability of an exposed line tripping incorrectly is 0.05, and the time delay of protective

relay is 0.5s. Then multiple cascading failure paths could be generated by adding the initial contingency

on the selected branch. The initial contingency causes the change of branch admittance or the direct

branch outage. In the simulations, 5 branches (i.e., Branch 5, Branch 26, Branch 45, Branch 64, and

Branch 108) are randomly selected on IEEE 118 Bus System, and the CIA is implemented for 100 times

on each selected branch to identify the initial contingency. Table 2 presents the statistics on the cascading

failures identified by the CIA in terms of initial contingencies and the values of cost function. In this

table, J∗ denotes the minimum value of cost function in the 100 simulation trials, and δ ∗ refers to the

initial contingency that leads to the minimum value of cost function J∗. In addition, µδ and σδ represent

the mean value and standard deviation of the initial contingencies δ identified by the CIA, respectively.

Similarly, µJ and σJ denote the mean value and standard deviation of values of cost function at the end

of cascades by adding the identified initial contingencies, respectively. Note that the identified initial

contingency δ ∗ = 25.38 on Branch 26 results in the direct branch outage (i.e., sever Branch 26). In

contrast, the identified contingencies δ ∗ on other four branches (Branches 5, 45, 64 and 108) actually
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give rise to the change of their respective branch admittances instead of the direct branch outages, which

subsequently causes the overload and outage of other branches in power systems. It is observed that the

disturbance δ ∗ = 3.66 on Branch 64 results in the worst-case cascading failures of the five identified

contingencies δ ∗ in terms of the values of cost function J∗. In addition, the identified contingencies on

Branch 64 have a relatively small standard deviation σδ = 1.61, which implies that Branch 64 is sensitive

to catastrophic cascading failures within a relative small range of initial contingencies. On the whole, the

identified contingencies on Branch 108 can lead to the worst-case cascading failures in terms of mean

values µJ with the smallest standard deviation σJ = 93.21.

Table 2: Statistics on Cascading Failures Identified by the CIA

Branch ID Bus ID δ ∗ J∗ µδ σδ µJ σJ

5 5-6 14.93 91.68 8.95 6.46 190.83 94.25

26 15-19 25.38 69.51 13.36 9.35 206.52 100.22

45 19-34 3.41 89.84 2.09 1.64 237.52 107.21

64 46-48 3.66 63.82 3.32 1.61 192.38 96.35

108 69-70 3.67 86.35 4.18 2.43 176.75 93.21

4.5 Applications to other cascade models

The proposed identification approach is also applied to more complicated cascade models. To demon-

strate its efficacy, the CIA is implemented to identify the initial contingencies on the IEEE 39 Bus

System, and the COSMIC model is adopted to describe the cascading failure process [11]. In the simu-

lation, Branch 2 is randomly selected to identify the initial disruptive contingencies, and the parameter

setting remains unchanged [11]. In addition, the cost function J is the same as that in the DC power flow

model and it is computed based on the real power flow. The cascades last for 10 seconds and Branch

35 is tripped by accident at the 3rd second. The tripping of Branch 35 may result from the error of

human operator or hidden failure of power system devices. The CIA allows to obtain the initial disrup-

tive contingency δ ∗ = 3.3 with the cost function J = 575.72 after 10 iterations. It is demonstrated that

the identified initial contingency on Branch 2 initially results in the tripping of Branch 3 at t = 0.001s

and subsequently a sequence of under voltage load shedding (UVLS) at Buses 3, 4, 7, 8, 12, 15, 16,

18, and 27. Then Branch 2 is tripped at t = 0.86s, which leads to the UVLS at Bus 26 and Bus 31 in

succession. Afterwards, Branch 35 is tripped at t = 3s, which causes the failure of numeric solver in the
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COSMIC model and the termination of simulations. Compared with existing identification approaches,

the proposed approach is able to identify the disruptive contingencies that give rise to the continuous

change of branch admittance, in addition to the direct branch outages. Moreover, it is applied to both the

simplified DC power flow models as well as the complicated cascade models that involve the AC power

flow, transient process, generator dynamics, and protective relays.

5 Conclusions

This paper investigated the problem of identifying the disruptive contingencies that cause catastrophic

cascading blackout. A general optimization formulation was proposed to describe the cascading fail-

ure. In addition, a numerical algorithm based on JFNK method was presented to solve the optimization

problem. Numerical simulations were carried out to validate the proposed identification approach for

different cascade models. The proposed identification algorithm allows to detect some nontrivial contin-

gencies that result in the catastrophic cascading failure, in addition to the direct branch outage. Future

work may include the effect of model uncertainty on the identification of disruptive contingencies.
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Appendix

In practice, electrical power devices such as FACTS, HVDC links and protective relays serve as the major

protective barrier against cascading blackouts [34, 35, 36]. This section presents the component models

of power grids, which include FACTS in Appendix A, HVDC links in Appendix B and Protective relays

in Appendix C.
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Appendix A: FACTS devices

FACTS devices can greatly enhance the stability and transmission capability of power systems. As an

effective FACTS device, TCSC has been widely installed to control the branch impedance and relieve

system stresses. The dynamics of TCSC is described by a first order dynamical model [37]

TC,i
dXC,i

dt
=−XC,i +X∗i +ui, Xmin,i ≤ XC,i ≤ Xmax,i (24)

where X∗i refers to its reference reactance of Branch i for the steady power flow. Xmin,i and Xmax,i are

the lower and upper bounds of the branch reactance XC,i respectively and ui represents the supplemen-

tary control input, which is designed to stabilize the disturbed power system [38]. For simplicity, PID

controller is adopted to regulate the power flow on each branch

ui(t) = KP · ei(t)+KI ·
∫ t

0
ei(τ)dτ +KD ·

dei(t)
dt

(25)

where KP, KI and KD are tunable coefficients, and the error ei(t) is given by

ei(t) =

 P∗e,i−|Pe,i(t)|, |Pe,i(t)| ≥ P∗e,i;

0, otherwise.
(26)

Here, P∗e,i and Pe,i(t) denote the reference power flow and the actual power flow on Branch i, respectively.

Note that TCSC fails to function when the transmission line is severed.

Appendix B: HVDC links

HVDC links work as a protective barrier to prevent the propagation of cascading outages in practice, and

it is normally composed of a transformer, a rectifier, a DC line and an inverter. Actually, the rectifier

terminal can be regarded as a bus with real power consumption Pr, while the inverter terminal can be

treated as a bus with real power generation Pi. The direct current from the rectifier to the inverter is

computed as follows [39]

Id =
3
√

3(cosα− cosγ)

π(Rcr +RL−Rci)
, (27)

where α ∈ [π/30,π/2] denotes the ignition delay angle of the rectifier, and γ ∈ [π/12,π/9] represents

the extinction advance angle of the inverter. Rcr and Rci refer to the equivalent communicating resistances

for the rectifier and inverter, respectively. Additionally, RL denotes the resistance of the DC transmission

line. Thus the power consumption at the rectifier terminal is

Pr =
3
√

3
π

Id cosα−RcrI2
d , (28)
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and at the inverter terminal is

Pi =
3
√

3
π

Id cosγ−RciI2
d = Pr−RLI2

d . (29)

Note that Pr and Pi keep unchanged when α and γ are fixed.

Appendix C: Protective relay

The protective relays are indispensable components in power systems protection and control. When the

power flow exceeds the given threshold of the branch, the timer of circuit breaker starts to count down

from the preset time [11]. Once the timer runs out of the preset time, the transmission line is severed

by circuit breakers and its branch admittance becomes zero. Specifically, a step function is designed to

reflect the physical characteristics of branch outage as follows

g(Pe,i,bi) =

 0, |Pe,i|> bi and tc > T ;

1, otherwise.
(30)

where T is the preset time of the timer in protective relays, and tc denotes the counting time of the timer.

In addition, Pe,i denotes the power flow on Branch i with the threshold bi.
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