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Abstract

In this paper, the synchronization problem for networks over finite fields is investigated, which is a generalization of consensus and
provides a new perspective for networks of agents with limited capacities of memory and communication. It is assumed that the states
and communication weights can only attain values from a finite alphabet equipped with a prime number of integers, termed finite fields,
and operations are processed relying on modular arithmetic. For this synchronization problem, necessary and sufficient conditions are
derived based on the transition graph of the studied network. The large number of nodes in the transition graph, dependent on the numbers
of integers in finite fields and the agents, may lead to high computational cost and difficulties in verifying synchronization. To avoid
this, an equivalent condition for synchronization of networks is provided by the characteristic polynomial of the studied network matrix.
Furthermore, in a synchronized network over finite fields, the periodic behavior can be determined by the network matrix and the initial
state.
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1 Introduction

For multi-agent systems, the problem of synchroniza-
tion/consensus among individual agents aiming to agree on
a common goal of interest by communicating local infor-
mation, i.e., the information of the agents’ neighbors, is
one of the fundamental and interesting issues in cooperative
control. This problem has attracted much attention during
recent years because of its wide applications in different
areas, such as robotics (Ren, Beard & Atkins 2007), power
networks (Rahbari-Asr et al. 2014), sensor networks (Hong
& Scaglione 2005), to name just a few. Up to now, there have
been a great many results on synchronization/consensus
of multi-agent networks under time-delayed/time-varying
communication topologies (Garcia et al. 2017, Meng, Liu &
Feng 2018, Nuno et al. 2011, Olfati-Saber & Murray 2004,
Proskurnikov 2013, Wang, Zhu & Feng 2019), networks
with nonlinear dynamics (Li, Liu & Feng 2018, Liu et al.
2018, Liuzza et al. 2016), networks under adversary envi-
ronments (Feng, Hu & Wen 2016, Feng, Wen & Hu 2017,
LeBlanc & Koutsoukos 2018, Moghadam et al. 2018) and
so on.
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author: Gaoxi Xiao.

Email addresses: minmeng@ntu.edu.sg (Min Meng),
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Compared with multi-agent systems processing and transit-
ing real numbers, the cases where states of networks attain
values from finite sets are more realistic in dealing with
limited storage capacities and communication bandwidths
(Fagiolini & Bicchi 2013, Kashyap, Başar & Srikant 2007).
Recently, such cases are formulated by virtue of the concept
of finite fields in Li et al. (2016), Li, Su & Chen (2016),
Pasqualetti, Borra & Bullo (2014), Sundaram & Hadjicostis
(2013), Xu & Hong (2014). In these references, the state of
each agent in the studied network is considered to take a
value from a finite field and update its value by a modular-
arithmetic-based sum of the neighbors’ states. Such a net-
work can have a finite convergence time due to its finite
states, and thus is appropriate for capacity and memory lim-
ited cases subject to constrained time. An earliest work on
finite field consensus was presented in Pasqualetti, Borra &
Bullo (2014), in which several necessary and sufficient con-
ditions were derived on the basis of the transition graph and
the characteristic polynomial of the network matrix. The ap-
plications to average consensus in real numbers and pose
estimation in sensor networks were also discussed. Sub-
sequently, leader-following consensus of multi-agent sys-
tems with dynamics of high dimensions over finite fields
was studied in Xu & Hong (2014). Li et al. (2016), Li, Su
& Chen (2016) extended the finite field consensus results
in Pasqualetti, Borra & Bullo (2014) to the networks with
switching topologies and time-delays. On the other hand,
a new approach was presented in Li, Zhao & Guo (2018),
Li et al. (2019) to study consensus of networks over finite
fields by converting the n-dimensional network system to a
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pn-dimensional system via the semi-tensor product. In the
existing researches on finite field consensus, it is required
that the states of the studied network over finite fields reach a
common value and stay at the value permanently, that is, con-
sensus at a fixed value. This requires that the network matrix
has to be a row-stochastic or a nilpotent matrix (Pasqualetti,
Borra & Bullo 2014). However, reaching a fixed value may
not be applicable for some practical systems. For example,
in a network of robotic manipulators, the goal is to carry a
subject from one place to another. By taking the subject as a
single point, all the manipulators should be largely ensured
to reach the same time-varying position. That is to make the
positions of the manipulators achieve synchronization rather
than reaching a fixed position. As the methods and results
in Pasqualetti, Borra & Bullo (2014) are not applicable to
solving the synchronization problem, open issues remain in
dealing with multi-agent networks over finite fields.

In this paper, we study the synchronization problem of net-
works over finite fields. The main contributions are sum-
marized as follows. i) We obtain that synchronization of
networks over finite fields has intrinsically different char-
acteristics from those of consensus of networks over finite
fields. A necessary condition on the iteration network matri-
ces is obtained for a synchronized network over finite fields
(Lemma 2). And we obtain that there is only a unit cycle
around 0n and several other cycles of equal length in the
associated transition graph of a synchronized network over
finite fields (Theorem 2), while there are only unit cycles in
the corresponding transition graph for a consensus network
(Pasqualetti, Borra & Bullo 2014). Further, the network ma-
trix has a nonzero eigenvalue, which is equal to its row sum
(Theorem 3) and may not be 1. ii) Based on Jordan decom-
position, in a synchronized network, the cycle, which can
be reached from a given initial state in finite time, is deter-
mined (Theorem 4). This finite time is not more than the
largest dimension of the Jordan block associated with the
eigenvalue 0 of the network matrix.

The rest of this paper is organized as follows. In Section 2
some necessary preliminaries and existing results, as well
as the problem formulation, are introduced. Section 3 de-
votes to deriving several necessary and sufficient conditions
for synchronization of networks over finite fields based on
the transition graph and network iteration matrix. Section 4
makes a brief conclusion.

2 Preliminaries and problem formulation

In this section, some definitions about finite fields and alge-
braic graph theory, along with the problem formulation, are
introduced.

A field F is a set of elements with addition (+) and multi-
plication (·) operations, satisfying the following axioms:

• (Closure under addition and multiplication) For arbitrary
two elements µ ,ν ∈ F, one has µ +ν ∈ F and µ ·ν ∈ F.

• (Associativity of addition and multiplication) For
any µ ,ν ,ω ∈ F, µ + (ν + ω) = (µ + ν) + ω and
µ · (ν ·ω) = (µ ·ν) ·ω hold.

• (Commutativity of addition and multiplication) For any
µ,ν ∈ F, µ +ν = ν +µ and µ ·ν = ν ·µ .

• (Existence of additive and multiplicative identity ele-
ments) For any µ ∈ F, there exist two elements 0 (additive
identity element) and 1 (multiplicative identity element)
in F such that µ +0 = µ and µ ·1 = µ .

• (Existence of additive and multiplicative inverse elements)
For any µ ∈F, there exist two elements ν (additive inverse
element) and ω (multiplicative inverse element) in F such
that µ +ν = 0 and µ ·ω = 1 when µ ̸= 0.

• (Distributivity of multiplication over addition) For any
µ,ν ,ω ∈ F, it holds that µ · (ν +ω) = µ ·ν +µ ·ω .

A field F is finite if the number of the elements in F is finite.
The fundamental concepts and properties about finite fields
can be referred to Lidl & Niederreiter (1997). In this paper,
we consider a type of finite fields, prime fields with a prime
number of elements. In the field Fp := {0,1,2, . . . , p− 1},
where p is a prime number, the addition and multiplication
are defined in modular arithmetic, i.e., performing the corre-
sponding operations over the integer field Z and taking the
remainder after divided by p.

Lemma 1 (Lidl & Niederreiter (1997)) (Fermat’s Little
Theorem) Let p be a prime number. Then for arbitrary in-
teger α not divisible by p, it holds that p divides α p−1 −1,
i.e., p|(α p−1 −1).

Denote by G = (Vn,E ,A) be a directed graph with the vertex
set Vn = {v1,v2, . . . ,vn}, the directed edge set E and the
weighted adjacency matrix A = (ai j) ∈ Rn×n. Let (vi,v j)
represent the directed edge in E from node vi to node v j,
and node vi is termed a parent node of v j and node v j is
called a child node of vi. A graph is said to be undirected if
(vi,v j) ∈ E implies (v j,vi) ∈ E . The weights are defined as
ai j > 0 if (v j,vi) ∈ E and ai j = 0 otherwise. Self-loops are
allowed in the graph G . For node vi, the in-degree and out-
degree of vi are, respectively, the numbers of elements in
in-neighbor set N +

i = {v j | (v j,vi) ∈ E } and out-neighbor
set N −

i = {v j | (vi,v j) ∈ E }. A node vi has unit out-degree
(resp. in-degree) if and only if the number of elements in
N −

i (resp. N +
i ) is one. A directed path from node v j1

to node v jl is composed of a sequence of ordered edges
(v ji ,v ji+1), i = 1,2, . . . , l − 1. A cycle is a path in which
only the first and last vertices in the path sequence are the
same. The length of a path (resp. cycle) is the number of
edges in the path (resp. cycle). The directed graph is said to
be strongly (resp. weakly) connected if there is a directed
(resp. an undirected) path between any two nodes. A globally
reachable node is a node to which there are directed paths
from all the nodes in this graph. Two subgraphs of a graph are
disjoint if there are no common nodes in the two subgraphs.

The notation 1n (resp. 0n) represents an n-dimensional vec-
tor with every element being 1 (resp. 0). Here, 1 and 0 are,
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respectively, multiplicative identity element and additive i-
dentity element in the finite field Fp. Over finite field Fp,
an n× n matrix B is called a row-stochastic matrix if the
sum of all the elements in every row of B is equal to 1, i.e.,
B1n = 1n, and is called a nilpotent matrix if there exists a
positive integer c such that Bc is the zero matrix.

In what follows, we dedicate to introducing our studied prob-
lem. Consider a network with n agents operating over a fi-
nite field Fp, where p is a prime number. Assume that the
communication topology among the n agents is a directed
graph G = (Vn,E ,A) with Vn = {1,2, . . . ,n} being the set of
n agents, and then the dynamics of the ith agent is described
as follows:

xi(t +1) = ∑
j∈N +

i

ai jx j(t), (1)

where xi(t)∈ Fp is the state of agent i, i= 1,2, . . . ,n, and the
edge weight ai j is in Fp, i.e., A = (ai j) ∈ Fn×n

p . Let x(t) =
(x1(t),x2(t), . . . ,xn(t))T , then the dynamics of the network
can be rewritten as

x(t +1) = Ax(t). (2)

The transition graph associated with network (2) over Fp is
defined as GA = (VA,EA) with the vertex set VA = {v | v ∈
Fn

p} and the edge set EA = {(vi,v j) | v j = Avi, ∀vi,v j ∈ VA}.
It should be noted that the transition graph GA possesses
several properties: a) it contains exactly pn vertices and pn

directed edges; b) each vertex in GA has unit out-degree; c)
it is composed of disjoint weakly connected subgraphs, each
of which contains only one cycle and embraces a globally
reachable node (Hernández Toledo 2005, Li, Su & Chen
2016, Pasqualetti, Borra & Bullo 2014). To proceed, the
definition of synchronization of network (2) over the finite
field Fp is firstly given as follows.

Definition 1 The network (2) over Fp achieves synchroniza-
tion if for any initial state x(0)∈ Fn

p, there exists a finite time
K ∈ N such that x1(t) = x2(t) = · · ·= xn(t) for all t ≥ K.

Remark 1 As defined in Li et al. (2016), Li, Su & Chen
(2016), Pasqualetti, Borra & Bullo (2014), network (2) over
Fp achieves consensus if for any initial state x(0)∈Fn

p, there
exists a finite time K ∈ N such that x(K) = x(K + t) = γ1n
for some γ ∈ Fp and all t ∈ N. The states of a consensus
network over finite fields will reach a common value and
stay at the value forever, while the states of a synchronized
network over finite fields will be equal to each other, not
necessarily remaining at a fixed value. In literature on multi-
agent systems, consensus and synchronization are often used
interchangeably.

Remark 2 Similar to the claim for consensus networks over
finite fields, synchronization of network (2) over finite fields
can converge in finite time due to its finite states, a feature
that is not always achieved over the field of real numbers.

Example 1 In this example, we consider the network (2)
over the finite field F5 with the network matrix as

A =


2 1 1

2 2 0

2 2 0

 .

It is easy to see that A13 = 413, and thus A is not a row-
stochastic matrix or nilpotent matrix. Based on the consen-
sus definition and results in Li et al. (2016), Li, Su & Chen
(2016), Pasqualetti, Borra & Bullo (2014), which require
the network matrix to be row-stochastic or nilpotent, con-
sensus of network (2) over F5 cannot be achieved. However,
synchronization of network (2) over F5 based on Definition
1 can be achieved.

One equivalent condition to achieve synchronization of net-
work (2) over Fp is that the state trajectory of (2) will enter
and stay in the set Ω = {α1n|α ∈ Fp}. We conclude this
section with a lemma that gives a necessary condition for
achieving synchronization of networks over finite fields.

Lemma 2 Consider the network in (2) over the finite field
Fp. If synchronization of network (2) is achieved, then either
A is a nilpotent matrix or the row sums of A are the same
and nonzero.

Proof. As the network in (2) over Fp achieves synchroniza-
tion, there exists a nonnegative integer K such that x(t) ∈ Ω
for all t ≥ K. Assume that x(t) = α1n and x(t + 1) = β1n
for one t ≥ K. Based on the iteration in (2), it can be ob-
tained that β1n = αA1n. In order to derive the constraints
on matrix A, four cases are next discussed.

i) If α ̸= 0 and β ̸= 0, then A1n =
β
α 1n, which indicates that

the row sums of A are the same and nonzero.
ii) If α = 0 and β ̸= 0, then β1n = αA1n yields that β = 0,

which is a contradiction.
iii) If α ̸= 0 and β = 0, then A(γ1n) = 0n for all γ ∈Fp. Hence

A is nilpotent since there exists a positive integer t̃ such
that x(t̃) = At̃x(0) = 0n for any x(0) ∈ Fp.

iv) If α = β = 0, we should choose another time instant such
that the above three cases hold. If the above three cases
cannot happen, the synchronization implies that x(t) = 0n
for all t ≥ K. Then A is a nilpotent matrix.

In summary, if synchronization of network (2) over Fp is
achieved, then either A is a nilpotent matrix or the row sums
of A are the same and nonzero. �

Remark 3 From Definition 1 and Lemma 2, it can be
claimed that finite field synchronization includes finite field
consensus, which is defined in Li et al. (2016), Li, Su &
Chen (2016), Pasqualetti, Borra & Bullo (2014), as a spe-
cial case. When A1n = 1n, i.e., α = 1, all the results for
synchronization of networks over finite fields are degener-
ated to those in Pasqualetti, Borra & Bullo (2014).
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3 Main results

In this section, we devote to finding some necessary and suf-
ficient conditions for achieving synchronization of network
(2) over the finite field Fp.

Theorem 1 Consider network (2) over Fp. Synchronization
of network (2) over Fp is achieved if and only if for any
initial state x(0) ∈ {ei,n | i = 1,2, . . . ,n}, where ei,n is an n-
dimensional vector with the ith element being 1 and others
0, there exists a finite time K ∈ N such that x1(t) = x2(t) =
· · ·= xn(t) for all t ≥ K.

Proof. The necessity is obvious from Definition 1. It suffices
to prove the sufficient part. Note that each term Atei,n corre-
sponds to the state at time t under the initial state x(0) = ei,n.
If the condition in the theorem holds, then one can get that
for t ≥ K,

Atei,n ∈ Ω = {α1n | α ∈ Fp}, i = 1,2, . . . ,n. (3)

For the vector spaceFn
p, {ei,n | i= 1,2, . . . ,n} can be regarded

as a basis. Thus for any initial state x(0) = x0 ∈ Fn
p, there

exist n numbers k1,k2, . . . ,kn in Fp such that

x0 = k1e1,n + k2e2,n + · · ·+ knen,n. (4)

Then the state at time t corresponding to initial state x(0) =
x0 is

x(t) = Atx0 = k1Ate1,n + k2Ate2,n + · · ·+ knAten,n.

By (3), x(t)∈Ω for t ≥K, that is, synchronization of network
(2) over Fp is achieved. �

Example 2 Recall Example 1. The state trajectories under
initial states e1,3, e2,3, e3,3, respectively, are (see Fig. 1):

e1,3 → (2,2,2)T → (3,3,3)T → (2,2,2)T → ···
e2,3 → (1,2,2)T → (1,1,1)T → (4,4,4)T → (1,1,1)T → ···
e3,3 → (1,0,0)T → (2,2,2)T → (3,3,3)T → (2,2,2)T → ···

which implies that from any initial state in {e1,3,e2,3,e3,3},
there exits a finite time K such that the state satisfies x1(t) =
x2(t) = x3(t) for all t ≥ K. Therefore, by Theorem 1, one
can conclude that the network with iteration matrix A given
in Example 1 can achieve synchronization.

From Theorem 1, one can easily verify whether network (2)
over Fp achieves synchronization from the n initial states
instead of the whole vector space Fn

p. However, the detailed
properties about the state trajectories and the synchronized
value from any given initial state are not clear. Recalling
Lemma 2, we limit our attention to the network matrices
with the same and nonzero row sums, since the case where
network matrices are nilpotent can always achieve synchro-
nization/consensus at the value 0n, independent of the initial

Fig. 1. The state trajectories corresponding to initial states e1,3,
e2,3, e3,3 of network (2) with A in Example 1.

states of the agents, and is thus trivial. As discussed in Li et
al. (2016), Li, Su & Chen (2016), Pasqualetti, Borra & Bullo
(2014), to achieve consensus of networks over finite fields
requires more stringent conditions than that of networks over
real numbers. This statement is still true for synchronization
of networks over the finite field Fp. That is to say, the con-
ditions on the topology graphs are not sufficient to ensure
synchronization of network (2) over finite fields. In what
follows, we discuss synchronization of network (2) over Fp
from the perspective of its associated transition graph.

Theorem 2 Consider network (2) over Fp. Assume that the
row sums of network matrix A are the same and nonzero,
and denote by GA = (VA,EA) the transition graph of (2).
Synchronization of network (2) over Fp is achieved if and
only if there exists a positive integer r such that GA contain-
s only r + 1 cycles, C0,C1, . . . ,Cr, satisfying the following
properties:

i) C0 is a unit cycle around 0n, that is, C0 is a cycle of length
1 and only contains the vertex 0n;

ii) the vertex sets of C0,C1, . . . ,Cr constitute a partition of Ω;
iii) the lengths of C1, . . . ,Cr are equal to each other.

Proof. Necessity. Since A0n = 0n, i.e., 0n is a fixed point
of A, there must be a unit cycle around 0n in the transition
graph GA. Note that a state trajectory of (2) is in bijective
correspondence with a path in GA and every vertex in GA has
unit out-degree. If there are no other cycles in GA, i.e., there
is only one unit cycle around 0n in GA, then there exists a
directed path from any node in GA to 0n, which means that
A is a nilpotent matrix. This contradicts that the row sums
of A are the same and nonzero.

Next we prove that there exist r other cycles, C1, . . . ,Cr, sat-
isfying conditions ii), iii). Without loss of generality, assume
that A1n = α1n, where α ∈ Fp and α ̸= 0. Then, by the Fer-
mat’s little theorem in Lemma 1, the state trajectory under
the initial state x(0) = 1n can be expressed as

1n → α1n → α21n → ·· · → α p−21n → 1n,

which is composed of a cycle, denoted by C1. If the vertex
set of C1, denoted by V1, is equal to Ω \ {0n}, then r = 1,
and conditions ii), iii) are satisfied. If the vertex set V1 of C1
is a proper subset of Ω \ {0n}, then selecting one element
α21n ∈ Ω\({0n}∪V1), the state trajectory under the initial
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state x(0) = α21n is

α21n → α2α1n → α2α21n → ·· · → α2α p−21n → α21n,

which consists of another cycle, denoted by C2. Thus, the
length of C2 equals that of C1. In addition, it holds that
V1 ∩V2 = /0 by the properties of the transition graph GA,
where V2 is the vertex set of C2. If V1 ∪V2 = Ω\{0n}, then
r = 2, and conditions ii), iii) are satisfied. Otherwise, proceed
with the above process. Since there are finite elements in Ω,
one can always find a positive integer r number of cycles,
C1,C2, . . . ,Cr, satisfying conditions ii) and iii).

If there exists another cycle C, C ̸=Ci, i = 0,1,2, . . . ,r, then
every vertex of C is not in Ω based on condition ii). This
means there exists a trajectory of (2) which will not enter
into the set Ω after any time. This leads to a contradiction
to the synchronization of (2). The necessary part is proved.

Sufficiency. In view of the bijective correspondence between
the trajectories of (2) and directed paths in its associated
transition graph GA, we obtain that there exists a positive
integer K such that for any initial state x(0) ∈ Fn

p and any
t ≥ K, x(t) ∈ Ω. Hence, network (2) over Fp achieves syn-
chronization. �

In Theorem 2, the key point of the equivalent condition
for synchronization of network (2) over Fp is on the r cy-
cles not around 0n. From the proof of Theorem 2, it can
be seen that the length of Ci is the period of the periodic
behaviors of the studied networks. Note that it cannot be
claimed that the length of C1 is p− 1 since the trajectory
1n → α1n → α21n → ··· → α p−21n → 1n may run through
the cycle C1 repeatedly. Therefore, a natural question is what
is the relationship among r, p and α . To proceed, we intro-
duce the concept of the order in elementary number theory
(Burton 2006). Specifically, given two coprime integers a
and b with b > 1, the order of a modulo b is the smallest
positive integer k such that ak = 1(mod b) (see Definition
8.1 in Burton (2006)). The following result shows how to
compute r under p and α .

Proposition 1 Consider network (2) over Fp and assume
that the row sums of A are all equal to α (α ̸= 0). If the
network (2) over Fp achieves synchronization, then

i) the length s of Ci, i = 1,2, . . . ,r, in Theorem 2 is equal to
the order of α modulo p;

ii) s|(p−1) and r = (p−1)/s.

Proof. i) Since p is a prime number, α is coprime to p.
Then the statement can be easily obtained from the proof of
Theorem 2.

ii) By the Fermat’s little theorem in Lemma 1, for nonze-
ro α ∈ Fp, one has α p−1 = 1. Hence αs = 1 indicates that
s|(p− 1). On the other hand, by conditions ii) and iii) in
Theorem 2, the number of cycles not around 0n in the cor-
responding transition graph GA is r = (p−1)/s. �

Remark 4 Recalling Theorem 4.2 in Pasqualetti, Borra &
Bullo (2014), a network over finite field Fp achieves consen-
sus if and only if the corresponding transition graph has only
p unit cycles around the vertices γ1n for γ ∈{0,1, . . . , p−1}.
There is no need to discuss the lengths or the number of the
cycles, due to the unit length of the cycles in the transition
graph. Consequently, from the results obtained above, syn-
chronization of networks over finite fields defined in Defini-
tion 1 is intrinsically different from consensus of networks
over finite fields in Li et al. (2016), Li, Su & Chen (2016),
Pasqualetti, Borra & Bullo (2014).

Example 3 For the network in Example 1, one can compute
that A13 = 413, i.e., α = 4. All the cycles in its associated
transition graph GA are C0 : 03, C1 : 13 � 413, C2 : 213 �
313. Hence, the network in Example 1 over F5 achieves
synchronization. Besides, in F5, the order s of α = 4 modulo
p = 5 is s = 2. Then the length of Ci is 2, and the number
of cycles not around 0n is r = (5−1)/2 = 2.

Remark 5 From Theorem 2 and the fact that each vertex in
the associated transition graph GA has unit out-degree, GA
corresponds to a synchronized network that is composed of
(r+1) weakly connected subgraphs with the terminal nodes
in the cycles C0,C1,C2, . . . ,Cr, respectively. By Proposition
3.4 in Hernández Toledo (2005), the structures of the transit
parts (directed trees) are the same in the sense of isomor-
phism.

Verifying synchronization of network (2) over Fp based on
the condition in Theorem 2 may be prohibitive for large
networks on account of the exponential growing in the size
of the transition graph and the number of agents. In fact,
there are pn vertices and pn edges in GA. Next, based on
Theorem 2, we shall derive another equivalent condition for
verifying synchronization of network (2) over Fp based on
the network matrix instead of the transition graph.

Theorem 3 Consider network (2) over Fp. Assume that
A1n =α1n, where α ̸= 0. Then network (2) over Fp achieves
synchronization if and only if the characteristic polynomial
of A, denoted by PA(λ ), is PA(λ ) = λ n−1(λ −α).

Proof. Necessity. Assume that the characteristic polynomial
of A is

PA(λ ) = λ h(λ −α)k
q

∏
j=1

Pj(λ )m j ,

where h ≥ 0, k ≥ 1, m j ≥ 0, Pj(λ ) ̸= 0 when λ ∈ {0,α},
and Pj(λ ) is an irreducible polynomial, j = 1,2, . . . ,q.

First, we prove k = 1. Assume by contradiction that k >
1. Let W = {ν ∈ Fn

p | (αIn − A)kν = 0n} and GA|W be a
subgraph of GA with the vertex set being W and the edge set
being {(vi,v j) | (vi,v j) ∈ EA, vi,v j ∈W}. By Theorem 5 in
Hernández Toledo (2005), the cycle structure in the graph
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GA|W is

C0 +
k

∑
i=1

pi − pi−1

si
C̃si , (5)

where C0 is the unit cycle around 0n, C̃si is a cycle of length
si, and the coeffident (pi − pi−1)/si before C̃si means that
there are (pi − pi−1)/si cycles C̃si in GA|W , i = 1,2, . . . ,k.
That is, the formula in (5) means that the graph GA|W has
one unit cycle around 0n and (pi − pi−1)/si cycles of length
si, i = 1,2, . . . ,k. By Theorem 2, in GA, there are only those
cycles of equal length s apart from the unit cycle around
0n and the vertex sets of all the cycles constitute the set
Ω = {γ1n | γ ∈ Fp}. Note that (αIn −A)k1n = 0n implying
that Ω ⊆W . Then GA|W and GA have the same cycles. Thus
the cycle structure of GA|W becomes

C0 +
p−1

s
C̃s +

k

∑
i=2

pi − pi−1

s
C̃s,

from which it is easy to see that the number of cycles in GA|W
is greater than 1+(p−1)/s when k > 1, which contradicts
the result in Proposition 1. Hence, k = 1.

Similar to the proof of Theorem 4.3 in Pasqualetti, Borra
& Bullo (2014), it can also be proved that m j = 0, j =
1,2, . . . ,1. Therefore, PA(λ ) = λ n−1(λ −α).

Sufficiency. If the characteristic polynomial of A is PA =
λ n−1(λ −α) and A1n = α1n, then one can find a basis of
the vector space Fn

p as 1n,v1, . . . ,vn−1 such that

AV = [A1n Av1 · · · Avn−1] =V

[
α 01×(n−1)

0n−1 A1

]
,

where V = [1n v1 · · · vn−1]∈ Fn×n
p is nonsingular in Fp, and

A1 ∈ F(n−1)×(n−1)
p is a nilpotent matrix. For any initial state

x(0) ∈ Fn
p,

x(n−1) = An−1x(0)

=V

[
αn−1 01×(n−1)

0n−1 0(n−1)×(n−1)

]
V−1x(0)

= (αn−1w1x(0)) ·1n ∈ Ω,

where w1 is the first row of V−1. Consequently, synchro-
nization of network (2) over Fp is achieved. �

Example 4 Consider the network in Example 1. The char-
acteristic polynomial of A is PA(λ ) = λ 2(λ −4). Therefore,
by Theorem 3, the network in Example 1 achieves synchro-
nization.

From the proof of Theorem 3, synchronization can be
achieved in finite time n−1 and the synchronization value
of network (2) over Fp is dependent on the initial state value
and the first row of V−1. Note that PA(λ ) = λ n−1(λ −α)
has n roots in Fp. By algebraic theory, matrix A can be
transformed to a Jordan canonical form by a similarity
transformation. The convergence time indeed relies on the
largest size of the Jordan blocks of A. It can be seen from
the following result that for a synchronized network over
finite fields, any initial state can reach a periodic behavior
in finite time less than n and the periodic behaviors, i.e., the
cycles, can be determined by the network matrix and the
initial state.

Theorem 4 Consider network (2) over Fp. Assume that
A1n = α1n, where α ̸= 0 and network (2) over Fp
achieves synchronization. Let N < n be the dimension of
the largest Jordan block associated with the eigenvalue
0 and η ∈ Fn

p be the left eigenvector corresponding to
the eigenvalue α satsfying ηT 1n = 1. Then for any ini-
tial value x(0) ∈ Fn

p and any t ≥ N, x(t) is 0n or in the
set {ηT x(0)1n,ηT x(0)α1n, . . . ,ηT x(0)αs−11n}, whose ele-
ments constitute a cycle ηT x(0)1n → ηT x(0)α1n → ··· →
ηT x(0)αs−11n → ηT x(0)1n in the transition graph GA,
where s is the order of α modulo p. In addition, if the ith
entry of η is nonzero, then there are directed paths from
agent i to all the other agents.

Proof. If network (2) over Fp achieves synchronization, then
A can be transformed into a Jordan canonical form JA as
JA =V−1AV , where the nonsingular matrix V can be selected
such that the first column of V is 1n and the first row of V−1

is ηT . After N iterations,

x(N) = ANx(0)

=V

[
αN 01×(n−1)

0n−1 0(n−1)×(n−1)

]
V−1x(0)

= (ηT x(0)αN) ·1n.

If ηT x(0) ̸= 0, then the state at time N is one vertex in the
cycle ηT x(0)1n → ηT x(0)α1n → ·· · → ηT x(0)αs−11n →
ηT x(0)1n. Otherwise, the state at time N is 0n.

The proof of the final statement is the same as that in The-
orem 4.4 in Pasqualetti, Borra & Bullo (2014). �

Remark 6 For network (2) over Fp, one can construct a
special network matrix A to achieve synchronization. Specif-
ically, choose A as A = [vT ,vT , . . . ,vT ]T where v is a row
vector, that is, all the rows of A are the same, then network
(2) over Fp achieves synchronization.

Remark 7 The results can be extended to high dimensional
case. If the state xi(t) of agent i is not a scalar in Fp but a

6



vector in Fm
p , then network (2) should be modified as

x(t +1) = (A⊗ Im)x(t), (6)

where x(t) ∈ Fnm
p and “⊗” is the Kronecker product opera-

tor. If synchronization of this network over Fp is achieved,
the trajectories of (6) will enter into the set {1n⊗ν |ν ∈ Fm

p }
after a finite time. Then either A is a nilpotent matrix or has
the same nonzero row sums. All the obtained results in this
paper hence can be extended to this high dimensional case.

4 Conclusion

In this paper, the synchronization problem for networks over
finite fields was first proposed and investigated by graph
theory. Necessary and sufficient conditions were derived for
achieving synchronization of networks over finite fields. Our
obtained synchronization results outperform the consensus
results for networks over finite fields in Pasqualetti, Borra
& Bullo (2014) since synchronization include consensus as
a special case in this paper. The research topics such as
synchronization of switched or delayed networks over finite
fields are our further study interests.
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