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Abstract—In this paper, we analyze the blocking probability of
distributed lightpath establishment in wavelength-routed WDM
networks by studying the two basic methods: destination-initiated
reservation (DIR) and source-initiated reservation (SIR). We dis-
cuss three basic types of connection blocking: 1) blocking due to
insufficient network capacity; 2) blocking due to outdated infor-
mation; and 3) blocking due to over-reservation. It is shown that
the proposed models are highly accurate for both the DIR and the
SIR methods, in both the regular and irregular network topologies,
under the whole range of traffic loads.

Index Terms—Analytical model, blocking probability, dis-
tributed, lightpath establishment, wavelength-routed networks.

I. INTRODUCTION

I N A WDM network, end-to-end all-optical connections, or
lightpaths [1], are established between source-destination

node pairs to provide transparent data communication and elim-
inate the cost and bottlenecks of electronic processing at inter-
mediate nodes. Lightpath-based WDM networks are generally
referred to as wavelength-routed optical networks. In a wave-
length-routed optical network, connection requests for estab-
lishing lightpaths arrive at random and after a given holding
time, the connections are terminated and the lightpaths are re-
moved from the network. A lightpath establishment protocol is
responsible for finding a route and a wavelength for establishing
the connection.

Dynamic connection requests in WDM networks can be han-
dled in a centralized or distributed way. In a centralized scheme,
where information is available at a single location, lightpath
may be established more efficiently, as long as optical networks
remain relatively small and the traffic is not bursty in nature.
To deal with the growth of optical networks and the need for
a dynamic allocation of lightpaths, distributed schemes have
been proposed and are being standardized in the framework of
GMPLS [2].

Distributed control schemes can be based on periodical infor-
mation flooding in the network [3], [4], or based on carefully
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Fig. 1. Example of the DIR method.

designed information exchange between neighborhood nodes
[5]–[8]. However, in all schemes, the major challenge remains
the same: updated, “current” global information about wave-
length availability cannot be guaranteed at any particular place
and time in the distributed system. This will occur since net-
work nodes send out update messages of changed link status
only periodically, and secondly, due to propagation delays, the
received information is outdated upon arrival. This challenge
is inherent to all the distributed schemes. In the cases where
traffic is highly static and the average duration of each con-
nection is long, this challenge is not a big concern. However,
with the developments of optical Internet, we may soon have
to support more and more bursty traffic loads. For example, in
wavelength-routed optical burst switched (WROBS) networks
[9], it is expected that the connection requests will arrive at a
very high speed while the average duration of each connection
is only several dozens or hundreds milliseconds. To efficiently
support such kinds of bursty traffic, the effects of this challenge
have to be thoroughly investigated and fully understood. In this
paper, we consider the simplest, most basic cases, the destina-
tion-initiated reservation (DIR) method and the source-initiated
reservation (SIR) method [5].

In the DIR method, a control message is forwarded from the
source to the destination collecting on the way the wavelength
availability information along the path. Based on this informa-
tion, the destination node will select an available wavelength
(if such is available along the path) and send a reservation re-
quest back to the source node to reserve the selected wavelength.
Fig. 1 shows an example of the DIR method. In the SIR method,
a reservation request control message is sent from the source to
the destination, reserving one or more wavelengths along the
way as it proceeds toward the destination. The destination node
will select one of the reserved wavelength channels (if such are
available) and send a confirmation request back to the source in-
forming it of the selected wavelength and releasing the others.
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The DIR and the SIR methods could be used in both the fixed
routing and the dynamic routing cases. In this paper, unless oth-
erwise specified, we will discuss the fixed routing case.

The key performance metric in the dynamic lightpath es-
tablishment schemes is the connection blocking probability.
A lightpath connection request will be blocked when a route
with sufficient free capacity cannot be found from the source
to the destination, and in the case of wavelength continuous
lightpaths (without wavelength converters or opto-electronic
conversions) if a wavelength cannot be found between source
and destination, the connection request will be blocked even
if there is free capacity on every hop of the path. This latter
constraint is known as the wavelength continuity constraint [1].
In this paper, we commonly term these two types of blocking
as blocking due to insufficient network capacity. In addition to
the above, connection blocking may also occur due to having
outdated global information. As explained earlier, due to de-
lays caused by the need to collect and transmit the link state
information and due to propagation delays, when a control
message reaches a link in order to reserve a wavelength channel
on it, it is possible that the capacity that was available when the
state information of the link was collected, has in the meantime
been reserved by another connection request. We call this type
of blocking outdated information related. The DIR method is
a typical case where both of the two types of blocking would
occur.

To reduce this type of blocking or to eliminate the need of col-
lecting wavelength availability information, a commonly-used
method is one that reserves multiple free wavelength channels
on every hop of the route upon the arrival of a connection re-
quest, so that there is a high probability that the same wave-
length is reserved along the whole path. However, this would
cause the over-reservation problem, which means that too much
network capacity is reserved for this request, and thus some
future connection requests may be blocked due to unavailable
wavelengths. The SIR method is a typical case where such type
of blocking would occur.

Blocking probability in wavelength-routed optical networks
has been studied analytically in a number of previous works
[10]–[19]. In [10], an analytical model is proposed where corre-
lation of traffic on subsequent links is taken into consideration.
However, aiming at providing an insightful yet simple qualita-
tive analysis, it sacrifices the numerical accuracy by making the
assumption that the utilization of a wavelength on each link is
of a fixed value. In [11], the reduced load approximation ap-
proach [12] with the state-dependent arrival model [13] is used
in blocking analysis. This model has been shown to be quite ac-
curate for small networks but has a computational complexity
growing exponentially with the number of hops. In addition, it
is based on the assumption that the set of available wavelengths
on adjacent links are independent. This link independence as-
sumption is not valid for networks with sparse topologies. In
[14], blocking probability is calculated based on the assumption
that the load on the th hop of a path is only related to the load on
the th hop of it. While this is the first model with an em-
phasis of considering the link correlation in blocking analysis,
the proposed model is applicable only to uniform traffic situa-
tions and regular network topologies. The work in [15] presents

an analytical model that provides similar quality results as to
[11], but with a much lower computational complexity. In addi-
tion, this work proposes a link correlation model applicable to
any network topology. While most studies are based on the link
independence assumption or a simplified link correlation model
(i.e., link correlation only exists between two adjacent links of
a path) in order to keep low computational complexity, an ex-
ception is [16], in which a network is decomposed into a set of
path subsystems. It is claimed that by using this method, higher
accuracy can be achieved, though the computational complexity
may also be higher.

All of the prior studies have, however, considered only the
connection blocking due to insufficient network capacity, as-
suming in other words, that updated global information is al-
ways available. The model presented in [17] was the first to
evaluate connection blocking caused by outdated information
in distributed schemes.1 However, the analysis used a link in-
dependent model [11]. In order to keep the computation com-
plexity at a reasonable level, some simplifying assumptions had
to be made in this work for the analysis of the conflict between
different reservation requests, at the expense of accuracy. In
this paper, by utilizing and modifying the analytical model pro-
posed in [15], we take into account the special features of the
traffic correlation in distributed control schemes. More signifi-
cantly, for highly bursty traffic cases, a new model is proposed
to better reflect the nature of the connection blocking caused
by the conflict between different reservation requests. It is also
the first time, to the best of our knowledge, that connection
blocking due to over-reservation is studied. By studying the
two “representative” cases the DIR and the SIR methods, we
thus analyze all three different types of connection blocking:
1) blocking due to insufficient network capacity; 2) blocking
due to outdated information; and 3) blocking due to over-reser-
vation. It is shown that the analysis is highly accurate for both
cases, for both regular and irregular network topologies, under
all traffic loads.

The paper is organized as follows. In Section II, we pro-
pose an analytical model for the DIR method. We analyze both
blocking due to insufficient network capacity and blocking due
to outdated information. Section III presents an analytical model
for the SIR method which studies the effects of over-reserva-
tion. Numerical results are presented in Section IV. Section V
concludes the paper.

II. ANALYTICAL MODEL FOR THE DIR METHOD

A. Framework of the Analysis

There are two types of connection blocking when the DIR
method is used:

• Blocking in the forward direction (i.e., the direction from
the source to the destination), due to insufficient network
capacity. This type of blocking is also termed forward
blocking.

1Connection blocking caused by over-reservation was not discussed in that
paper. Though the SIR method was discussed, it was assumed that updated
global information is always available to the source node at the moment
when a reservation request is sent out, and that each reservation request will
try to reserve one and only one wavelength channel.
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• Blocking in the backward direction (i.e., the direction
from the destination back to the source), caused by out-
dated information. This type of blocking is also termed
backward blocking.

To simplify our analysis, we make the following assumptions.
The network is composed of links connected in an arbitrary
topology where each link is composed of wavelength chan-
nels. There are no wavelength converters in the network. Be-
tween each pair of source-destination nodes, there is a fixed
pre-planned route. When there are multiple free wavelengths
along the route, one of them will be randomly selected. The con-
nection requests between each pair of source-destination nodes
arrive from a Poisson process with an arrival rate , where
denotes the fixed route between the two nodes.

Between the two end nodes of each link on a route, we call the
one closer to the source the left-hand node, and the one closer
to the destination the right-hand node. In this section, we let the
link state be the state of a link when a connection request reaches
the right-hand node of the link.2 A wavelength channel can be
in one of the following three states: 1) free; 2) reserved, yet with
no data transmission; and 3) occupied by data transmission. We
shall say that in the state 3, the wavelength channel is busy;
otherwise, it is idle.

Let be the random variable representing
the number of idle wavelength channels on link . Let

(1)

be the probability that there are exactly idle wavelength chan-
nels on link . Following [13] we assume that all ’s are mutu-
ally independent, then the steady-state probability that there are
exactly idle wavelength channels on link
is

(2)

where

We further assume that when there are idle wavelength chan-
nels on link , the inter-arrival time of connection requests is ex-
ponentially distributed with a parameter . Following [15]
we have

(3)
where

(4)

Finally, the framework for calculating the steady-state prob-
ability can be summarized as follows.

2The reason we make this definition is: Due to the propagation delay, the state
of a link can be changed during the period of time when a connection request is
moving from the left-hand node to the right-hand node of this link. Therefore,
the state information provided by the right-hand node is more updated.

Calculating Blocking Probability in DIR Method: Frame-
work
1) Initiate as follows:

(5)

2) Calculate through (1)–(4).
3) Calculate the blocking probability of as

(6)

where denotes the forward blocking probability,
and denotes the backward blocking probability. If
for every route , has been convergent, then stop;
otherwise, go to step 4.

4) Calculate as follows:

(7)

where denotes the arrival rate of those connec-
tion requests for route which are finally successfully
accepted, given that the state of link is . Go to step 2.

In step 3, we consider the blocking in both the forward and
backward directions as shown in (6). In the following subsec-
tions, we will discuss the calculations of , and ,
respectively.

B. Blocking Due to Insufficient Network Capacity

Connection requests can be blocked in the forward direction
due to insufficient network capacity. The main idea is basically
the same as that in [11] and [15]: It is based on a link correlation
model where the state dependent model is used to describe the
link state. However, we take the influence of propagation delay
of management messages into consideration. Specifically, due
to the propagation delay of reservation request in the backward
direction, some wavelength channels are reserved for a short pe-
riod of time before they are actually occupied by data transmis-
sion. Such type of reservation could consume some network ca-
pacity and make the blocking probability in the forward direc-
tion slightly higher. This type of influence could be significant
when under bursty traffic load. Further improvement in analysis
accuracy is achieved by modifying the model proposed in [15] to
better analyze the state dependent arrival rate of traffic requests,
as will be explained later in Section II-D. Below we present the
detailed analysis.

Let denote the probability that a given set of wavelength
channels are free on route at the moment when the connection
request reaches the destination node. Then from the inclusion-
exclusion principle and the assumption of random wavelength
assignment, we have

(8)

For a route , to simplify the description, we denote link as
the th link of this route and link as the th link of this
route (when ). Let denote the state (busy or idle)
of channel on link at time , and denote the propagation
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delay on link . To simplify the analysis, we make the following
assumptions [15]:

1) All wavelength channels are statistically identical. This
assumption is reasonable since we are using random
wavelength assignment.

2) is independent of given that
or is known.

3) is independent of given
that is known.

From the assumptions, we have

if
otherwise

(9)

where denotes the hop length of route , and
denotes the conditional probability that a given set of wave-
length channels are free on link given that time slots ago
they were free on link . Therefore,

(10)

where

• denotes the steady-state probability that a given set of
wavelength channels are idle on link .

• denotes the conditional probability that a given set of
channels are free on link given that these channels

are idle.
• denotes the conditional probability that a

given set of wavelength channels are idle on link given
that time slots ago they were idle on link .

• denotes the conditional probability that a
given set of wavelength channels are free on link
given that these channels are idle and time slots ago
they were free on link .

Below we will discuss the calculations of , ,
and , respectively.

Calculating and : From the definition of
, we have

(11)

where

(12)

Let denote the event that the th channel on link is
idle at time and denote the opposite event. Based on
the assumptions before (9), we have

(13)

From the link correlation model, we have

(14)

where denotes conditional probability that channel is idle
on link given that all the channel 1 through channel are
idle, i.e.,

(15)

and

(16)

In (16), denotes the average rate of the connection requests
passing through link and are finally accepted, and de-
notes the average arrival rate of the connection requests passing
through link but not passing through and are finally ac-
cepted. For more discussions on (14)–(16), please refer to [15].

To summarize, we have

(17)

Calculating and : Variable denotes the
probability that a given set of wavelength channels are free
on link given that these wavelength channels are idle. This
conditional probability measures the influence of propagation
delay. From the moment a channel is reserved to the moment it
becomes busy, the length of the time interval equals to

(18)

which means the round-trip propagation delay from the source
node of route to the right-hand node of link . Therefore,
can be calculated as follows:

(19)
where denotes the probability that channels are idle
on link given that a specific set of channels are idle
on this link, i.e.,

(20)

The basic idea for calculating is nearly the same as
that for calculating . The only difference is: If the reservation
request also passes through link and at time the channel
on link is reserved but not busy, then the reservation request
must have arrived the right-hand node of link within the time
interval ; otherwise, the same wavelength on link
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should have been reserved at time . Therefore, we define
that for any route passing through link

(21)

Then can be calculated by using (19) where
is replaced by .

C. Blocking Due to Outdated Information

Connection blocking could happen in the backward direction
due to outdated information. More specifically, such blocking
will happen if and only if we have several reservation requests
competing for a same wavelength channel. The detailed analysis
is as follows.

If , obviously . Therefore we will only con-
sider the case when . When a reservation request for
route reaches the right-hand node of a link , it
can be blocked if and only if there is an interfering reservation
request arrived earlier. In addition, this interfering reservation
request must have arrived after the connection request for
passed link . Another observation is that if the reservation re-
quest for gets blocked on link , then the interfering reser-
vation request cannot have gone through the th link of
route (denoted as ); otherwise, the reservation request for
route should have been blocked on link . Based on these
two observations and the fact that the round-trip propagation
delay between the right-hand node of link and the destination
of route equals to

(22)

we have

(23)

where denotes the conditional probability that no
interfering reservation requests has arrived link within the past

time slots and reserved the same wavelength, given that
is not on the route of that interfering reservation request. From
this definition, we have

(24)
where denotes the total arrival rate of those connec-
tion requests which pass through link but not link and are
finally successfully accepted, given that the state of link is .
Therefore

(25)

D. State Dependent Arrival Rate

To complete the calculation of the overall connection
blocking probability for DIR method, as described in step 4 of
the Framework in Section II-A, it remains to obtain the state

dependent arrival rate . From (7), we see that in order to
obtain , we need to calculate .

Similar to (6), we have

(26)

where and are two conditional probabili-
ties that need to be calculated first.

Calculating : can be calculated as

(27)

which resembles (8). Variable denotes the condi-
tional probability that a given set of channels are free on at
the moment when the connection request reaches its destination,
given that wavelength channels are idle on link . The main
idea of calculating is to slightly modify (9) and (10)
to take the additional condition into consideration. In
other words, we need to calculate four probabilities: ,

, , and . Since we
already got in (12), below we will consider the other
three probabilities:

(28)
Remark: The first equation in (28) is quite similar to (17),

with only one slight yet important difference. That is, there is
an additional condition that , which leads to a more
accurate correlation model. With this additional condition, we
have from the definition in (15) that

(29)

Therefore

(30)

As will be shown in Section IV, this slight modification could
significantly improve the accuracy of the analytical model, es-
pecially when under heavy traffic load.

Calculating : Obviously when
. Thus, again, we only consider the case when .

can be calculated by using (23) with
be replaced by where

(31)

E. Computational Complexity

The computational complexity of the analytical model can
be analyzed as follows: Let denote the maximum number
of hops in any route in the network, denote the average
number of routes passing through each link, and denote the
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average nodal degree of the network. From (11) and (13), we
observe that the calculations of all the ’s and ’s
need and operations, respectively. As to
the calculations of ’s and ’s on all the links,
as we could observe from (19), they require and

operations, respectively.
To compute the blocking probability of a route, we observe

from (8), (9) and (23), (24) that it requires operations.

III. ANALYTICAL MODEL FOR THE SIR METHOD

In the SIR method, multiple free wavelength channels are re-
served upon the arrival of a connection request, so that there is a
high probability that the same wavelength is reserved along the
whole path. Consequently, connection blocking can be caused
by insufficient network capacity as well as the over-reservation
of the wavelength channels.

Within the frame of the SIR method, different variants reserve
different number of wavelength channels when a reservation re-
quest is forwarded from the source to the destination and release
the surplus reserved wavelength channels at different time [5].
For the sake of this case study, we will consider the following
specific method:

• For a single-hop route, a free wavelength channel (if
any) will be selected and occupied by data transmission
without a prior reservation and confirmation.

• For a multi-hop route, all the free wavelength channels on
the first hop will be reserved. On each of the following
hops, among all the free wavelength channels, only those
that are free on all the previous hops will be reserved.
The only exception is the last hop, on which a single free
wavelength channel is selected and reserved with no need
of a confirmation (if applicable). Meanwhile, a confirma-
tion request will be sent by the node before the destination
node to reserve the same wavelength on all the previous
hops back to the source node.

Fig. 2 shows an example of the above specific SIR method.
To simplify the description, we call a wavelength channel as

nonconfirmed if it is reserved but not confirmed yet. The basic
assumptions of traffic model and network topology we made
in Section II-A still hold unless otherwise specified. In addi-
tion, we assume that among all the wavelength channels that
are reserved along the route, one of them is randomly selected
and confirmed while the others are released. Beginning with a
brief description of the analytical model for the SIR method,
we then present the detailed method for analyzing the effects of
over-reservation.

A. Analytical Model for the SIR Method: A Brief Description

In the SIR method, connection blocking occurs only in for-
ward direction. Therefore, the blocking probability equals to

(32)

where denotes the probability that a given set of wave-
length channels are available along the whole route (i.e., have
been successfully reserved by the reservation request for route

). The calculation of the for the SIR method is quite

Fig. 2. Example of the specific SIR method.

similar to that for the DIR method as shown in (9), with sev-
eral slight yet important differences. We list these differences
as follows:

1) In Section II-A, we define the link state as the state of the
link at the moment when the connection request reaches
the right-hand node of the link. In the SIR method, how-
ever, since all the reservation decisions are made based
on the state information provided by the left-hand node of
the link, we let the link state be the state of a link when a
connection request reaches the left-hand node of the link.
Due to this difference, the calculation of in (9) needs
to be slightly modified as follows:

if
otherwise.

(33)

2) In the SIR method, a wavelength channel can be in one
of the following four states: 1) free; 2) nonconfirmed; 3)
confirmed, yet with no data transmission; 4) occupied by
data transmission. Similar to that in Section II, we shall
say that in the state 4, the wavelength channel is busy; oth-
erwise, it is idle. Since there is one more state compared
to that in the DIR case, the equation (10) is modified as

(34)

where
• denotes the conditional probability that a given set of

channels are either free or nonconfirmed on the first link
of the route given that these channels are idle; and
denotes the conditional probability these channels are
free given that they are either free or nonconfirmed;

• denotes the conditional probability that a
given set of channels are either free or nonconfirmed
on link given that they are idle and time slots ago
they were free on link ; and denotes the
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conditional probability that these wavelength channels
are free on link given that they are either free or non-
confirmed and time slots ago they were free on link .
In (34), the method for calculating can be seen
in (13)–(17). The calculation of is nearly the same as
that for calculating in (19) except that the length of
propagation delay is changed (because the state informa-
tion is now provided by the left-hand node of the link).
Specifically, the in (19) is replaced by

(35)

Similarly, the calculation of is nearly the same
as that for calculating except that the
in (21) is replaced by

(36)

From the above discussions, we see that the effects of
over-reservation are measured by two new variables: and

. We will present the detailed method for calcu-
lating them in the next subsection.

B. Analysis of the Effects of Over-Reservation

Calculating : From the definition of , we see that if
channels are either free or nonconfirmed on link , the prob-

ability that they are free equals to the probability that there is
no reservation reserving any one of them. To simplify the anal-
ysis, we assume that whenever a reservation request reaches the
left-hand node of a link, there is at most one interfering reserva-
tion request on this link. In other words, all the nonconfirmed
wavelength channels on this link, if any, were reserved by a
single reservation request arrived earlier. Furthermore, we de-
fine the number of wavelength channels a reservation request
would attempt to reserve on a link as follows:

• On the first link of a route, a reservation request would
attempt to reserve all the wavelength channels.

• On the th link of a route, the number of wave-
length channels that a reservation request would attempt
to reserve equals to the number of wavelength channels
that this reservation request has successfully reserved on
the th link of the route.

Based on this basic definition, we denote

• as the steady-state probability that a reservation
request for route attempts to reserve channels on link

(with no guarantee of how many channels can actually
be reserved);

• as the steady-state probability that there is a certain
reservation request passing through link attempting to
reserve channels on this link. For the special case when

, denotes the probability that (1) there would
be a reservation request passing through link if it had
not been blocked on a certain previous link of its route, or
(2) there is no reservation request passing through link
simply because no one is sending such a request.

Therefore, we have

(37)

where denotes the duration that a wavelength channel
could remain in the nonconfirmed state if it is reserved for route

. This duration equals to the round-trip propagation delay be-
tween the left-hand node of this link and the left-hand node of
the last link of the route. Therefore

(38)

The method for calculating will be discussed later.
Finally, we see that if channels are either free or noncon-

firmed on link , they are free if and only if there is no reserva-
tion request attempting to reserve any one of them. Therefore

(39)

Calculating : The method for calculating
is quite similar to that for calculating .

The main difference is that if an interfering reservation
request passes through both link and link , then wave-
length conflict will happen on link . Therefore, by defining

as the steady-state probability that
there is a certain reservation request attempting to reserve
channels on link given that this reservation request does not
pass through link , we have

(40)

Similar to that in (39), can be calculated as

(41)

Calculating : can be calculated iteratively.
Specifically, initially we set

otherwise.
(42)
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Then and can be calculated as shown in (33).
Iteratively, if link is not the first hop of route , we update the
value of as follows:

(43)

where denotes the probability that a reservation request
for route attempts to reserve a given set of wavelength chan-
nels on link . Thus

(44)

Once the new has been calculated, and
can be updated. The iteration can be repeated until the results
converge. Please note that in all the iterations, the value of

remains unchanged.

C. Computational Complexity

As those in Section II-E, we still let denote the maximum
number of hops in any route in the network, denote the av-
erage number of routes passing through each link, and de-
note the average nodal degree of the network. We observe that
the calculations of all the ’s and ’s need
and operations, respectively, the same as those in the
DIR analytical model. As to the calculations of all the ’s
and ’s, they require and op-
erations respectively, the same as those for calculating ’s and

’s in the DIR analytical model.
Equations (39) and (41) show that calculating all the ’s

and ’s requires and operations,
respectively. As to the calculations of all the ’s (37) and

’s (40), they require and operations,
respectively.

For a route , the calculations of all the ’s (44) and
’s (43) require and operations, re-

spectively. The is equivalent to the special case of
where (33), which can then be used to calculate the
blocking probability of the route (32).

IV. NUMERICAL RESULTS

To evaluate the accuracy of the proposed analytical models,
especially when under highly bursty traffic loads, we compare
the analysis results to the simulation results on both the PacNet
(shown in Fig. 3 where the numbers next to the links denote
the physical length in tens of kilometers) and a 12-node optical
ring (where the length of the fiber between every two adjacent
nodes is 100 kilometers). In all our simulations, unless other-
wise specified, we assume that: 1) each link is composed of
two directional fibers of opposite directions with eight wave-
length channels per fiber; 2) the connection requests arrive from
a Poisson process with exponentially distributed duration; 3) the
traffic pattern is uniform, i.e., the average arrival rate of the con-
nection requests between each pair of source-destination nodes

Fig. 3. Physical topology of the PacNet.

Fig. 4. Traffic blocking of the centralized method in the PacNet with and
without the additional condition as shown in (28), respectively.

is a constant; and 4) the fixed shortest path routing is used be-
tween each pair of source-destination nodes. In all the figures
for simulation results, we let the traffic load measured in Erlang
on the x-axis denote the average traffic load sourced from every
node on every wavelength.

Fig. 4 demonstrates the proposed models’ higher accuracy in
analyzing the “classic” centralized case under nonbursty traffic
loads (The average duration of each connection is 10 000 s).
We show that by taking the additional condition [as
discussed in (28)] into consideration, we achieve more accu-
rate analysis of state dependent arrival rate and, consequently,
more accurate probability that some specific network capacity
is in idle state, which finally leads to more accurate blocking
analysis.

The more important issue is to examine the accuracy of the
proposed models for distributed cases under highly bursty traffic
loads. From now on, unless other specified, we let the average
duration of each connection be equal to 100 ms, a typical value
in WROBS networks.
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Fig. 5. Forward blocking of the DIR method in the PacNet with and without
the additional condition as shown in (28), respectively.

Fig. 6. Forward blocking of the DIR method in the PacNet with and without
considering the propagation delay, respectively. The average duration of each
connection is 10 ms.

Fig. 5 and Fig. 6 examine the accuracy in analyzing blocking
due to insufficient network capacity (forward blocking of the
DIR method). Fig. 5 compares the analysis results with and
without the additional condition , respectively. Sim-
ilar to that in the centralized case, with more accurate analysis
of state dependent arrival, the accuracy of the network blocking
analysis could be significantly improved, especially under heavy
traffic load. Fig. 6 shows the improvement of accuracy that can
be achieved by taking the propagation delay into account. As
we have mentioned, due to the propagation delay, some network
capacity has to be reserved for a short period of time before the
data transmission begins. This type of “capacity waste” is more
significant when connection requests arrive at a high rate with
a short average duration. By taking this fact into consideration,
we could achieve higher accuracy in blocking analysis. Fig. 6
shows the results when the average duration of each connec-
tion request is 10 ms. Under very heavy traffic loads, however,
most of the traffic blocking is caused by insufficient network
capacity, thus the effects of propagation delay become less sig-
nificant. That explains why the two analytical models tend to
merge under heavy traffic loads.

Fig. 7. Blocking analysis of the DIR method in the PacNet (both the forward
and the backward directions).

Fig. 8. Blocking analysis of the DIR method in the PacNet where there are 32
channels per fiber.

The analysis results of blocking probabilities in both the for-
ward and the backward directions are presented in Fig. 7, which
show a very good match with simulation results. In addition, we
observe that under light traffic load, the blocking mainly takes
place in backward direction, caused by outdated information;
whereas under heavy traffic load, the blocking occurs mainly in
forward direction, due to insufficient network capacity. Fig. 8
demonstrates the high accuracy of the analytical model when
the number of wavelength channels per fiber is larger (32 chan-
nels per fiber).

To investigate how the blocking performance would be
affected when the traffic load becomes more and more bursty,
Fig. 9 deals with connection blocking when the traffic re-
quest arrival rate is higher and the average duration is shorter
(10 ms). We find that in this case, the blocking probability in
the backward direction is significantly higher compared to the
case in Fig. 7. In other words, under more bursty traffic load,
the blocking probability caused by outdated information is sig-
nificantly higher. We observe that for this case, our analytical
models can still achieve highly accurate results.
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Fig. 9. Blocking analysis of the DIR method in the PacNet under highly bursty
traffic, where the average duration of each connection is 10 ms.

Fig. 10. Blocking analysis of the DIR method in the 12-node ring network.

The performance of the proposed analytical models on the
optical ring is presented in Fig. 10. We observe that, due to the
very high correlation between different lightpaths, the analysis
results become less accurate compared to those in the PacNet
(but still acceptable). In fact, this is also the case in most of
the previous studies (e.g., [15]). To get more accurate results,
it is widely believed that more complicated models have to be
used, which in our case means that the assumptions we made
before (9) shall be somewhat released. However, how to keep
the complexity of computation at a reasonably low level when
releasing these assumptions is basically still an open problem.

The accuracy of the analytical model for the SIR method is
demonstrated in Fig. 11 and Fig. 12, respectively. We observe
that, by taking into consideration the effects of over-reservation,
we were able to get highly accurate analysis results for both
the regular and irregular networks under either light or heavy
traffic loads. To show the significance of the blocking caused
by over-reservation, we include in these figures the curves of
network blocking for centralized cases. The difference between
the blocking of centralized cases and the blocking of SIR cases
comes from over-reservation. We see that under light traffic
loads, over-reservation is the dominant cause of traffic blocking,

Fig. 11. Blocking analysis of the SIR method in the PacNet.

Fig. 12. Blocking analysis of the SIR method in the 12-node ring network.

while under heavy traffic loads, insufficient network capacity
causes most traffic blocking.

Besides the high accuracy, the computational efficiency of the
proposed models also appears to be satisfying. On a Pentium III
450 PC with 128 M memory and Red Hat Linux 8.0 system, it
generally takes only several seconds to get the analytical result
under a specific traffic load. For example, for the case of using
the DIR method in the PacNet with eight channels per fiber, it
takes 1.642 s CPU time to get the analytical result where the
average traffic load sourced from each node on each wavelength
is 120 Erlang. As to the case of using the SIR method, it takes
1.214 s CPU time to get the analytical result under the same
traffic load.

V. CONCLUSIONS

In this paper, we analyzed connection blocking in distributed
wavelength-routed networks by studying two central schemes,
DIR and SIR. We analyzed three different types of connection
blocking: 1) blocking due to insufficient network capacity; 2)
blocking due to outdated global information; and 3) blocking
due to over-reservation. The latter two types of blocking would
become increasingly important when we are handling more and
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more bursty traffic loads. Extensive simulation results showed
that our analytical models achieve highly accurate results for
both schemes, in both regular and irregular network topologies,
under both light and heavy traffic loads. By studying the funda-
mental types of connection blocking in the two central schemes,
this analysis also offers a first insight into blocking behavior of
distributed lightpath establishment schemes, since the connec-
tion blocking cases studied here are incurred in one combination
or another in most schemes, due to the fundamental nature of the
distributed process involved in setting up lightpaths.
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