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Abstract

This study investigates the leader-following consensus problem for heterogeneous multi-agent systems subject to both sensor and actuator
attacks. The attacks considered in this paper are false data injection attacks. A novel adaptive controller is proposed to guarantee that the
consensus tracking is achieved with cooperative uniform ultimate boundedness for the multi-agent systems in the simultaneous presence
of sensor and actuator attacks. As the whole state information is unknown, the adaptive dynamics are designed on the basis of the received
compromised/uncompromised output information. Simulations are carried out to demonstrate the effectiveness of the obtained results.
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1 Introduction

Over the past several decades, distributed control of multi-
agent systems has attracted much attention due to its wide
applications in various fields, such as robotics (Bullo et al.
2009), smart grid (Tan et al. 2014), sensor networks (Ogren
et al. 2004) and so on. Most existing results on distribut-
ed consensus problem (Hu et al. 2016, Li, Chen, Su & Li
2016, Li, Su & Chen 2016, Li et al. 2013, Meng et al. 2020,
Olfati-Saber & Murray 2004) assume guaranteed availabili-
ty of healthy local sensors, actuators of every agent and the
intact communication topologies. However, as multi-agent
systems are a significant subclass of cyber-physical system-
s that involve communications and collaborations between
connected agents, they are prone to cyber-physical attack-
s. For example, the GPS sensors in a multi-vehicle system
can be attacked and make the sensory data that the vehicles
receive to be corrupted. The misleading data or false actu-
ator input may severely affect the performance of the sys-
tem and prohibit the accomplishment of system-level objec-
tives. Therefore, design of resilient and secure architectures
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is of paramount importance for achieving desired coordinat-
ed goal of distributed networks under attacks.

Different methods have been proposed for detecting and mit-
igating deception attacks in multi-agent systems (Boem et al.
2017, Forti et al. 2018, Rahimian & Preciado 2015, Sun-
daram & Hadjicostis 2011, Teixeira et al. 2010), in which
the sensor and/or actuator attacks were considered. There
are some approaches to design mitigation techniques for ad-
dressing malicious attacks. The first one is to establish a
monitor based on the discrepancy among agents and their
neighbors to detect and identify attacks on neighbors, and
then isolate the comprised agents (Pasqualetti et al. 2012,
Sundaram & Hadjicostis 2011). Although by this means,
various attacks including sensor and actuator attacks as well
as attacks on communication links can be counteracted, ad-
ditional assumptions on the graph connectivity and the up-
per bound of the fraction of adversary agents are typically
needed. Also the network connectivity may be harmed by
rejecting the neighbor’s information. The second approach
(Arabi et al. 2017, Hota & Sundaram 2018, Jin & Haddad
2019, Modares et al. 2018, Mustafa & Modares 2019, Zeng
& Chow 2014, Zhu & Martı́nez 2013) is to design resilient
distributed control protocols to mitigate the effects of attacks
instead of removing compromised agents. In Zeng & Chow
(2014), a reputation-based resilient control algorithm was
proposed for leader-following problem of multi-agent sys-
tems in the presence of misbehaving agents. Game-theory
based resilient control architecture was designed in Hota &
Sundaram (2018) to mitigate the effects of adversary in-
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formation. Adaptive resilient architectures were applied to
ensure that the intruded multi-agent systems under attacks
achieve a cooperative goal with uniform ultimate bounded-
ness in Arabi et al. (2017), Jin & Haddad (2019). A novel
resilient distributed algorithm was presented by adopting a
receding-horizon control methodology for mitigation of re-
play attacks (Zhu & Martı́nez 2013). In Mustafa & Modares
(2019), a rigorous analysis of the effects of cyber attack-
s on discrete-time multi-agent systems was conducted and
accordingly a mitigating approach for sensor and actuator
attacks was proposed. Another way to protect nodes from at-
tackers who try to steal or even alter exchanged information
by hacking into the nodes or the communication channels is
the digital signature based approach (Ruan et al. 2019).

However, the aforementioned references have all concen-
trated on homogeneous multi-agent systems under cyber at-
tacks. In practice, it is not common that all agents in a
multi-agent system have exactly the same dynamics. Usual-
ly individual agents in a multi-agent system have different
dynamics and even different state dimensions. It is thus de-
sirable to study the leader-following consensus problem for
such multi-agent systems termed heterogeneous multi-agent
systems in the presence of both sensor and actuator attacks.

In this paper, we apply and extend techniques from adap-
tive control theory to mitigate the effects of sensor and ac-
tuator attacks on leader-following consensus of heteroge-
nous multi-agent systems. A novel adaptive cooperative con-
troller is presented to foil the time-varying sensor and actu-
ator attacks. The contributions of this paper are mainly as
follows. i) The proposed adaptive controller guarantees the
leader-following consensus with cooperative uniform ulti-
mate boundedness (UUB). This cooperative bound can be
adjusted by appropriately choosing some free parameters in
the designed adaptive controller, and particularly, the bound
can be sufficiently small when there are only constant sen-
sor attacks. ii) Compared with Pasqualetti et al. (2012), Sun-
daram & Hadjicostis (2011), in which resilient function cal-
culation and consensus were discussed under the constraints
on the number of the malicious agents and the communica-
tion topologies, our results however do not need these as-
sumptions. Instead, the only constraint we need is that there
exist directed paths from the leader node to all the follow-
er nodes in the communication topology (see Assumption
2). iii) We present some results ensuring that the outputs of
all the followers approach the output of the leader with U-
UB in heterogeneous multi-agent systems under both sensor
and actuator attacks while only sensor attacks or actuator
attacks were considered in most literature (e.g. Arabi et al.
(2017), Chen et al. (2019)). Modares et al. (2018), Mustafa &
Modares (2019) present a unified approach to study resilient
consensus of homogeneous/heterogeneous multi-agent sys-
tems under both sensor and actuator attacks, while however
only the intact agents are ensured to achieve consensus.

The rest of this paper is organized as follows. Section 2 re-
views some preliminaries and formulates the studied prob-
lem. The main results of this paper are presented in Section

3. Section 4 gives an illustrative example to demonstrate
the effectiveness of the obtained results, followed by a brief
conclusion in Section 5.

Notations. R and Rm×n denote the sets of real numbers and
m×n real matrices, respectively. 1n (0n) represents an n di-
mensional vector with all of its elements being 1 (0). In is
the identity matrix of dimension n. For real symmetric ma-
trices P and Q, P > (≥,<,≤) Q means that P−Q is positive
(positive semi-, negative, negative semi-) definite. Denote by
∥ ·∥ the Euclidean/induced norm for vectors/matrices. λ (A)
represents the eigenvalue of matrix A. A⊗B denotes the
Kronecker product of matrices A and B. diag(a1,a2, . . . ,an)
represents a diagonal matrix with ai, i = 1,2, . . . ,n, on its
diagonal.

2 Preliminaries and problem formulation

In this section, some fundamentals of algebraic graph theory
and the studied problem are introduced.

In a directed graph G = (V ,E ,A ), V = {1,2, . . . ,N}, E =
{(i, j) : i, j ∈V } and A =(ai j)∈RN×N represent the vertex
set, the directed edge set and the weighted adjacency matrix
of G , respectively. The weights are defined as aii = 0, ai j > 0
if ( j, i) ∈ E and ai j = 0 otherwise. A node with one edge
incoming to node i is called a neighbor of node i. Denote by
Ni the set of the neighbors of node i, then Ni = { j| ( j, i) ∈
E }. Moreover, the Laplacian matrix L = (li j) ∈ RN×N is
defined as lii = ∑ j ̸=i ai j and li j = −ai j, i ̸= j. A directed
path from node i1 to node il is composed of a sequence of
ordered edges (ih, ih+1), h = 1,2, . . . , l −1.

Consider a heterogeneous multi-agent system with N agents,
and the dynamics of agent i, i ∈ {1,2, . . . ,N}, is given as{

ẋi(t) = Aixi(t)+Biui(t),

yi(t) =Cixi(t),
(1)

where xi(t) ∈ Rni , ui(t) ∈ Rmi and yi(t) ∈ Rp are the state
variable, control input and measurable output, respectively.
Ai, Bi and Ci are constant real matrices with appropriate
dimensions. The leader’s state is assumed to be x0(t) ∈ Rr

with the following dynamics{
ẋ0(t) = A0x0(t),

y0(t) =C0x0(t),
(2)

where x0(t) ∈ Rr is the state of the leader, y0(t) ∈ Rp is
the measurable output of the leader and A0, C0 are constant
real matrices with appropriate dimensions. In addition, the
communication topology among these follower agents in (1)
is characterized by a directed graph G = (V ,E ,A ) with
V = {1,2, . . . ,N}. The leader can be pinned to multiple
followers, which leads to a diagonal pinning matrix D =
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diag(d1,d2, . . . ,dN)∈RN×N with di > 0 if there is a directed
edge from the leader node to the ith follower, and di = 0
otherwise. Denote M = L +D, where L is the Laplacian
matrix of G .

In this paper, the sensor and actuator of every agent i may
be corrupted. The attack on actuators can be described as

uc
i (t) = ui(t)+ua

i (t), (3)

where ui(t)∈Rmi is the uncompromised control input, ua
i (t)

is the unknown disturbance injected to the actuator of agent
i, and uc

i (t) is the compromised input available to agent i in
(1). The sensor attack is given as

yc
i (t) = yi(t)+ ya

i (t), (4)

where yi(t) is the uncompromised measurable output of a-
gent i, ya

i (t) is unknown and captures the sensor attack on
agent i, and yc

i (t) is the compromised output applied to feed-
back. The system architecture is shown in Fig. 1.

Fig. 1. System control framework of multi-agent systems in the
presence of sensor and actuator attacks on agent i. Here, j ∈ Ni.

Remark 1 One can see that faults on sensors and actuators
can be modeled in the same way as in (3), (4). In fact, faults
and attacks have inherently different characteristics. Faults
are caused randomly and unintentionally while attacks are
injected intentionally by an intruder to mislead or even par-
alyze the whole network’s behaviors. With the randomness
feature, faults are easier to be detected and mitigated.

The definition of the cooperative UUB was first defined in
Das & Lewis (2010) which extends the conventional concept
of UUB in Khalil & Grizzle (2002).

Definition 1 (Das & Lewis 2010) The leader’s output y0(t)
given in (2) is cooperatively uniformly ultimately bounded
with respect to outputs of followers in (1) if there exists a
compact set C ⊂ Rp so that yi(t0)− y0(t0) ∈ C for arbi-
trary i ∈ {1,2, . . . ,N}, then a bound ε and a time instance
t f (ε,yi(t0)−y0(t0)) both independent of t0 can be found such
that ∥yi(t)− y0(t)∥ ≤ ε , ∀i, ∀t ≥ t0 + t f .

If the conditions in Definition 1 are satisfied, we say that
the leader-following consensus is achieved with cooperative
UUB.

While under cyber attacks, the consensus performance can
be seriously affected since even an attack on a single agent
may be amplified through communications between the a-
gent and its neighbors. As the comprised dynamics of agent
i becomes {

ẋi(t) = Aixi(t)+Bi(ui(t)+ua
i (t)),

yc
i (t) =Cixi(t)+ ya

i (t),
(5)

the aim of this paper is to design a distributed adaptive
control protocol such that the leader-following consensus of
the compromised multi-agent system (5) and (2) is achieved
with cooperative UUB, that is, ∥yi(t)− y0(t)∥ is uniformly
ultimately bounded for every i = 1,2, . . . ,N.

3 Main results

In this section, a novel distributed adaptive resilient control
protocol is designed to mitigate the effects of sensor and ac-
tuator attacks, and achieve leader-following consensus with
cooperative UUB.

Assumption 1 The sensor and actuator attacks, ya
i (t) and

ua
i (t), as well as their derivatives, ẏa

i (t) and u̇a
i (t) are bound-

ed. Besides, the bounds are unknown.

To achieve leader-following consensus uniformly ultimately
bounded for multi-agent system (1) with the leader (2) under
sensor and actuator attacks, a distributed adaptive control
protocol is designed in the following form:

ui(t) = Kxix̂i(t)+Kξ iξi(t)− ûa
i (t), (6)

ξ̇i(t) = A0ξi(t)+KC0 ∑
j∈Ni

ai j(ξi(t)−ξ j(t))

+diKC0(ξi(t)− x0(t)), (7)
˙̂xi(t) = Aix̂i(t)+Biui(t)+Fiỹi(t)+Biûa

i (t), (8)

where ξi(t) ∈ Rr is the internal state of the controller, x̂i(t)
is the observer of the state xi(t), ûa

i (t) is the estimation
of actuator attack ua

i (t), ỹi(t) := yc
i (t)−Cix̂i(t)− ŷa

i (t) with
ŷa

i (t) being the estimation of the sensor attack ya
i (t), and Kxi,

Kξ i, K, Fi are controller gains to be designed. Moreover, the
dynamics of ŷa

i (t) and ûa
i (t) are given as

˙̂ya
i (t) = Giỹi(t), (9)

˙̂ua
i (t) =−αiûa

i (t)+Hiỹi(t), (10)

where Gi, Hi, αi > 0 are also unknown and to be devised.
Note that the state of agent i, xi(t), cannot be fully measur-
able. Fortunately, the compromised output yc

i (t) is available
for estimating the unknown parameters in multi-agent sys-
tem (5). In view of that ỹi(t) = yc

i (t)−Cix̂i(t)− ŷa
i (t) can

be accessible, the proposed controller in (6)–(10) is based
on the local measurable output information, and thus is dis-
tributed. As most results on leader-following consensus of
multi-agent systems, the following assumption is necessary.
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Assumption 2

1) There exist directed paths from the leader node to all the
follower nodes.

2) (A0,C0) is detectable.
3) (Ai,Bi) is controllable, i = 1,2, . . . ,N.

Lemma 1 (Li et al. 2015) Under 1) in Assumption 2, the
matrix M = L +D is an M-matrix, and there exists a ma-
trix Q = diag(q1,q2, . . . ,qN) with qi > 0, i = 1,2, . . . ,N, and
(q1,q2, . . . ,qN)

T = M−T 1N such that QM +M T Q > 0.

Denote λ0 = λmin(QM +M T Q) and qmax =max{q1, . . . ,qN}.
By recalling the existing references (Hu & Liu 2017, Meng
et al. 2018, Wieland & Allgower 2009), K can be selected
such that IN ⊗A0+M ⊗KC0 is Hurwitz. In fact, by Lemma
1, K can be designed as follows:

K =−µP−1CT
0 , (11)

where µ ≥ 2qmaxλ−1
0 and P ∈ Rr×r is a positive definite

matrix satisfying

PA0 +AT
0 P−2CT

0 C0 < 0. (12)

(12) has a solution since (A0,C0) is detectable (Li et al.
2010). In this setting, denote ξ̃i(t) = ξi(t)−x0(t) and ξ̃ (t) =
(ξ̃ T

1 (t), ξ̃ T
2 (t), . . . , ξ̃ T

N (t))T . One can obtain the dynamics of
ξ̃ (t) based on (7) as

˙̃ξ (t) = (IN ⊗A0 +M ⊗KC0)ξ̃ (t). (13)

Subsequently, it can be derived that ξ̃ (t)→ 0 as t → ∞, i.e.,
ξ̃i(t)−x0(t)→ 0 as t → ∞. To achieve the main objective of
this paper, we first need to analyze the UUB of xi(t)− x̂i(t),
ya

i (t)− ŷa
i (t) and ua

i (t)− ûa
i (t). To this end, denote x̃i(t) :=

xi(t)− x̂i(t), ỹa
i (t) := ya

i (t)− ŷa
i (t) and ũa

i (t) := ua
i (t)− ûa

i (t).
Since ỹi(t) = yc

i (t)−Cix̂i(t)− ŷa
i (t) = Cix̃i(t) + ỹa

i (t), we
have that

˙̃xi(t) = (Ai −FiCi)x̃i(t)−Fiỹa
i (t)+Biũa

i (t), (14)
˙̃ya
i (t) =−GiCix̃i(t)−Giỹa

i (t)+ ẏa
i (t). (15)

Define ηi(t) = (x̃T
i (t),(ỹ

a
i (t))

T )T , then the dynamics of ηi(t)
can be obtained as

η̇i(t) = AFiηi(t)+Bi1ũa
i (t)+Bi2ẏa

i (t), (16)

where AFi =

[
Ai −FiCi −Fi

−GiCi −Gi

]
, Bi1 =

[
Bi

0p×mi

]
and Bi2 =[

0ni×p

Ip

]
. Before presenting the result on the boundedness

of (ηi(t), ũa
i (t)), another assumption is needed.

Assumption 3 Assume that (Ai,CiAi) is observable for ev-
ery i = 1,2, . . . ,N.

Lemma 2 Consider the multi-agent system in (1) with the
leader (2) under sensor and actuator attacks in (3) and (4). A
resilient adaptive controller is given in (6)–(10). Under As-
sumptions 1, 3, the solution (ηi(t), ũa

i (t)) of the correspond-
ing closed-loop system is uniformly ultimately bounded.

Proof. Note that AFi =

[
Ai 0ni×p

0p×ni 0p×p

]
+

[
−Fi

−Gi

][
Ci Ip

]
.

The matrix pair (

[
Ai 0ni×p

0p×ni 0p×p

]
,
[

Ci Ip

]
) is observable if

and only if

rank


Ci Ip

CiAi 0p×p
...

...

CiA
ni+p−1
i 0p×p

= ni + p.

This is equivalent to

rank
[
(CiAi)

T (CiA2
i )

T · · · (CiA
ni+p−1
i )T

]T
= ni. (17)

Since p ≥ 1 and Ai ∈ Rni×ni , by Cayley-Hamilton theorem,
(17) is equivalent to

rank
[
(CiAi)

T (CiA2
i )

T · · · (CiA
ni
i )

T
]T

= ni, (18)

which can be implied by Assumption 3. Then one can design
appropriate controller gains Fi,Gi such that there exists a
positive definite matrix Pi ∈ R(ni+p)×(ni+p) such that

PiAFi +AT
FiPi <−Pi. (19)

Define a Lyapunov function as

Vi(t) = ηT
i (t)Piηi(t)+(ũa

i (t))
T ũa

i (t). (20)

Then, along the trajectory of the corresponding closed-loop
system, one has

V̇i(t) = 2ηT
i (t)Piη̇i(t)+2(ũa

i (t))
T ˙̃ua

i (t)

= ηT
i (t)(PiAFi +AT

FiPi)ηi(t)+2ηT
i (t)PiBi1ũa

i (t)

+2ηT
i (t)PiBi2ẏa

i (t)+2(ũa
i (t))

T (u̇a
i (t)− ˙̂ua

i (t))

≤−ηT
i (t)Piηi(t)+2ηT

i (t)PiBi1ũa
i (t)

+2ηT
i (t)PiBi2ẏa

i (t)+2(ũa
i (t))

T (u̇a
i (t)+αiûa

i (t))

−2(ũa
i (t))

T Hiỹi(t).
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Note that

2ηT
i (t)PiBi1ũa

i (t)≤
1
6

ηT
i (t)Piηi(t)+6(ũa

i (t))
T BT

i1PiBi1ũa
i (t),

2ηT
i (t)PiBi2ẏa

i (t)≤
1
6

ηT
i (t)Piηi(t)+6(ẏa

i (t))
T BT

i2PiBi2ẏa
i (t),

2(ũa
i (t))

T u̇a
i (t)≤

αi

2
(ũa

i (t))
T ũa

i (t)+
2
αi

(u̇a
i (t))

T u̇a
i (t),

2αi(ũa
i (t))

T ûa
i (t) = 2αi(ũa

i (t))
T ua

i (t)−2αi(ũa
i (t))

T ũa
i (t),

≤ 2αi(ua
i (t))

T ua
i (t)−

3
2

αi(ũa
i (t))

T ũa
i (t),

−2(ũa
i (t))

T Hiỹi(t) =−2(ũa
i (t))

T Hi[Ci Ip]ηi(t)

≤ 1
6

ηT
i (t)Piηi(t)

+6(ũa
i (t))

T Hi[Ci Ip]P−1
i [Ci Ip]

T HT
i ũa

i (t).

With the above derivations, we obtain that

V̇i(t)≤−1
2

ηT
i (t)Piηi(t)−αi(ũa

i (t))
T ũa

i (t)

+6(ũa
i (t))

T BT
i1PiBi1ũa

i (t)+6(ẏa
i (t))

T BT
i2PiBi2ẏa

i (t)

+
2
αi

(u̇a
i (t))

T u̇a
i (t)+2αi(ua

i (t))
T ua

i (t)

+6(ũa
i (t))

T Hi[Ci Ip]P−1
i [Ci Ip]

T HT
i ũa

i (t).

Take αi as αi = ai1+6∥BT
i1PiBi1∥+6∥Hi[Ci Ip]P−1

i [Ci Ip]
T HT

i ∥
with ai1 being any positive number. Let bi = min{1/2,ai1}
and ci(t) = 6(ẏa

i (t))
T BT

i2PiBi2ẏa
i (t) + 2

ai
(u̇a

i (t))
T u̇a

i (t) +

2αi(ua
i (t))

T ua
i (t). From Assumption 1, we can suppose that

a bound of ci(t) exists and is c̄i. Hence,

V̇i(t)≤−biVi(t)+ c̄i, (21)

that is,

Vi(t)≤ (Vi(0)−
c̄i

bi
)e−bit +

c̄i

bi
. (22)

Since e−bit approaches zero as t → ∞, there exists a posi-
tive number Ti such that for any t ≥ Ti, e−bit < c̄i

bi|Vi(0)−
c̄i
bi
|

when Vi(0)− c̄i
bi

is nonzero. Hence, it can be obtained that

for any t ≥ Ti, Vi(t) ≤ 2c̄i
bi
. Note that ∥ηi(t)∥2 is less than

λ−1
min(Pi)Vi(t), and ∥ũa

i (t)∥2 ≤Vi(t). One can thus derive that
(ηi(t), ũa

i (t)) is uniformly ultimately bounded. �

From Lemma 2, we can see that x̂i(t), ŷa
i (t), ûa

i (t) are the
estimations of xi(t), ya

i (t), ua
i (t), respectively, with slight

error bounds, which lay a paramount foundation for ensuring
leader-following consensus with UUB.

On the other hand, ξi(t) for i = 1,2, . . . ,N, are viewed as
internal states of the designed controller and aim to esti-
mate the leader’s state from the perspective of every agent,

i.e., ξi(t) is the estimation of x0(t) for agent i. In order to
assure that the output of agent i, yi(t), goes to the leader’s
output y0(t), ξi(t) also needs to satisfy another principle by
appropriately designing controller gains Kxi and Kξ i. By 3)
in Assumption 2, select Kxi to make the real part of every
eigenvalue of Ai+BiKxi be less than -1, and then take Kξ i as
Kξ i =Yi −KxiXi, where (Xi,Yi), i = 1,2, . . . ,N, are the solu-
tions to the following equations, called regulated equations:

AiXi +BiYi = XiA0, (23)
CiXi =C0, i = 1,2, . . . ,N. (24)

Lemma 3 Consider the multi-agent system in (1) with the
leader (2) under sensor and actuator attacks in (3) and (4).
A resilient adaptive controller is given in (6)–(10). Under
Assumptions 1–3, by choosing appropriate K, Kxi, Kξ i, the
trajectory of εi(t) := x̂i(t)−Xiξi(t) is uniformly ultimately
bounded.

Proof. As analyzed previously, with the designed K in
(11), we have limt→∞(ξi(t)− x0(t)) = 0. That is, for any
ν > 0, a positive number T 1 exists such that for t ≥ T 1,
∥ξ̃ (t)∥2 < ν , where ξ̃ (t) = (ξ̃ T

1 (t), ξ̃ T
2 (t), . . . , ξ̃ T

N (t))T

with ξ̃i(t) = ξi(t)− x0(t), i = 1,2, . . . ,N. Denote ε(t) =
(εT

1 (t),εT
2 (t), . . . ,εT

N (t))
T and ỹ(t)= (ỹT

1 (t), ỹ
T
2 (t), . . . , ỹ

T
N(t))

T ,
then

ε̇(t) = (A+BKx)ε(t)+Fỹ(t)−X(M ⊗KC0)ξ̃ (t), (25)

where ϒ= diag(ϒ1,ϒ2, . . . ,ϒN) for ϒi =Ai,Bi,Kxi,Kξ i,Fi,Xi,
i = 1,2, . . . ,N. Define a Lyapunov function as

Vε(t) = εT (t)Pxε(t), (26)

where Px = diag(Px1,Px2, . . . ,PxN) with Pxi being a positive
definite matrix satisfying

Pxi(Ai +BiKxi)+(Ai +BiKxi)
T Pxi <−2Pxi, (27)

for i = 1,2, . . . ,N. Therefore the derivative of Vε(t) is

V̇ε(t) = 2εT (t)Pxε̇(t)
≤−2εT (t)Pxε(t)+2εT (t)PxFỹ(t)

−2εT (t)PxX(M ⊗KC0)ξ̃ (t)
≤−εT (t)Pxε(t)+2ỹT (t)FT PxFỹ(t)

+2ξ̃ T (t)(M ⊗KC0)
T XT PxX(M ⊗KC0)ξ̃ (t),

where the second inequality was obtained by 2aT b ≤
1/2aT a+ 2bT b. For t ≥ max{T1,T2, . . . ,TN ,T 1} where Ti,
i = 1,2, . . . ,N, are given in the proof of Lemma 2, one has
that V̇ε(t) ≤ −Vε(t) + b̄, where b̄ is 4N∥FT PxF∥(∥C∥2 +

1) max
i=1,2,...,N

{ 2c̄i
λmin(Pi)bi

} + 2∥(M ⊗ KC0)
T XT PxX(M ⊗

KC0)∥ν , i.e., a bound of 2ỹT (t)FT PxFỹ(t)+ 2ξ̃ T (t)(M ⊗
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KC0)
T XT PxX(M ⊗KC0)ξ̃ (t) from the proof of Lemma 2,

since

ỹT (t)FT PxFỹ(t)+ ξ̃ T (t)(M ⊗KC0)
T XT PxX(M ⊗KC0)ξ̃ (t)

≤ 2∥FT PxF∥(∥C∥2∥x̃(t)∥2 +∥ỹa(t)∥2)

+∥(M ⊗KC0)
T XT PxX(M ⊗KC0)∥ν.

Similar to the proof of Lemma 2, there exists a positive
number T ≥ max{T1,T2, . . . ,TN ,T 1} such that ∥ε(t)∥2 ≤
2λ−1

min(Px)b̄ for any t ≥ T . Thus, we can claim that ε(t) is
uniformly ultimately bounded. �

Equipped with the above results, now we are in a position
to present the conditions to ensure the leader-following con-
sensus is achieved with cooperative UUB.

Theorem 1 Consider the multi-agent system in (1) with the
leader (2) under sensor and actuator attacks in (3) and (4).
A resilient adaptive controller is given in (6)–(10). Under
Assumptions 1–3, by choosing appropriate controller gains,
leader-following consensus of multi-agent system (1) with
the leader (2) is achieved with cooperative UUB.

Proof. Note that

∥yi(t)− y0(t)∥2

= ∥Cixi(t)−Cix̂i(t)+Cix̂i(t)−CiXiξi(t)+CiXiξi(t)−C0x0(t)∥2

≤ 3∥Ci∥2∥x̃i(t)∥2 +3∥Ci∥2∥εi(t)∥2 +3∥C0∥2∥ξ̃i(t)∥2.

By Lemmas 2 and 3, for any t ≥ T where T is in the proof
of Lemma 3, one can claim that yi(t)−y0(t) is uniformly ul-
timate bounded. That is, the leader-following consensus for
the studied multi-agent system is achieved with cooperative
UUB. �

From the proofs, we conclude that the desired controller
gains in (6)–(10) can be designed according to the following
procedures:

i) Compute K in (7) via (11) based on the Laplacian ma-
trix L of the followers’ communication topology G , the
pinning matrix D, and a solution to the linear matrix in-
equality (LMI) in (12).

ii) Determine Kxi such that the LMI in (27) holds.
iii) Let Kξ i =Yi−KxiXi, where a set of (Xi,Yi), i = 1,2, . . . ,N,

is the solution to (23) and (24).
iv) Select Fi,Gi such that the Lyapunov equation (19) has a

solution Pi > 0.
v) Take αi = ai1+6∥BT

i1PiBi1∥+6∥Hi[Ci Ip]P−1
i [Ci Ip]

T HT
i ∥,

where ai1 > 0, Bi1 =
[

BT
i 0mi×p

]T
, Hi ∈ Rmi×P, and Pi

is a positive definite matrix satisfying (19).

Remark 2 From Theorem 1, the leader-following consen-
sus with cooperative UUB is independent of the upper num-
ber of compromised agents, and it is enough that the com-
munication topologies satisfy condition 1) in Assumption 2.

Remark 3 The cooperative uniform ultimate bound of
∥yi(t)− y0(t)∥ depends on the bounds of the derivatives
of the sensor and actuator attacks. However, the designed
adaptive cooperative controller, equivalently the desired
controller gains, make no reference to the bounds of the
sensor and actuator attacks along with their derivatives. In
fact, one bound of yi(t)− y0(t) can be specifically as

6∥Ci∥2λ−1
min(Pi)

c̄i

bi
+6∥Ci∥2λ−1

min(Px)b̄+3∥C0∥2ν. (28)

From the proofs in this section, if there are only constant
sensor attacks, then the designed adaptive controller is still
applicable by deleting the terms relying on ua

i (t), u̇a
i (t), ẏa

i (t).
In this case, the upper bound in (28) becomes 3∥C0∥2ν .
As ν > 0 can be sufficiently small, therefore, the leader-
following consensus can be achieved exactly, i.e., the error
yi(t)− y0(t) approaches zero as t → ∞ for i = 1,2, . . . ,N.

Remark 4 The condition in Assumption 3 can be replaced
by another condition on the multi-agent system: (Ai,Ci) is
controllable and Ai is nonsingular for every i = 1,2, . . . ,N.
This condition can ensure that Assumption 3 is satisfied.

Remark 5 Our method can be extended to the case of multi-
agent systems under actuator dynamics as follows (Dogan
et al. 2017, 2019):{

żi(t) =−Mizi(t)+ vi(t)

ui(t) = Mizi(t)
(29)

where zi(t) ∈ Rmi is the state of the actuator dynamics,
Mi ∈ Rmi×mi is a positive definite diagonal matrix with its
entries representing the actuator bandwidths of each control
channel of agent i, and vi(t) is the feedback control input.

4 Example

In this section, we give a numeriacal example to illustrate
the obtained results. Consider a heterogeneous multi-agent
system with the dynamics matrices as (Wieland et al. 2011)

Ai =


−1 1 0

0 0 ai

0 −ci di

 , Bi =


0 0

0 0

bi1 bi2

 , Ci =
[

1 0 0
]
,

where ai > 0,bi1 > 0,bi2 > 0,ci > 0 and di > 0 for i =
1,2, . . . ,N. The leader’s system matrices are assumed to be

A0 =

[
0 1

−1 0

]
, C0 =

[
1 1

]
.

Consider N = 6 and (ai,bi1,bi2,ci,di) is chosen as
(1,1,1,0,1), (1,1,1,1,2), (1,1,1,1,2), (1,1,1,10,1),
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(1,1,2,0,1), (1,1,2,1,2). The communication topolo-
gy among the leader and the followers is depicted as in
Fig. 2. When this multi-agent system is subject to sen-
sor and actuator attacks, take ya

i (t) = 0.1 ∗ cos(t) and
ua

i (t) = (0.5∗ sin(t),0.2∗ cos(t))T as an example. It can be

Fig. 2. The communication topology among the leader and the
followers.

easily verified that Assumptions 1–3 are satisfied. Based
on the distributed controller in (6)–(10), the output error
trajectories between the followers and the leader are shown
in Fig. 3, from which one can see that the leader-following
consensus is achieved with cooperative UUB.
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Fig. 3. The output errors ei(t) = yi(t)− y0(t), i = 1,2, . . . ,6.

5 Conclusion

In this paper, we addressed the adaptive distributed leader-
following consensus for a kind of heterogeneous multi-agent
systems under sensor and actuator attacks. Novel resilient
distributed controllers were given by extending the adaptive
methods and can be designed to ensure the leader follow-
ing consensus with cooperative UUB for the studied multi-
agent systems. Future research interest is to study resilient
consensus of heterogeneous multi-agent systems under ac-
tuator dynamics and attacks without the assumption of their
bounded derivatives.
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