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Algorithms for Allocating Wavelength Converters
In All-Optical Networks

Gaoxi Xiao and Yiu-Wing

Abstract—In an all-optical wide area network, some network
nodes may handle heavier volumes of traffic. It is desirable
to allocate more full-range wavelength converters (FWC’s) to
these nodes, so that the FWC’s can be fully utilized to resolve
wavelength conflict. In this paper, we propose a set of algorithms
for allocating FWC's in all-optical networks. We adopt the
simulation-based optimization approach, in which we collect
utilization statistics of FWC'’s from computer simulations and
then perform optimization to allocate the FWC'’s. Therefore, our
algorithms are widely applicable and they are not restricted to
any particular model or assumption. We have conducted exten-
sive computer simulations on regular and irregular networks
under both uniform and nonuniform traffic. Compared with the
best existing allocation, the results show that our algorithms
can significantly reduce: 1) the overall blocking probability (i.e.,
better mean quality of service) and 2) the maximum of the block-
ing probabilities experienced at all the source nodes (i.e., better
fairness). Equivalently, for a given performance requirement on
blocking probability, our algorithms can significantly reduce the
number of FWC'’s required.

Index Terms—All-optical WDM networks, simulation-based
optimization, wavelength converter.

|. INTRODUCTION
AVELENGTH division multiplexing (WDM) divides

the bandwidth of an optical fiber into multiple wave-
length channels, so that multiple users can transmit at distinct
wavelengths through the same fiber concurrently [1]-[3]. In
all-optical WDM networks, the information remains in optical
form throughout the network, so that the electronic bottleneck

can be avoided.

In an all-optical wide area network (WAN), a source-

to-destination path usually consists of multiple hops. If

transmission can occupy the same wavelength on every hop,
it can remain in optical form within the network. Otherwise,

it encounters wavelength conflict and it has to be blocked.
To reduce the blocking probability, we can equip the network

nodes withwavelength convertef®C's) [4] to resolve wave-

length conflict. Specifically, when a transmission encounters
a wavelength conflict on a hop, we can use a WC to convert
its wavelength to another one, so that it can remain in optic&l

form on this hop.
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WC'’s can be distinguished into two types: 1¥ul-range
wavelength convertdFWC) [4]-[10] can convert an incoming
wavelength to any outgoing wavelength and 2)iraited-
range wavelength convertgt1]-[13] can convert an incoming
wavelength to a subset of the outgoing wavelengths. When the
number of FWC’s in a node is equal to the total humber of
outgoing wavelength channels of this node (which is equal to
the number of outgoing fibers times the number of wavelength
channels per fiber), FWC's are always available when they are
needed. We call this scenariocamplete wavelength conver-
sion. Some previous studies have shown that if every node
can provide complete wavelength conversion, the blocking
probability can be significantly reduced [5], [6]. Since WC's
are being prototyped in research laboratories and are still costly
(e.g., see [4]), the cost of complete wavelength conversion is
high. It may be more cost-effective to use a fewer number of
FWC'’s; this scenario is callepartial wavelength conversion.
Given a limited number of FWC's, it is necessary to allocate
these FWC's to the node. To demonstrate the effects of partial
wavelength conversion, two different allocations of FWC's
have been studied in the literature [7], [8].

e Subramanianet al. [7] considered the following alloca-
tion of FWC'’s for analytical tractability: some randomly
selected nodes are equipped with sufficient number of
FWC'’s to support complete wavelength conversion, and
the remaining nodes are not equipped with any FWC.
Compared with complete wavelength conversion, this
allocation can give nearly the same blocking probability
when the number of nodes with complete wavelength
conversion is large enough.

Lee and Li [8] considered the following allocation for
performance study: every node is equipped with the same
and limited number of FWC’s. Compared with complete
wavelength conversion, this allocation can give nearly the
same blocking probability when the number of FWC's
per node is large enough. To the best of our knowledge,
this allocation requires the smallest number of FWC'’s to
achieve a given blocking probability.

though the studies in [7] and [8] were not aimed to optimize
the allocation of FWC's, they reached the important conclusion
that partial wavelength conversion is more cost-effective than
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1) except that each FWC is replaced by an LWC. It was
demonstrated that both cases can result in nearly the same, - - ouigoing
blocking probability. optea — oo e optica

In the last revision of this paper, we note that there were
two recent papers on allocating a limited number of FWC'’s The 1 e [ e 2nd
[9], [10]. In these papers, the blocking probability was derived Pl I I
for some specific cases under the statistical independence as-
sumption. Based on this blocking probability, algorithms werig;;;z;s_) Demul-
proposed to allocate a limited number of FWC’s. However i tiplexer
these algorithms are only applicable for these specific cases
and assumption.

We note that in an all-optical WAN, some of the nodes ocally addod  locally dhopped
are often required to handle heavier volumes of traffic. It is optical signal  optical signal
because the topology of a WAN is usually irregular, and thgy. 1. Node configuration [8].
traffic is often nonuniform. It is desirable to allocate more
FWC'’s to the nodes handling heavier volumes of traffic, so

::h::]tﬂit:ti FWC's can be fully utilized to resolve Wavelengt%bjectives are to reduce: 1) the overall blocking probability

In this paper, we design a set of optimization al orithm@'e" better mean quality of service) and 2) the maximum
baper, g P g of the blocking probabilities experienced at all the source

for allocating FWC's in all-optical networks. We adopt the de (ie. better fai Equivalently. f . blocki
simulation-based optimization approach, in which we collefPY€ (., better faimess). Equivalently, for a given blocking

utilization statistics of FWC’s from computer simulations anaefq:\l/rvegjsent, our objective is to reduce the required number

then perform optimization to allocate the FWC's. Thereforé, The blocki bability for all-optical ksi ilabl
our algorithms are widely applicable and are not restricted to e blocking probability for all-optical networks Is available

any specific model or assumption. We have conducted extdh.2nalytical form only under some simplifying assumptions,
sive computer simulations on regular and irregular networRQeCific traffic models, or specific routing and wavelength as-
under both uniform and nonuniform traffic. Compared witfi9nment methods [14], [15]. Therefore, we adopt simulation-
the best existing allocation, the results demonstrate that GS€d optimization approach, so that our method is widely
algorithms can significantly reduce: 1) the overall blockingPPlicable and is not restricted to any specific model or
probability (i.e., better mean quality of service) and 2) th@ssumption. _ _

maximum of the blocking probabilities experienced at all Our main idea is as follows. First, when there is complete
the source nodes (i.e., better fairness). Equivalently, forwavelength conversion, we record the utilization statistics of
given performance requirement on blocking probability, offWC'’s in every node by computer simulations. Specifically,
algorithms can significantly reduce the number of FwCWe let node: require M; FWC'’s for complete wavelength
required. In addition, we demonstrate that our simulatio§onversion, wherel/; is equal to the number of outgoing

based approach is robust under simulation and estimatféffers of node: times the number of channels per fiber, and
uncertainty. M = max{M;, M, ---, My}. We measure thetilization

matrix U = [U; ;]a<i<n)x(o<j<ar) iN computer simulations,
whereU; ; is the percentage of time thatFWC’s are being
. . . utilized simultaneously in nodé. Second, when there are
We consider an all-optical WAN. The network consists 0f |imited number of FWC'’s, we optimize the allocation of
N nodes_ and the_ network topolc_)gy can be irregular. Evefye given number of FWC's based dd. This is an ap-
network I_|nk consists of a se_t of d!stlnct Wavelen_gth Chanmlﬁroximate approach because when there is partial wavelength
We consider the node configuration proposed in [8] becausg,yersion, the utilization matrix is changed. Nevertheless,
It requires the least number of FWF:S to_ optam the sampfiq approximation is good for the following reason. In a
blocking performance. This node configuration is cadre- o _engineered network, the traffic load handled by each
per-node([8] and is shown in Fig. 1. After demultlplexmg,node should not approach or exceed its capacity, so that the

the wavelength channels are fed to the first switch. If_lﬁocking probability can be kept at a reasonably low value
wavelength channel does not need wavelength conversg\/

|

outgoing
—> optical
fiber

Multi-
plexer

L]

Il. NETWORK MODEL

i tched t it itin| p {0l §hy, 0.01). Even if node has M FWC’'s for complete
Itralr?s;\{\gs(':or? O%e?n'saepp:qzns E'!tcrr?g dl?oei(r?; F?/:/ ((;) ubggLn' avelength conversion, it is likely that only some of them are

1SMISSIoN. wise, 1L 1S swi 5 ing used at a time while the others are left idle. Therefore,
which it is converted to another wavelength by a FWC, a

. . . ; U pry U a1, -+ -, are relatively small. For this reason, when
then it is switched to an appropriate multiplexer for outgoing® "’ .~ " . : \
. ; ode i is equipped with a fewer number of FWC's, the
transmission. We use the shortest path routing.

utilization matrix is only changed slightly. In Section V, we
will present simulation results to demonstrate that when there
[ll. ALLOCATING FULL-RANGE WAVELENGTH CONVERTERS  gre a small number of FWC's, our approximate approach

Using the share-per-node structure, we need to determaan already result in blocking probabilities close to that with
the number of FWC'’s in the FWC bank of every node. Owomplete wavelength conversion.
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With the above idea, we divide the problem into theninimizes the maximum number of FWC’s being used on
following two subproblems. every node of the path. In [8], Lee and Li proposedraph

1) Record the utilization matrix via computer simulationstransformationmethod to minimize the required number of

2) Based on the utilization matrix, optimize the allocation§WC'’s (i.e., to fulfill the first objective). To tackle the second
of the FWC'’s. objective, we modify and enhance the graph transformation

In the following subsections, we design algorithms to solv@éthod. .
these subproblems. The main idea is to transform the problem of resolving
wavelength conflict into an equivalent shortest path problem
in a directed graph, where the length of a path in the directed
A. Recording Utilization Matrix graph is determined by: 1) the total number of FWC’s used
We record the utilization matrix via simulation experimentsind 2) the maximum number of FWC’s being used on every
One important issue is that, when there is wavelength confliffde of the source-to-destination path. By determining the
we need to determine where we should perform waveleng?thortes'f path in this directed graph, we can fulfill both of our
conversion. Different methods can lead to different utilizatiopPiectives. We construct the directed graph as follows. Along
matrices. In our study, we design and adopt one possitSh;'e source-to-destination path in the network, ititermediate
method to resolve wavelength conflict that gives good resulfdes(excluding the source and destination nodes) are indexed
However, our simulation-based optimization methodology f&om 1 to L. Let W(l) denotes the number of FWC's being
also applicable to any other conflict resolution method. used on théth |ntermed_|ate node. Now perform the following
For any given call duration statistics, we can generate tAi€PS to construct a directed graph.
duration for each transmission. Therefore, when a new request) For wavelengthA on the jth hop of the path, let
arrives, we can determine its finish time. We use this feature  ¢(}, j) be the weight of this wavelength channel. If it is
when we record the utilization matrix as follows. available, therc(), j) = M; otherwisec(), j) = oo.
1) Recording Algorithm: 2) For thelth intermediate nodel(< ! < L), we create a
1) When a transmission request arrives, identify those Vertexwi(X;, I) for every incoming wavelength channel
transmissions that have been finished since the last Ai, and create a vertex,(X,, l? for every outgoing
transmission request arrives, record their duration and ~Wavelength channeh,. The weight of the edge con-
the number of FWC's that have been used on each node Necting vertexv;(A, 7) to vertexw,(A, ) for any A is
of their source-to-destination paths, then release all the ~Z€ro. The edge connecting(X;, I) and v,(X,, 1) for
FWC'’s used by them. any \; # A, is called aconverter edgeand its weight
2) If at least one wavelength (the same one) is available 1S M + W (l).
on every hop of the source-to-destination path (thfsig. 2(a) and (b) illustrate the construction of the directed
wavelength channel is calledctear channel, admit this  graph.
transmission request and assign a clear channel to it olVe recall that the length of a path in the directed graph must
a first-fit basis [16]. Otherwise, go to step 3. reflect two quantities: i) the total number of FWC’s used and ii)
3) If there is at least one free wavelength channel (at atlye maximum number of FWC'’s used on the network nodes
wavelength) on every hop of the source-to-destinatida.g., see Fig. 2(c)]. The traditional shortest path algorithms
path, execute the following steps: can only tackle the first quantity. To tackle both quantities,
a) ExecuteConflict Resolution Algorithn{to be ex- We modify the Dijkstra’s algorithm to solve our problem as
plained) to: i) select a wavelength requiring thdollows. _ _
smallest number of FWC’s and ii) select the one that 2) Conflict Resolution Algorithm:
minimizes the maximum number of FWC'’s being 1) Initially, label the source vertex and leave all the other
used on every node of the path, when there is more  vertices unlabeled. Lef(s) = 0 andd(y) = oo for all

than one choice. y # s. Letz = s.

b) After selecting the nodes that perform wavelength 2) Leta(, y) be the weight for the edge from vertexto
conversion (called thauning node} select a wave- vertexy. For each unlabeled vertex if a(z, y) < M,
length between any two consecutive tuning nodes ~ COMPuted(y) as follows:
on a first-fit basis. d(y) = min{d(y), d(z) + a(z, y)}. 1)

Otherwise, the transmission request is blocked.

L fM< < i.e., the edge from vertex to
4) Repeat the above steps for the next and new transmission afz, y) < 0 9

vertexy is a converter edge), computéy) as follows:

request. | _ )
In step 1, we perform recording only when a transmission A¥) = min{d(y), [d(z) — d'(z)]
request arrives. In this manner, it is not necessary to monitor +[M + max(d'(x), o (z, y))]} (2)

the finish time of all the ongoing transmissions, so that the
algorithm can be simpler. In step 3(a), we resolve wavelength
conflict to fulfill two objectives: i) the resulting source-to- ,
destination path requires the smallest number of FWC'’s and {d (x) = mod(d(x), M) 3)
ii) when there is more than one choice, we select the one that a'(z, y) = mod(a(z, y), M).

whered'(x) is the maximum of the number of FWC’s
being used in all the previous nodes upato
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Source Ist intermediate 2nd intermediate Destination
node node node node
O Only Aiis \\/ Only Az is v Only Aris O
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being used being used
@)
r—————
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Fig. 2. An example to illustrate the graph transformation method to resolve wavelength conflict. (a) A source-to-destination path with twaaietewdedi
and ten wavelength channels/link. (b) A directed graph for the source-to-destination path shown in (a). (c) The shortest path in the directéé graph. T
weight of the shortest path i8M + max(3,4) = 5M + 4.

In other wordsg/(z, v) is the number of FWC's being 2) Maximize the product of the total utilizations of all the

used on the intermediate node; af(d) is equal toiM nodes. In this manner, the overall utilization of FWC's
times the total number of hops and converter edges up  can be improved (i.e., better mean quality of service) and
to z, plus M, and plus the maximum number of FWC'’s the allocation of FWC's to the nodes can be more fair.
being used on all the previous nodes upctd_abel the 3) Maximize the minimum value of total utilization of the
unlabeled verteyy with the smallest value of(y). N nodes, so that the allocation of FWC's to the nodes

3) If the destination vertex has been labeled (i.e., a path has can be more fair.
been determined), identify the tuning nodes, increment1) Maximize the Sum of Total Utilizationd:et 7" denote
W(l) of these nodes by 1, and then stop. Otherwisghe total number of available FWC's. For the trivial case that
repeat step 2. U 7 is large enough to provide complete wavelength conversion
The above algorithm is modified from Dijkstra’s algorithm(i.e., " > M N), the optimal allocation of FWC's is simple:
and (2) and (3) are tailored for our problem. Specifically, wallocate M FWC's to every node so that every node can
use these equations to minimize the number of FWC's needsetform complete wavelength conversion. In the following,
in the path, for once a converter edge is included, the costwé consider the cas& < MN.
the path has to be increased by at lebStunits. When there  We definex; ; as follows:
is a tie, we use (2) and (3) to minjmize theT maximum number 1, if 5 or more WC's are allocated
of FWC'’s being used on every intermediate node, dor) L= to nodes (4)
is also determined by the maximum number of FWC's that ! 0. otherwise.
have been used on all the previous nodes up.tdhe time ’
complexity of the above algorithm can be found to®g:?), The total utilization of nodeé is 377, U; ;; ;. The problem
wheren is the number of vertices in the directed graph.  of maximizing the sum of the total utilization of all the nodes
can be formulated as follows:

B. Allocating FWC'’s e N M
In this subsection, we optimize the allocations of a given | maximize,, | ZZ Ui j-xi
number of FWC’s based on the utilization matiik i=1j=1
After allocating a certain number of FWC'’s to a node, we N M
can get fromU the percentage of time that this node has J subject to 1. Z x, =T 5)
sufficient FWC'’s to serve the transmission. For convenience, i=1 j=1
we call this quantity thetotal utilization. For example, if 2. @i ;> wig1,0=1,2,---, N
node< hasJ WC'’s, the total utilization iszj“;o Ui ;. To j=1.2 - M-1
optimize the allocation of a given number of FWC’s without . 7
any assumption about the traffic pattern, we consider threel 3. @,; €{0, 1}
different objective functions. The objective function is the sum of the total utilization of all

1) Maximize the sum of total utilizations of all the nodesthe nodes. The first constraint ensures that the total number of
so that the overall utilization of FWC'’s can be improved-WC's allocated to the nodes 8. The second and the third
As a result, the overall blocking probability can beonstraints ensure that ; > «; ;41 andz; ; is binary. The
smaller and, hence, the mean quality of service is betteariables to be optimized atg ; forall 1 <i < N andl <
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Fig. 3. An example to illustrate the directed graph used in Optimization Algorithth & M = 2, N = 3.

J < M. After optimization, ifx; 1 =x; 2 =+ =x;,,» =1 one between them. Fig. 3 shows an illustrative example. The
and; p41 = & ny2 = -~ = x; » = 0, then the optimal optimization details are given below.
number of FWC's allocated to nodeis n. i) Optimization Algorithm 1:

We solve the above optimization problem as follows. Ob- 1) Construct a directed graghi = (V, A) where the set
serving thatd < U; ; < 1 and7 < N - M, we can transform of verticesV is
the above optimization problem into the following problem
which has the same optimal solutions as those of (5) v=4{0,1.---, M-N}x{0,1,---, T} x {0, 1}

. —{0,1, -, M- N} x {0} x {1}. (7)

4 M
minimize,, Z Z (1=Ui, ;) @i
N

There is an edge il connecting vertexXiy, j1, k1)
v to vertex (i, jo, ko), if and only if: i) 4o = i3 + 1

: andja = 71 + ka2 for ky > ko or i) mod(é;, M) =0
subject to 22 i (6) and j» = ji + ko. The weight of this edge is set to

= . 1— U, ; (Whereis = (i — )M + ) if jo = j1 + 1
2 @iy 2@yt =152 N and sét to 0 ifjo :jf. )
Jj=12 - M-1 2) Find the shortest path: i) from vertex (0, 0, 0) to
\ 3. i ;€{0,1}. vertex (M - N, T, 0) and ii) from vertex (0, 0, 0)
- to vertex (M - N, T, 1), and select the shorter one
If we remove the second constraint ; > =z; j41, @ = between them. If the shortest path passes through the
1,2,---,N,j=1,2,.--, M—1, the above problem reduces edge with weightl — U; ;, the optimal value of:; ;
to the knapsack problem [17]. Therefore, the above problem is 1; otherwise, the optimal value is 0. O

can be regarded as a constrained knapsack problem. It iThe time complexity of above algorithm can be analyzed
well known that the knapsack problem can be solved las follows. From (7), we see that the directed graph has
the dynamic programming method [17] which transforms th@(A/ NT) vertices and hence we can use the Dijkstra’s
knapsack problem to an equivalent shortest path probledgorithm to find the shortest path in this directed graph in
in directed graphs. To tackle the constraint; > =; j11, O(M2N?T?) time.

we modify the dynamic programming method and construct2) Maximize the Product of the Total Utilizationgn this

a directed graph for our problem as follows. Every vertexubsection, we formulate and solve the problem of maximizing
is indexed as(ii, j1, k1), where for eachl < ¢ < N, the product of the total utilizations of the nodes. Lgt; be
1<j<Mip=0G(—-1)-M+3j 5 = E;:l Ei]:l Tp g AS defined in (4). The problem can be formulated as follows:
andk; = x; ;. Therefore0 < ¢y < MN,0< j; < T, and

0 <k <1.Since0d < k; = z; ; < 1, the third constraint of [ MM

(6) has been fulfilled. To fulfill the second constraint, there is | MaXIMIZ&;, H Z (Ui, - i)

an edge connecting vertéx, ji, k1) to vertex(is, jo, ko) if =1 (=0

and only if: 1)¢s = i1 +1 andjy = j1 + ko for ky > ko or 2) N M

mod(i1, M) = 0 andjs = j, + k». The weight of this edge is | Subjectto 1. >3 ", ;=T

settol — U; ; (whereiy = (i — 1)M + j) if jo = j1 + 1 and i=1j=1 (8)
is set to 0 ifjo = j;. In this manner, we have incorporated 2. mmo=11=12 - N

the objective function of (6) into the shortest path problem. To 3. @, >wigan,i=1,2 - N

fulfill the first constraint of (6), we find the shortest paths: i)
from vertex (0, 0, 0) to vertefM N, T, 0) and ii) from vertex
(0, 0, 0) to vertex(M N, T, 1), and then select the shorter

7:17277M_1
azm'E{O, 1}.

,
=
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The variables to be optimized asg ; forall 1 <7 < N and 3) fawypm=1,theng; ; =1, 5=1,2,-.-, M. Similar
1 < j < M. The objective function is the product of the total to case 2), formula (11) can be proved to be correct.
utilizations of all the nodes. The first constraint ensures that  This completes the proof. O

the total number of FWC’s allocated to the nodedisThe Using the above lemma, we can transform optimization
second constraint ensures that tg, is always included in problem (8) into an equivalent form of (5), so that we can
the objective function so that the objective function will not bepply Optimization Algorithm 1 to find the optimal solutions.
zero. The third and fourth constraints ensure that > z; ;+1  The details are given in the following algorithm.
and z; ; is binary. ii) Optimization Algorithm 2:

We solve the above optimization problem as follows. Since 1) Using the following transformation

M
0<> Uijmi; <1, 1<i<N / J i1
j=0 []i,j = IOg Z Ui,s - IOg Z Ui,s )
s=0 5=0

maximizing[T;_; 312, U; j;,; is equivalent to maximizing I<i<N,1<j<M (13)
the following function:
we transform problem (8) to the following form:

N M N M
log ¢ [ [ > (Wi jwss) p =D losq > (Ui j-ij) - (. N oM
i=1 j=0 i=1 = maximize,, . Z Z (U ;=i j)
9) i=1 j=1
] N M
We need the following Iemma. _ subject to 1. szu —T
Lemma 1: For anyl < ¢ < N, if Py
‘Ti:():l 2 xi,jzxi,j+17i:1727"'7N;
Tij 2 Tij41 J=1,2,---, M—1 (10) j=1,2---, M—1
z;,;€4{0,1} j=1,2-- M L 3. z;,; €40, 1}
then (14)
M M J L .
log Z(Um i ;)| =log Ui:O"‘Z i ;| log Z U, 2) A;.)pl-y Opt|m|z.aj[|on Algonthm“l to. solve (1-4). O
=0 i1 —0 3) Maximize the Minimum Total Utilizationln this sub-
i1 section, we formulate and solve the problem of maximizing
“log U, . (11 the minimum total utilization of all theV nodes. Let; ; be
= as defined in (4). This problem can be formulated as follows:
Proof: ¢ M
1) If Ti1 = 0, then for anyl < 7 < .2\47 T, 5 = 0. The maximize“j lninlgigN ZUi,jxi,j
result is obviously correct. §=0
2) If there existsl < jo < M such thatz; ;, = 1 and N M
Ti jo+l = 0, then from (10), we haV&i7 1= &2 = Subject to 1. ZZxZ’J =T (15)
= @i, = 1, wherease;, j, 41 = @i o2 = - = i=1 j=1
zi,m = 0. Thus 2. @i 2 w41, 1 <0< NG
M J J—1 .
1<j<M-1
x;, 5 |log U, | —log Ui, s + log(U; o -~
jz=:1 { J[ <Z ) ;J (eo) \ 3. wi; €40, 1}

s=0
The variables to be optimized arg ; forall 1 < i < N
+1log(li,0)  and1 < j < M. The objective function is the minimum total
utilization of all the N nodes, and the first constraint ensures
that the total number of FWC'’s allocated to thenodes isT'.
+log(Ui, o) The above optimization problem can be solved by the
following greedy algorithm.

Jjo J j—1
=> [103: < l@,s> — log <Z l@,s>
j=1 s=0 s=0
Jo
= [105—’; <Z Ui,s> —log(Us,0)
s=0

oo f: U iii) Optimization Algorithm 3:
-8 — " 1) Initially, all the N nodes have no FWC.
jo 2) Among the N nodes, find the node having the
= log Z (Ui s 24.5) smal_lest total utilization, then allocate one more FWC
=0 to this node, and then update the total utilization for

M this node based oiJ.
=10gZ<Um “x; ) (12) 3) Repeat step 2 until all th§ FWC's have been
j=0 allocated to the nodes. O
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Theorem 1: Optimization Algorithm 3 can find optimal good blocking performance? Our main ideas for this problem
solutions to optimization problem (15). are as follows.
Proof: By contradiction. Assume that Optimization Al- 1) Once a transmission request arrives, select the set of
gorithm 3 cannot find the optimal solution to optimization tuning nodes such that the required number of FWC'’s

problem (15). We leWW*(i) be the optimal number of FWC's is minimized.
allocated to node, and W, (<) be the number of FWC’s allo-  2) When there is more than one choice, select the one
cated to node by Optimization Algorithm 3. In addition, let that maximizes the minimum number of free FWC’s
57(#) andS, (7) be the total utilization of nodecorresponding in each tuning node of the source-to-destination path.
to W*(i) andW, (i), respectively. In the optimal allocation of For simplicity, we call the tuning node with minimum
FWC's, suppose nodg; has the smallest total utilization; in number of free FWC'’s as theritical node.
the allocation by Optimization Algorithm 3, nodg has the  3) \When there is more than one choice, select the one that
smallest total utilization. In other WOI’dS, we have has the maximum number of FWC'’s installed on the
S*(i%) = min{S*(1), S*(2), ---, S*(N)} critical node. When there is still more than one choice
16 . .
{Sa(io) — min{Sa(1), Sa(2), -+, Sa(N)} (16) (though this rarel)_/ happens), ra_ndomly selec_t one chqce.
_ Based on the above ideas, we design the following algorithm
since for routing and wavelength assignment. For ttteintermedi-
S*(io) > S*(i3). (17) ate node{ < ¢ < L), let Ny(i) and N, (4) t_)e the totgl nu_mber
of FWC'’s and the number of FWC'’s being used in this node,
We have three possible cases respectively. Therefore, the number of free FWC'’s in this node
case (a) W*(io) > Walio) :%HJXCV(Q — N,(¢). The details of our RWA algorithm are as
case (b) W*(ip) = Wa(io) (18) i) RWA Algorithm:
case (c) W*(ig) < Wy(ip)- 1) Check if there is at least one clear channel on the

source-to-destination path. If one exists, assign this clear
channel to the transmission request; if there is more than
one channel, select one of them on a first-fit basis; if
there is none, go to step 2.

2) If there is at least one free wavelength channel (at any
wavelength) on every hop of the source-to-destination
path, execute the following steps:

W*(ko) < Wa (ko). (19) a) Construct a directed graph in a manner similar to
. . that in Conflict Resolution Algorithm. For each free
If 5% (ko) < Sa(io), then wavelength channel on every hop, the weight of the

Since the total utilization of a node is monotonically increasing
with the number of FWC'’s allocated to it, both case (b) and
case (c) will lead to a contradiction to the assumption that the
solution from Optimization Algorithm 3 is not optimal. For
case (a), since the total number of available FWC's is fixed,
there must exist at least one node (called nbgle such that

57(i5) < S*(ko) < Salio) (20) corresponding edge id/. On every intermediate
) o node!, the weight of the edge between the node
which leads to a contradiction. §* (ko) > S, (o), then we vi(\s, 1) and nodew, (), 1) is
have
0, I i = Ao
Combined with (19), we see that Optimization Algorithm 3 has
allocated more FWC's to the node with larger total utilization where
(nodeky), but not the node with the smallest total utilization
(nodeig), which leads to contradiction again. This completes M . No(D)
the proof. U 5 Ny(1) = Na(1) * OVA 29
= it M) > No() 22D
IV. ROUTING AND WAVELENGTH ASSIGNMENT ALGORITHM .
] . . 00, if Ni(l) = No(1).
Routing and wavelength assignment (RWA) for all-optical
network is a hot research topic and several RWA algorithms Apply (1)—(3) in the Conflict Resolution Algorithm
have been proposed (e.g., [5], [16], [18], [19]). These algo- to find the shortest path from the source to the

rithms were designed for the networks having either complete destination.
wavelength conversion or no wavelength conversion. In this ) ) )
section, we design a new RWA algorithm for the networks in ~ P) Detérmine the set of tuning nodes and increment
which different nodes may be allocated different number of Ne(l) of each tuning node by 1.
FWC's. Otherwise, the transmission request is blocked. O

The critical problem is that when a certain number of FWC’s The RWA algorithm can minimize the number of FWC'’s
have been allocated to each node, how should we select thguired by each transmission because the weight of each
tuning nodes for every transmission request in order to gainverter edge is at least/. When there is more than
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Fig. 4. The 11x 11 torus-mesh network, where every edge represents aes 3 L
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and each fiber has ten channels. oo Total mumber of FWCe
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. .. . Fég. 5. Performance of Optimization Algorithms 1-3. (a) Uniform traffic on
one choice requiring the same number of tuning nodes, (2g3 irregular network with traffic load 130 Erlangs. The number of FWC's

ensures that we can select the choice that maximizes teaiired for complete wavelength conversion is 3800. (b) Nonuniform traffic

minimum number of free FWC’s in each tuning node. It i&" regular network with traffic load 160 Erlangs. The number of FWC'’s
. . ) required for complete wavelength conversion is 4840.

because a smaller value &f /[N, (1) — N,(1)] implies a larger

value of N,(I) — N,(D) (i.e., a larger number of free FWC's

in nodel). When there is still more than one choice, (22) can o max. block. prob.}::
also ensure that we can select the choice that has the maximum R A block. prob.
number of FWC's installed on the critical node. It is because, % LBl

for the same value oN,(l) — N, (1), a largerN;(l) can lead i ==

to a smaller value ofl1 — N, (I)/Ny(D)). ) sy

V. NUMERICAL RESULTS AND DISCUSSIONS

We use computer simulations to evaluate the performance of

the proposed allocation method. The main steps are as follows. . +l;rlm m;hnﬁ ullgcaﬁon
. . . s O Froposed al on .
1) Conduct a computer simulation for any given networ§ \ \| [ Complete wavelength conversion

with complete wavelength conversion and any give|§ ‘ ~
traffic load and pattern. During simulation, execute thé , %h

+-Best existing allocation
12 f-\.:JoProposed allocation ]
\; [~Complete wavelength conversion

s \

Maximum blocking peobability (%)
s

Recording Algorithm to record the utilization matrix. ¢ — — | Pogong, t =il
2) Based on the recorded utilization matrix, execute Op-*v " ® = = w w = N ™ )
timization Algorithm 1 (or 2 or 3) to optimize the Tm——" Yo e
allocation of FWC's. ()
3) Conduct another computer simulation for the same net+) R pET— o R —
work with the allocation of FWC’s determined in stegf | o Prposed alocation A Pt st |
2. During simulation, execute the RWA Algorithm to3 ‘|| Complete waveleagth conversioa 3 [} gComplete warclength convrsion
perform routing and wavelength assignment for ea 3{ ~ i ’5 N
new request and record the blocking probability. i e g sk —
We have conducted extensive computer simulations to study/ . 2Oc0age0 o
the effectiveness of our algorithms. We consider a regular’ ' Tanmesna — T e T
network (an 11x 11 torus-mesh network with 121 nodes ()

[5]’ See_F|g' 4) and an |rregular netV\_/ork_ with 100 nodes (Sefg. 6. Performance of the proposed allocation and the best existing alloca-
Appendix A), where every network link is composed of twaion. (a) Regular network and uniform traffic with traffic load 180 Erlangs. Our

separate fibers going in opposite directions and each fiber [adggation is the same as the best existing allocation. (b) Irregular network and

uniform traffic load 130 Erlangs. The number of FWC's required for complete
ten channels. The torus-mesh network has been adomedwngyelength conversion is 3800. (c) Regular network and nonuniform traffic

many researchers for performance evaluation of all-opticaith traffic load 160 Erlangs. The number of FWC's required for complete
network (e.g., see [5], [7]). We consider both uniform an@avelength conversion is 4840.
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Fig. 7. Performance of the proposed method and the best existing allocatiag. 8. Performance of the proposed method and the best existing allocation
versus the traffic parametet where a larger: specifies a more nonuniform under different traffic load. Network is irregular, traffic is nonuniform with
traffic. Network topology is irregular, traffic load is 100 Erlangs, and therg = 3 and there are 100 FWC's. The number of FWC's required for complete

are 100 FWC's. The number of FWC’s required for complete wavelengifavelength conversion is 3800. (a) Overall blocking probability. (b) Maximum
conversion is 3800. (a) Overall blocking probability. (b) Maximum blockinglocking probability.

probability.

nonuniform traffic and they are described in Appendix B. Fefe see that all the three algorithms can result in blocking
the nonuniform traffic mode, there is a traffic parameter propabilities close to those with complete wavelength conver-
where a largerz specifies a more nonuniform traffie: is  sjon. In addition, we see that these algorithms have similar
defined in (B.2) in Appendix B. performance for our regular and irregular networks. Since
We consider two performance measures: 1) overall blocki@ptimization Algorithm 3 has the smallest time complexity,
probability (i.e., the average of the blocking probabilitieg can be regarded as the most efficient one for these two
experienced at all the source nodes) and 2) maximum blockifgtworks. Therefore, unless otherwise specified, we consider
probability (i.e., the maximum of the blocking probabilitieOptimization Algorithm 3 in the remaining part of this section.
experienced at all the source nodes). The first performancerig. 6 shows the performance of our allocation and the
measure can measure the mean quality of service, while thest existing allocation [8]. From this figure, we observe the
second one can measure the fairness. To make comparis@sifowing points.
we apply the blocking probability with complete wavelength . when each node has one or more FWC's on average,
conversion to evaluate the performance of the proposed algo- our method can already result in blocking probabilities
rithms under partial wavelength conversion. close to those with complete wavelength conversion. This
In subsection A, we compare the performance of our al- demonstrates that our approximate approach is very good.
gorithms with the best existing allocation and present the. \When the network topology is regular and the traffic
performance improvement. In subsection B, we demonstrate is uniform, Fig. 6(a) shows that our method and the
that our algorithms are robust under simulation and estimation best existing allocation have the same performance. It
uncertainty. is because every node handles the same amount of traffic
in this special case, and hence, the optimal allocation is
to allocate the same number of FWC'’s to every node.
Fig. 5 shows the performance of Optimization Algorithms  Therefore, the best existing allocation can be regarded as
1-3. When each node has one or more FWC'’s on average, a special case of our allocation.

A. Performance
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Fig. 9. Performance of the proposed method and the best existing alloggy. 10. Robustness of the proposed method under simulation uncertainty
tion for low blocking probability. (a) Irregular network and uniform trafficon an irregular network with nonuniform traffic with = 3 and traffic load

with traffic load 70 Erlangs. The number of FWC's required for complet@oo Erlangs. There are ten simulation runs. (a) Overall blocking probability.
wavelength conversion is 3800. (b) Nonuniform traffic on regular networly) Maximum blocking probability.

with traffic load 110 Erlangs. The number of FWC's required for complete

wavelength conversion is 4840.

available FWC's is 121, our method can reduce the

« When the network topology is irregular and the traffic is  °verall and maximum blocking probability of the best
uniform, Fig. 6(b) shows that our method can give signifi- existing allocation by 59.0% and 53.5%, respectively.

cantly better performance than the best existing allocation,Figs. 7 and 8 compare the performance of the proposed
especially when the number of available FWC's is smalinethod with the best existing allocation when the traffic be-
For example, when the number of available FWC'’s {§0Mes more nonuniform and the traffic load becomes heavier.

100, the overall blocking probabilities of our methodVe see that our method is significantly better than the best

and the best existing allocation are 2.916% and 4.24493<isting allocation, and its performance is quite close to that

respectively (i.e., our method can reduce the overélﬁ'th_ complete wavelength conversion. .
blocking probability by 31.3%). In addition, the maximum Fig. 9 shows the performance of the proposed allocation and

blocking probabilities of our method and the best existin e best existing allocation for low blocking probability. We

allocation are 7.158% and 10.460%, respectively (i.e., OHbserve similar results: 1) the proposed allocation can result in

method can reduce the maximum blocking probabilitérOCkmg probabilities close to that with complete wavelength

by 31.6%). From another point of view, when we wan onversion and 2) the proposed allocation is significantly better

. . : than the best existing allocation.
to achieve a given blocking performance, our metho

requires significantly fewer WC'’s than those required by

the best existing allocation. For example, if we want tB. Robustness

ensure that the overall blocking probability is about 3%, |n computer simulations, uncertainty is unavoidable. In

the number of FWC's required by our method and thgis subsection, we demonstrate that our simulation-based

best existing allocation are 100 and 300, respectively. optimization method is robust under: 1) simulation uncertainty
* When the network topology is regular and the traffiand 2) estimation uncertainty tfaffic patternandtraffic load

is nonuniform, Fig. 6(c) shows that our method cafp0].

also give significantly better performance than the bestTo study the stability of Optimization Algorithms 1-3 under

existing allocation. For example, when the number afimulation uncertainty, we conducted ten independent simula-
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Fig. 11. Robustness of the proposed method under estimation uncertalfity. 12. Robustness of the proposed method under estimation uncertainty of
of traffic pattern. The network is irregular with traffic load 100 Erlangs. Theaffic load. Network is irregular and traffic is nonuniform with= 3. The

traffic is nonuniform and the true value and the inaccurate estimated valuetrofe and the inaccurate estimated traffic load are 100 and 90 Erlangs, respec-
x are 3 and 2, respectively. (a) Overall blocking probability. (b) Maximuntively. (a) Overall blocking probability. (b) Maximum blocking probability.
blocking probability.

dtraffic. Compared with the best existing allocation, our method
\i n significantly reduce the overall blocking probability (i.e.,
ter mean quality of service) and the maximum blocking
bability (i.e., better fairness). Equivalently, for a given
erformance requirement on blocking probability, our method
) . can significantly reduce the number of FWC's required. In
Figs. 11 and 12 show that our method is robust und ditiogr]L we d}émonstrated that our simulation-bgsed opti-

estimation uncertainty of traffic pattern and traffic load Mization approach is robust under simulation and estimation

spectively. In particular, the blocking probability is relativelyuncertainty

less sensitive to the uncertainty than the maximum blocking
probability.

tion experiments on the irregular network using different kin
of random number generators and different seeds. Fig.
shows the results. We see that our method is robust,

the blocking probability is relatively less sensitive to th
uncertainty than the maximum blocking probability.

APPENDIX A
VI. CONCLUSION GENERATION OF AN IRREGULAR NETWORK

In this paper, we proposed a set of algorithms for allocating The irregular network is randomly generated. To ensure that
FWC's in all-optical networks. We adopted the simulationthe resulting network is not far from the reality, we adopt the
based optimization approach, in which we collect utilizatiofollowing generation method.
statistics of FWC’s from computer simulations and then per- 1) Start from the 10x 10 mesh network with 100 nodes
form optimization to allocate the FWC's. Therefore, our and 180 bidirectional links.
algorithms are widely applicable and are not restricted to any2) Randomly delete 20 links from the network while en-
particular network model or assumption. After optimization, suring that the resulting network is not disconnected.
different nodes may be allocated different number of FWC’s. 3) Randomly add 30 links to the network as follows. For the
To utilize these FWC'’s efficiently, we proposed a routing and  4,th node on thé.th row and thej,th node on thesth
wavelength assignment algorithm. row, we define thalistancebetween them as follows:

We have conducted extensive computer simulations on regu-
lar and irregular networks under both uniform and nonuniform diiy i), (s o) = V(81 —02)2 + (1 — j2)2. (AL)
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To ensure that a node is not directly connected to a veigy defined as follows:
far-away node, we randomly select two nodes, and add a

link between them if and only if: 1) there is no existing L
link between them and 2) their distance is not larger
than3 /2. This step is repeated until 30 links have been
added.

We execute the above steps to get a sample network for @uitere - is a parameter such that a largeispecifies a more
simulation experiments. This network is irregular with 10@onuniform traffic, and4900 + 5000 - z) is a normalization
nodes and 190 bidirectional links. The path length betweebnstant.
any two nodes varies from 1 to 11 and the average is 5.1628
hops. The number of links connected to a node varies from
2-6 and the average is 3.8.

£
274900 + 5000 - x

I, = -
L1- 4900 + 5000 - x

(B.2)

/ —
I =
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