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Abstract. In this paper a new method for designing neuro-fuzzy sys-
tems for nonlinear modelling is proposed. This method contains a complex
weighted fitness function with interpretability criteria and new enhanced
tuning process for selecting parameters and structure of the system based
on a hybrid population-based algorithm (composed of evolutionary strat-
egy, genetic algorithm and bees algorithm). To evaluate this method, we
used a well-known dynamic nonlinear modelling problem.

1 Introduction

The analysis of technical issues aims at finding and understanding the essence
of the problem, it tries to create a model. The reason for this is the willingness
to ensure predictability, which guarantees safety, decreases costs and ensures
control. In the literature the following approaches to modelling are considered:
(a) White-box model. This approach uses phenomenological (theoretical) de-
scription of physical phenomena. For more details, see e.g. [9], [40]. (b) Black-
box model. In this approach the behaviour of the object is recreated on the
basis of observations of cause and effect of dependencies. For more details, see
e.g. [19]-[20], [25]-[26], [35]-[36], [51], [56]. (c) Grey-box model. This approach
is based on model structure derived from some laws and parameters tuned to
the data defining behaviour of the object. These methods include, among others,
multivariable non-stationary systems, hybrid solutions and systems of compu-
tational intelligence such as fuzzy systems, neuro-fuzzy systems etc. For more
details, see e.g. [6], [18], [21], [32]-[34], [40]-[41], [43]-[44].

There is still a search for such nonlinear modelling methods which will be
characterized by a good accuracy and possibility to interpret the knowledge
accumulated within it. The interpretability issue in the context of nonlinear
modelling is much harder than in case of classification (in the system the ex-
act value of the output signal is important). Each limitation put upon system
structure (used to increase the interpretability) has pronounced negative effect
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on the accuracy (and vice versa). In the literature there are different approaches
to increase the interpretability of fuzzy systems. It can be noted that these ap-
proaches are mainly based on a suitable structure of the fuzzy system (e.g. [1]-[5],
[10]-[13], [22]-[23], [27], [48], [52]-[55]) or on the use of specific training algorithm
(e.g. methods in the field of multiobjective optimization or evolutionary opti-
mization) (see e.g. [14], [17], [28]-[29], [38], [57]). In this paper we propose a
new method for designing neuro-fuzzy systems for nonlinear modelling (see e.g.
[30]). This method can be described as follows: (1) the parameters and also the
structure of the neuro-fuzzy systems are obtained in the learning process, (2) the
learning process takes into consideration accuracy of the system, complexity of
the system, and interpretability criteria, (3) presented criteria allow to obtain
clear and well-spread semantic of the rules of the system, (4) learning process
was based on hybrid population algorithm composed of evolutionary strategy
(μ, λ) (see e.g. [15]) and bees algorithm (see e.g. [37]). To evaluate performance
of our method we used well-known dynamic nonlinear modelling problem - Van
der Pol oscillator problem.

This paper is organized into 5 sections. Section 2 contains description of the
fuzzy system for nonlinear modelling. Description of the new method for design-
ing our system is given in Section 3. Simulation results are presented in Section
4. Conclusions are drawn in Section 5.

2 Description of the Fuzzy System for Nonlinear
Modelling

In our previous works we considered a new class of the neuro-fuzzy systems (see
e.g. [24], [47], [49]-[50]) - the flexible neuro-fuzzy systems (see [42], [59]-[62]).
Those systems have very high accuracy in the field on classification and approx-
imation problems. We consider multi-input, multi-output neuro-fuzzy system
mapping X → Y, where X ⊂ Rn and Y ⊂ Rm. The flexible fuzzy rule base
consists of a collection of N fuzzy IF-THEN rules in the form

Rk :

[(
IF
(
x̄1 isA

k
1

) ∣∣∣wA
k,1 AND . . .AND

(
x̄n isA

k
n

) ∣∣∣wA
k,n

THEN
(
y1 isB

k
1

)
, . . . ,

(
ym isBk

m

)
) ∣∣wrule

k

]
, (1)

where x̄ = [x̄1, . . . , x̄n] ∈ X, y = [y1, . . . , ym] ∈ Y, Ak
1 , . . . , A

k
n are fuzzy sets

characterized by membership functions μAk
i
(xi), i = 1, . . . , n, k = 1, . . . , N ,

Bk
1 , . . . , B

k
m are fuzzy sets characterized by membership functions μBk

j
(yj),

j = 1, . . . ,m, k = 1, . . . , N , wA
k,i ∈ [0, 1], i = 1, . . . , n, k = 1, . . . , N , are weights

of antecedents, wrule
k ∈ [0, 1], k = 1, . . . , N , are weights of rules. In Mamdani

approach output signal ȳj , j = 1, . . . ,m of the neuro-fuzzy system is described
by the formula (for more details see our previous papers, e.g. [45]-[46])
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ȳj =

R∑
r=1
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}
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{
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{
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i
(x̄i) ;w

A
k,i

}
, μBk

j

(
ȳdefj,r

)}
;wrule

k

} , (2)

where ȳdefj,r , j = 1, . . . ,m, r = 1, . . . , R, are discretization points, R is a number
of discretization points.

In the next section a new learning algorithm for evolution of flexible neuro-
fuzzy system (2) is proposed. The aim of the algorithm is the selection of the
parameters and structure of the neuro-fuzzy system for nonlinear modelling de-
scribed by equation (2) with the accuracy and interpretability taken into con-
sideration. In the process of evolution (evolution of parameters) we will find all
parameters of the neuro-fuzzy system (2). Moreover, in the process of evolution
(evolution of the structure) we will find number of inputs n, number of rules N ,
number of antecedents and consequents (number of fuzzy sets) and number of
discretization points R.

In the next section we are going to show the use of a new population based
algorithm used to select the structure and parameters of system (2) with the
accuracy and interpretability taken into consideration.

3 Description of the New Evolutionary Approach to
Choice of the System Structure and Parameters for
Nonlinear Modelling

As mentioned before, for selection of structure and parameters of system (2)
we have proposed a new evolutionary algorithm. The algorithm is based on the
Pittsburgh approach ([31], [42]), on the evolutionary strategy (μ, λ) for selecting
parameters of system (2), on the classical genetic algorithm for choosing struc-
ture of system (2) and on the bees algorithm for fixing parameters of reduced
systems (2). The evolutionary strategy (μ, λ) starts with a random generation
of the initial parents population P containing μ individuals. Next, a temporary
population T is created by means of reproduction, whose population contains λ
individuals, while λ ≥ μ. Reproduction consists in a multiple random selection
of λ individuals out of the population P (multiple sampling) and placing the se-
lected ones in temporary population T. Individuals of the population T undergo
crossover and mutation operations as a result of which an offspring population
O is created, which also has size λ. The purpose of the repair procedure of the
population O is to correct the parameters if they reach inadmissible values. The
new population P containing μ individuals is selected only out of the best λ
individuals of the population O. The bees algorithm mimics the food foraging
behaviour of honey bee colonies and it is used to tuning parameters of system
(2). The aim of using this algorithm is to tune the parameters of the systems
with recently reduced structure and to repair damaged accuracy. The behaviour
of the bees can be described as follows: (1) For every μ population chromosomes
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of P and μ chromosomes are generated (scout bees), (2) For every chromosome of
B a search territory area is calculated (as an area of solution explorations coded
in the population P). For every iteration of the algorithm the area of exploration
is decreased, (3) After this modification, chromosomes from B are repaired and
evaluated (analogically to evolutionary strategy (μ, λ)), (4) In the last step one
solution (with best fitness function value) is picked from each group of scout
bees and moved into the population P. More details about bees algorithm can
be seen in [37].

3.1 Coding of Parameters and Structure

The parameters of system (2) were coded in the following chromosome (Pitts-
burgh approach)

Xpar
ch =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

x̄A
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1,1, . . . , x̄

A
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A
n,1, . . .
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1,Nmax, σ

A
1,Nmax, . . . , x̄

A
n,Nmax, σ

A
n,Nmax,

ȳB1,1, σ
B
1,1, . . . , ȳ

B
m,1, σ

B
m,1, . . .

ȳB1,Nmax, σ
B
1,Nmax, . . . , ȳ

B
m,Nmax, σ

B
m,Nmax,

wA
1,1, . . . , w

A
n,1, . . . , w

A
1,Nmax, . . . , w

A
n,Nmax,

wrule
1 , . . . , wrule

Nmax,
ȳdef1,1 , . . . , ȳ

def
1,Rmax, . . . , ȳ

def
m,1, . . . , ȳ

def
m,Rmax

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

=
{
Xpar

ch,1, . . . , X
par
ch,L

}
,

(3)
where L = Nmax · (3 · n+ 2 ·m+ 1)+Rmax, ch = 1, . . . , μ for the parent pop-
ulation or ch = 1, . . . , λ for the temporary population, Nmax is the maximum
number of rules, Rmax is the maximum number of discretization points. The
maximum number of rules Nmax should be selected individually to the problem
from the range [1, Nmax]. Analogously, the maximum number of discretization
points Rmax should also be selected to the problem individually from the range
[1, Rmax] ([7]). The purpose of the algorithm is also to select the number of an-
tecedents (from the range [1, n]) and consequents (from the range [1,m]) within
each rule from rule base. The reduction of the system is done with the use of
additional chromosome Xred

ch . Its genes take binary values and indicate which
rules, antecedents, consequents, inputs, and discretization points are selected.
The chromosome Xred

ch is given by

Xred
ch =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

x1, . . . , xn,
A1

1, ..., A
1
n, ..., A

Nmax
1 , ..., ANmax

n ,
B1

1 , ..., B
1
m, ..., BNmax

1 , ..., BNmax
m ,

rule1, ..., ruleNmax,
ȳdef1,1 , ..., ȳ

def
1,Rmax, ..., ȳ

def
m,1, ..., ȳ

def
m,Rmax

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

=
{
Xred

ch,1, ..., X
red
ch,Lred

}
, (4)

where Lred = Nmax · (n + m + 1) + n + m · Rmax is the length of the chro-
mosome Xred

ch , ch = 1, . . . , μ, for the parent population or ch = 1, . . . , λ, for the
temporary population. Its genes indicate which rules (rulek, k = 1, . . . , Nmax),
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antecedents (Ak
i , i = 1, . . . , n, k = 1, . . . , Nmax), consequents (Bk

j , j =
1, ...,m, k = 1, ..., Nmax), inputs (x̄i, i = 1, . . . , n), and discretization points
(ȳr, r = 1, . . . , Rmax) are taken to the system. We can easily notice that the
number of inputs used in the system encoded in the chromosome ch can be
determined as follows

nch =

n∑
i=1

Xred
ch {xi}, (5)

where Xred
ch {xi} means gene of the chromosome Xred

ch associated with the input
xi (as previously mentioned, if the value of the gene is 1, the associated input is
taken into account during work of the system). The number of rules (Nch) used
in the system encoded in the chromosome ch may be determined analogously.
Implementation of the strategy (μ, λ) uses an additional chromosome

σpar
ch =

(
σpar
ch,1, . . . , σ

par
ch,L

)
, (6)

where ch = 1, . . . , μ for the parent population or ch = 1, . . . , λ for the temporary
population. This allows the implementation of the mechanism of self-adaptive
range of mutation. At the beginning of the operation of evolutionary strategy the
range is large, while during the convergence its gradual reduction is observed.
This results in a smooth transition from exploration (occurring at the beginning
of the algorithm) to exploitation of the promising areas.

3.2 Evolution of Parameters and Structure

This hybrid population-based method allows for tuning both structure and pa-
rameters of system (2) with interpretability criteria. It is worth mentioning that:
(a) An evolutionary strategy (μ, λ) was used for tuning the parameters of sys-
tem (2). It processes chromosomes Xpar

ch i σpar
ch from the population P, T and

O. The details about crossover and mutation operators from this strategy can
be found in [42]. (b) For the structure evolution of system (2), a classic genetic
algorithm was chosen. It processes chromosomes Xred

ch from the population P, T
and O. The details about crossover and mutation operators from this strategy
can be found in [31]. It is important to mention that genetic algorithm works
together with evolutionary strategy (μ, λ), and it allows to reduce any element of
the system structure, such like antecedence, consequences, inputs, rules and dis-
cretization points. (c) For tuning parameters of system (2), a bees algorithm was
additionally used. It processes chromosomes Xpar

ch from the population B. The
purpose of use the bees algorithm is to search neighbourhood around chromo-
somes from population B (chromosomes with reduced structure of the system)
and replace them with fitter solutions. The details about bees algorithm can
be found in [37]. (d) The important mechanism of our method is a process of
evaluation of the chromosomes from the populations P, T, O and B described
in Section 3.3. It takes into consideration an accuracy-interpretability trade-off
and allows to obtain a balanced dependent from weights of the fitness function
components solutions (see e.g. [16], [58]).
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3.3 Chromosome Population Evaluation

Each individual Xch of the parental and temporary populations is represented
by sequence of chromosomes

〈
Xpar

ch , σpar
ch ,Xred

ch

〉
, given by formulas (3), (4) and

(6). The genes of the two first chromosomes take real values, whereas the genes
of the last chromosome takes integer values from the set {0, 1}. The system aims
to minimize the following fitness function

ff (Xch) = T ∗
{
ffaccuracy (Xch) ,ffcomplexity (Xch) ,ffinterpretability (Xch) ;

wffaccuracy, wffcomplexity, wffinterpretability

}
,

(7)
where T ∗ {·} is the algebraic weighted t-norm (see e.g. [8]), wffaccuracy ∈ (0, 1] de-
noted weight of the component ffaccuracy (Xch) etc. The individual components
of the ff (Xch) are defined as follows:

The component ffaccuracy (Xch) determines the accuracy of system (2) i.e.
average normalized system error for all outputs and all data from learning se-
quence

ffaccuracy (Xch) =
1

mch

mch∑
j=1

1
Z

Z∑
z=1

|dz,j − ȳz,j|
max

z=1,...,Z
{dz,j} − min

z=1,...,Z
{dz,j} , (8)

where mch is a number of outputs encoded in the chromosome ch, Z is the
number of samples of learning sequence, dz,j is desired value of output signal
j = 1, ...,m for input vector z = 1, ..., Z, ȳz,j is real value of the output signal
j = 1, ...,m for input vector z = 1, ..., Z. The purpose of the normalization of the
component ffaccuracy (Xch) was to ensure an influence on every component of
the function (7).

The component ffcomplexity (Xch) determines complexity of system (2) i.e.
a number of reduced elements of the system (rules, antecedents- input fuzzy
sets, consequents- output fuzzy sets, inputs, and discretization points) in rela-
tion to length of the chromosome Xred

ch (it allows to increase complexity-based
interpretability)

ffcomplexity (Xch) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

n∑
i=1

Xred
ch {xi} ·

Nmax∑
k=1

Xred
ch {rulek} ·Xred

ch

{
Ak

i

}
+

+
m∑
j=1

Nmax∑
k=1

Xred
ch {rulek} ·Xred

ch

{
Bk

j

}
+

+
m∑
j=1

Rmax∑
r=1

Xred
ch

{
ȳdefm,r

}

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

Nch · (nch +m) +m · Rmax
, (9)

where n is a number of inputs, m is a number of outputs, Rmax is maximum
number of discretization points, Nmax is maximum number of rules, Xred

ch {xi}
means a gene of the chromosome Xred

ch associated with the input xi, etc.



New Method for Design of Fuzzy Systems for Nonlinear Modelling 223

The component ffinterpretability (Xch) determines the semantic interpretabil-
ity of system (2) encoded in the tested chromosome (it allows to increase semantic-
based interpretability)

ffinterpretability (Xch) = T ∗

⎧⎨
⎩

ffintA (Xch) ,ffintB (Xch) ,ffintC (Xch) ,
ffintD (Xch) ,ffintE (Xch) ,ffintF (Xch) ;

wffintA, wffintB, wffintC,wffintD, wffintE, wffintF

⎫⎬
⎭ ,

(10)
where wffintA ∈ (0, 1] denotes weight of the component ffintA (Xch), etc. The
individual components of the formula (10) are defined as follows:
(a) The component ffintA (Xch) minimizes number of rules fired at the same
time in system (2) for the fuzzy sets

ffintA (Xch) = 1− 1

Z

Z∑
z=1

(
max

k=1,...,Nmax

{
Xred

ch {rulek} · τk (x̄z)
})2

Nmax∑
k=1

Xred
ch {rulek} · τk (x̄z)

, (11)

where τk (x̄z) is the flexible firing strength of the k-th rule, x̄z is a vector of
input signals learning sequence (z = 1, ..., Z).
(b) The component ffintB (Xch) maximizes the fit to the training data of input
fuzzy sets of system (2) encoded in the tested chromosome

ffintB (Xch) =

Z∑
z=1

n∑
i=1

Xred
ch {xi} ·

(
1− max

k=1,...,Nmax

{
Xred

ch {rulek} · μAk
i
(x̄z,i)

})
Z · nch

,

(12)
where μAk

i
(x̄z,i) is a membership function of the input fuzzy set Ak

i , x̄z,i is a
real value of the input signal i = 1, ..., n of the input vector x̄z, z = 1, ..., Z.
(c) The component ffintC (Xch) reduces the overlapping of the input and output
fuzzy sets of system (2) encoded in the tested chromosome

ffintC (Xch) =

1
4 ·

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

nch∑

i=1

noifs(i)
−1∑

k=1

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

∣∣∣∣∣cffintc − exp

(
−
(

Xsupp
ch {x̄A

i,k}−Xsupp
ch {x̄A

i,k+1}
Xsupp

ch {σA
i,k}+Xsupp

ch {σA
i,k+1}

)2
)∣∣∣∣∣+

+

∣∣∣∣∣− exp

(
−
(

Xsupp
ch {x̄A

i,k}−Xsupp
ch {x̄A

i,k+1}
Xsupp

ch {σA
i,k}−Xsupp

ch {σA
i,k+1}

)2
)∣∣∣∣∣

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

nch∑

i=1

(noifs(i)−1)

+

+

m∑

j=1

noofs(j)
−1∑

k=1

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

∣∣∣∣∣cffintc − exp

(
−
(

Xsupp
ch {ȳB

j,k}−Xsupp
ch {ȳB

j,k+1}
Xsupp

ch {σB
j,k}+Xsupp

ch {σB
j,k+1}

)2
)∣∣∣∣∣+

+

∣∣∣∣∣− exp

(
−
(

Xsupp
ch {ȳB

j,k}−Xsupp
ch {ȳB

j,k+1}
Xsupp

ch {σB
j,k}−Xsupp

ch {σB
j,k+1}

)2
)∣∣∣∣∣

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

m∑

j=1

(noofs(j)−1)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(13)



224 K. Łapa, K. Cpałka, and L. Wang

where Xsupp
ch stands for additional chromosome with list of non-reduced fuzzy

sets

Xsupp
ch =

⎧⎪⎪⎨
⎪⎪⎩

x̄A
1,1, σ

A
1,1, x̄

A
1,2, σ

A
1,2, . . . ,

x̄A
nch,1, σ

A
nch,1, x̄

A
nch,2, σ

A
nch,2, . . . ,

ȳB1,1, σ
B
1,1, ȳ

B
2,Nch

, σB
2,Nch

, . . . ,

ȳBm,Nch
, σB

m,Nch
, ȳB2,Nch

, σB
2,Nch

, . . .

⎫⎪⎪⎬
⎪⎪⎭ =

{
Xsupp

ch,1 , ..., X
supp
ch,Lsupp

}
, (14)

where Lsupp = 2 ·
(

nch∑
i=1

noifs (i) +
m∑
j=1

noofs (j)

)
, stands for length of the chromo-

some Xsupp
ch , nch stands for the number of system inputs coded in the chromosome

ch (see formula (5)). Moreover, a number of i input fuzzy sets from equation (13)
can be reached using function noifs (i) defined as follows

noifs (i) =

Nch∑
k=1

Xred
ch {rulek} ·Xred

ch

{
Ak

i

}
, (15)

where Nch stand for number of rules of the system encoded in chromosome ch.
Analogically a number of j output fuzzy sets can be calculated.

The lists of parameters encoded in chromosome Xsupp
ch does not have specified

final elements - their amount depends on the structure of the chromosome Xred
ch .

It is worth to mention that the lists of parameters are sorted by the centres of
the fuzzy sets. Single rows from the Xsupp

ch contain parameters connected with
specified input and output fuzzy sets. Due to that this approach is different than
in case of approach using chromosome Xred

ch .
(d) The component ffintD (Xch) increases the integrity of the shape of the input
and output fuzzy sets associated with the inputs and outputs of system (2)
encoded in the tested chromosome

ffintD (Xch) =⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

n∑

i=1

Xred
ch {xi}·

√
√
√
√
√
√
√
√
√
√
√
√Nmax∑

k1=1

Xred
ch

{rulek1}·

⎛

⎜
⎜
⎜
⎜
⎝

Xpar
ch

{
σA
i,k1

}
+

−
Nmax∑

k2=1

Xred
ch {rulek2}·Xpar

ch {σA
i,k2}

Nch

⎞

⎟
⎟
⎟
⎟
⎠

2

Nch

nch
+

+

m∑

j=1

√
√
√
√
√
√
√
√
√
√
√
√Nmax∑

k1=1

Xred
ch

{rulek1}·

⎛

⎜
⎜
⎜
⎜
⎝

Xpar
ch

{
σB
j,k1

}
+

−
Nmax∑

k2=1

Xred
ch {rulek2}·Xpar

ch {σB
j,k2}

Nch

⎞

⎟
⎟
⎟
⎟
⎠

2

Nch

m

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
(16)

where Xpar
ch

{
σA
i,k

}
stands for a gene of the chromosome Xpar

ch associated with the

parameter σA
i,k (width of input Gaussian-type fuzzy set Ak

i used in simulations),
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Xpar
ch

{
σB
j,k

}
means gene of the chromosome Xpar

ch associated with the parameter

σB
j,k.

(e) The component ffintE (Xch) increases complementarity of the input fuzzy
sets of system (2) encoded in the tested chromosome

ffintE (Xch) =

Z∑
z=1

n∑
i=1

⎛
⎝ Xred

ch {xi} ·
·max

(
1,

∣∣∣∣1− Nmax∑
k=1

Xred
ch {rulek} · μAk

i
(x̄z,i)

∣∣∣∣
)⎞⎠

Z · nch
.

(17)
(f) The component ffintF (Xch) increases readability of the antecedents and
weights of rules of system (2) encoded in the tested chromosome

ffintF (Xch) = 1−

⎛
⎜⎜⎜⎜⎝

Nmax∑
k=1

Xred
ch {rulek} ·

⎛
⎝ n∑

i=1

Xred
ch {xi}·μw(wA

i,k)

nch

⎞
⎠+

+
Nmax∑
k=1

Xred
ch {rulek} · μw

(
wrule

k

)

⎞
⎟⎟⎟⎟⎠

2 ·Nch
, (18)

where μw

(
wA

i,k

)
is a function defining congeries around values 0, 0.5 and 1 (in

simulations we assumed that a = 0.25, b = 0.50 i c = 0.75). This function is
described as follows

μw (x) =

⎧⎪⎪⎨
⎪⎪⎩

a−x
a for x ≥ 0 and x ≤ a

x−a
b−a for x ≥ a and x ≤ b
c−x
c−b for x ≥ b and x ≤ c
x−c
1−c for x ≥ c and x ≤ 1

. (19)

4 Simulation Results

In our paper we considered the van der Pol oscillator ([63]) which is used in
the medicine as the model of the heartbeat. In our simulations three approaches
were assumed. In each of them different weights of fitness function (7) were cho-
sen. It is worth to mention that the function (7) is very elastic due to weights,
and allows to obtain solutions with different accuracy-interpretability trade-off.
Owing to the fact that we choose three specified cases (see Table 1): (a) "high
accuracy" case, where most important part of the (7) takes responsibility for
accuracy of system (2) (see column (a) in Table 1). (b) "high interpretability"
case, where the most important part of the (7) takes responsibility for inter-
pretability of system (2) (see column (b) in Table 1). (c) "good accuracy and
good interpretability" (balanced), where both accuracy component and inter-
pretability component weights in the function (7) were set to high values (2)
(see column (c) in Table 1). Supplemental properties of our simulations can be
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Table 1. Components of fitness function (7) and reduction level of system (2) for
different weights of (7) (for the best chromosomes): a) high accuracy case, b) high
interpretability case, c) high accuracy and interpretability case

Name of the component Case (a) Case (b) Case (c)
wffaccuracy 1.00 0.50 0.75

wffinterpretability 0.50 1.00 0.75
wffcomplexity 0.50 0.50 0.50

wffintA = wffintB = wffintE 0.20 0.20 0.20
wffintC = wffintD 1.00 1.00 1.00

wffintF 0.50 0.50 0.50
ffaccuracy (Xch) 0.0092 0.1531 0.0482

ffinterpretability (Xch) 0.3936 0.0001 0.0007
ffcomplexity (Xch) 0.5526 0.5789 0.9211

ff (Xch) 0.0050 0.0001 0.0688
RMSE 0.2212 0.7883 0.5218

Name of the reduced elements Case (a) Case (b) Case (c)
inputs 0/2 0/2 0/2

antecedents 2/6 2/6 3/6
consequences 7/12 6/12 7/12

rules 1/3 1/3 1/3
discretization points 12/20 14/20 13/20

summed up as follows: (1) For modelling dynamic objects the method presented
in our previous work [39] was used. In this method, every output of system (2)
generates one element of variable state matrix. (2) For system (2) a Gaussian
functions with algebraic triangular norms were used. (3) The following proper-
ties of evolutionary algorithm was assumed: the number of chromosomes in the
population was set to 100, the algorithm performs 10 000 steps (generations),
the crossover probability was set as pc = 0.8, the mutation probability was set
as pm = 0.2, the mutation intensity was set as σ = 0.3. (4) In interpretability
component (10) of the fitness function (7) following weights was set: ffintC (Xch)
(wffintC = 1.0), ffintD (Xch) (wffintD = 1.0) i ffintF (Xch) (wffintF = 0.5). Weights
of remaining components of function (10) was set as 0.2.

The conclusions from simulations can be summarized as follows: (1) Example
(a) allowed to obtain a system with very high accuracy and quite acceptable in-
terpretability. (2) Example (b) and (c) allowed obtain high readability of fuzzy
sets (see Fig. 1), high readability of weights of fuzzy sets and rules (see Fig. 2)
and good accuracy of the system (see Fig. 3). (3) Example (c) (as predicted)
allowed obtain better accuracy of the system than example b (b) with acceptable
compromise between semantic interpretability and complex-based interpretabil-
ity (see Table 1).
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Fig. 1. Inputs and outputs fuzzy sets of the neuro-fuzzy system (2) for the van der
Pol oscillator problem for three various settings of the function (7) (for the best chro-
mosomes): a) high accuracy case, b) high interpretability case, c) high accuracy and
interpretability case

Fig. 2. Weights representation in the neuro-fuzzy system (2) (dark areas correspond to
low values of weights and vice versa) for the van der Pol oscillator problem for different
weights configuration of the function (7) (for the best chromosomes): a) high accuracy
case, b) high interpretability case, c) high accuracy and interpretability case



228 K. Łapa, K. Cpałka, and L. Wang

Fig. 3. Trajectories obtained for the van der Pol oscillator for three different weights
configuration of the function (7) (for the best chromosomes): a) high accuracy case,
b) high interpretability case, c) high accuracy and interpretability case

5 Conclusions

In this article we proposed a new method for designing fuzzy systems for nonlin-
ear modelling using different criteria of interpretability. Proposed interpretability
criteria consider both complexity of the system and semantic interpretability of
knowledge accumulated within it. Those criteria were used in the fitness function
of presented new hybrid population-based method which uses possibilities of ge-
netic algorithm, evolutionary strategy (μ, λ) and bees algorithm. This method
works in two phases, in the first the structure and parameters of the system are
chosen, in the second phase the system components are tuned. Our simulation
results affirmed effectiveness of the proposed approaches.
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