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Abstract

In most cases, there are redundant or irrelevant at-
tributes in data sets. Hence, it is desirable to remove
the redundant or irrelevant attributes from the data
sets, which can facilitate practical applications in im-
proving speed and relieving memory constraints. In
this paper, a novel method, a separability-correlation
measure (SCM), is proposed to rank the importance
of attributes. An RBF classifier is applied to eval-
uate the best subset of attributes which should be
retained. Different subset of attributes are input to
the RBF classifier. Those attributes that increase the
validation error are deemed unimportant or irrelevant
and are deleted. The complexity of the RBF classi-
fier is thus reduced and the classification performance
improved.

1 Introduction

Data dimensionality reduction (DDR) is the
process to reduce the number of attributes while main-
taining the concept of data sets. DDR has become an
important aspect of pattern recognition, since opera-
tors and automated controllers are able to make bet-
ter use of lower-dimensional data compared to higher-
dimensional ones. Computation burden can be re-
duced in automated processes by DDR, for exam-
ple, when constructing a radial basis function (RBF)
neural network to classify data. Reduced data dimen-
sionality leads to less complicated network structure
and thus increased efficiency in processing data.

As an important task of pattern recognition,
DDR maps high-dimensional patterns onto lower-

dimensional patterns. Many techniques have been
proposed for reducing data dimensionality. In gen-
eral, techniques for DDR may be classified into two
categories: feature extraction and feature selection.
Feature extraction creates a number of new features
through a transformation of the raw features. Lin-
ear Discriminant Analysis (LDA) [7] and Principal
Components Analysis (PCA) [5] are two popular tech-
niques for feature extraction. It is very difficult to
prevent by-products from affecting detrimentally the
original concepts in the data, though the transforma-
tions are designed to maintain concepts in the data.

To some extent, feature selection is more desirable
than feature extraction since it does not generate new
features or unwanted by-products. Feature selection
techniques try to select the best subset of features out
of the original set. The attributes which are consid-
ered to be important for maintaining the concepts in
the original data are sifted from the entire attribute
set. Thus, the importance level of each attribute be-
comes the key to feature selection. Mutual informa-
tion based feature selection (MIFS) [1][7] is a common
method of feature selection, in which “the informa-
tion content” of each attribute (feature) is evaluated
with regard to class labels and other attributes. By
calculating mutual information, the importance level
of features are ranked based on their ability to max-
imizing the evaluation formula. However, in MIFS,
the number of features to be selected need to be pre-
defined.

In feature selection algorithms, there are two basic
categories. The first is the filter approach [3][16] which



sieves a suitable feature subset based on a fitness cri-
terion, such as the inconsistency between the feature
subset with class labels. The second is the wrapper
approach [9][10]. In the wrapper approach, feature se-
lection is wrapped in the induction algorithm. The
feature subset is selected during the reasoning process
of an induction algorithm. In [10], the importance fac-
tor of each input feature of a multi-layer perceptron
(MLP) neural network is determined by the weighted
connections between the input and the second layer of
the MLP during training. The features with impor-
tance factors below a certain level are eliminated.

The difference of the two algorithms lies in whether
or not the feature selection is carried out indepen-
dently of induction algorithms. Sometimes, the fil-
ter approach can not efficiently remove the irrelevant
features because it totally ignores the effect of the
selected feature subset on the performance of induc-
tion algorithms. The wrapper approach can be time
consuming especially for those induction algorithms
that are computationally intensive, such as neural net-
works. [16] combines the filter and the wrapper ap-
proaches to reduce time complexity and improve clas-
sification accuracy.

In this paper, a separability-correlation measure
(SCM) is proposed for determining the importance
of the original attributes. The SCM is composed of
the intraclass distance to interclass distance ratio and
an attribute-class correlation measure. The magni-
tude SCM corresponding to a certain attribute gives
the importance of the attribute. An RBF classifier is
generated to remove unimportant attributes using the
ranking result from SCM.

We focus on reducing the dimensionality of data
and simplifying the structure of RBF neural networks
in this paper. The SCM measure for ranking the im-
portance of attributes is proposed in Section 2. Sec-
tion 3 introduces how to construct a RBF neural net-
work classifier efficiently. Experimental results on ob-
taining a simpler architecture of the RBF classifier is
shown in Section 4. Finally, we conclude the paper in
Section 5.

2 Separability-Correlation Measure

Our attribute importance ranking is based on the
class separability and the correlation between at-
tributes and class labels. Class separability may be
measured by the intraclass distance S,, and the inter-
class distance S [4]. The greater Sy is and the smaller
Sw is, the better the separability of the data set is.
The ratio of S, and S is calculated and is used to
measure the separability of the classes: the smaller the

ratio, the better the separability. If omitting attribute
k1 from the data set leads to less class separability, i.e.,
a greater S, /Sy, compared to the case where attribute
ks is removed, attribute k; is more important for clas-
sification of the data set than attribute ko, and vice
versa. Hence the importance of the attributes can be
ranked by computing the intraclass-to-interclass dis-
tance ratio with each attribute omitted in turn.

The correlation between the changes in attributes
and their corresponding changes in class labels is con-
sidered while ranking the importance of attributes.
We propose the following correlation between the k-th
attribute and the class labels in the data set :
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where for any y, sign|y| = 1 if |y| > 0 and sign|y| =
0if |yl = 0. =z and xj; are the k-th attribute of
the i-th pattern and the j-th pattern, respectively. y;
and y; are the class labels of the i-th pattern and the
j-th pattern, respectively. A great magnitude of Cj,
shows that there are close correlation between class
labels and the k-th attribute, which indicates great
importance of attribute k in classifying the patterns,
and vice versa.

We propose a separability-correlation measure
(SCM) Ry as the sum of the class separability mea-
sure Syk/Spr and the correlation measure Cy, (k refers
to the k-th attribute), where S, and Sy are intra-
class and interclass distances calculated with the k-th
attribute omitted from each pattern, respectively.

The importance level of attributes is ranked
through the value of Ry. The greater the magnitude
of Ry, the more important the k-th attribute. We will
demonstrate the use of our SCM method in Section 4.

3 A Simplified RBF Classifier

RBF neural networks are popular in various fields
due to its simple architecture. Usually, there are three
layers in the RBF neural network, the input layer, i.e.,
the hidden layer with Gaussian activation functions
and the output layer. In this paper, we use the RBF
network for classification. If there is M classes in the
dataset, we write the m-th output of the network as
follows:

K
(%) = 3 w00, (X) + waobin - (2)

Here X is the input pattern vector (n-dimension).
m=1, 2, ..., M. K is the number of hidden units, M is



the number of output. wp,; is the weight connecting
the j-th hidden unit to the m-th output node. b,, is
the bias, wyy,o is the weight connecting the bias and the
m-th output node. ¢;(X) is the activation function of
the j-th hidden unit:

2
Al

3;(X)=e 27 , (3)

where C; and o; are the center and the width for the
j-th hidden unit, respectively, and are adjusted during
learning.

In the RBF neural network, the output of a hidden
unit is based on the distance between the input vector
and the center vector of the hidden unit. The weights
connecting the hidden layer and the output layer, can
be calculated by the linear least square (LLS) method
[2], which is fast and free of local minima, in contrast
to the multilayer perceptron neural network.

Once the centers, widths, and the weights are de-
termined, the architecture of an RBF network is fixed.
Both the dimensionality and the distribution of the
input patterns affect the number of the hidden units.
Dimensionality reduction will lead to the reduction in
the number of hidden units.

[8] shows that overlapped receptive fields of differ-
ent clusters can improve the performance of the RBF
classifier in rejecting noise when tackling with noisy
data. In [13] and [6], overlapping Gaussian kernel
functions are created to map out the territory of each
cluster with a less number of Gaussians. Small over-
laps between the Gaussians for different classes are
measured by the ratio between the number of the in-
class patterns and the number of the out-class patterns
in this cluster. A pre-defined value 6 is set, i.e., the
ratio should be not less than 6 to guarantee a small
classification error rate for the training data set (this is
O-criterion). When small overlaps among clusters for
different classes are permitted, small overlaps among
clusters for the same class may exist.

In this paper, by allowing for large overlaps between
clusters for the same class, we can further reduce the
number of clusters substantially. This will lead to a
simplified RBF neural network and will be demon-
strated by computer simulations in the next section.

Through the algorithm described in Section 2, the
importance level of each attribute is obtained. The
subset of attributes which includes k& most impor-
tant attributes is input to the RBF classifier, and for
k=1,2,...,N, classification error rate is calculated for
each k. For small k, classification error decreases as k
increases until all important attributes are included.

Table 1: Reduction in the number of hidden units for
Iris data set

Comparisons | Small Large
overlap | overlap

Error rate in

classification | 0.0373 | 0.0467

Number of

hidden units 5.2 4

Table 2: Comparison of the number of hidden-units
before and after the irrelevant attributes are removed
for Iris data set

Before removal | 4,3,1,2
Input attributes | After removal 4,3
Before removal 4
Number of
hidden units After removal 3
Before removal | 0.0467
Classification
error rate After removal | 0.0333

If for some k1, the classification rate for k = k1 + 1 is
greater than that for k = kq, then attributes (k1 + 1),
(k1 +2),..., N are considered irrelevant.

4 Computer Simulations

Iris data set is used for testing our method. There
are 4 attributes in Iris data set. The data set is di-
vided into 3 parts, i.e., training, validation, and test
sets. 150 patterns of Iris data set is divided into 50
patterns for each set. We set « = 0.1 and 6 = 7 in our
experiments. The experiment is repeated 5 times with
different initial conditions and the average results are
recorded.

Table 1 shows that when large overlaps among clus-
ters of the same class are permitted, the number of
hidden units is decreased while nearly the same clas-
sification error rate is maintained.

The rank of importance of the attributes according
to our SCM is: 4, 3, 1, 2 for Iris data set. Table 2
shows the classification error rate of the RBF classi-
fier for various subsets of attributes in the order of
importance. We see from Table 2 that as the num-
ber of attributes used increases the validation error
first decreases, reaches minimum when 2 attributes are
used, and then increases. Hence in the Iris data set,



attributes 1 and 2 are irrelevant attributes for clas-
sification and are then removed. This improves the
classification performance and decreases the number
of inputs and the number of hidden units of the RBF
neural network. Table 2 summarizes the advantages
of removing irrelevant attributes.

5 Conclusions

In this paper, a SCM is proposed to rank the im-
portance of attributes. Unimportant attributes are re-
moved from the inputs to the RBF classifier according
to the ranking results from SCM. Iris data set is used
to test the method. Experimental results show that
the method proposed is effective in reducing the size
of data sets and reducing the structural complexity of
the RBF neural network. The RBF neural network
combined with the SCM saves time for DDR for that
only a limited number of candidate subsets need to be
checked. We also proposed a useful modification to
train the RBF network by allowing for large overlaps
among clusters of the same class, which further re-
duces the number of hidden units while retaining the
classification performance.
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