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Abstract—This paper explores the relationship between the 
features of Bitcoin and the next day change in the price of Bitcoin 
using an Artificial Neural Network ensemble approach called 
Genetic Algorithm based Selective Neural Network Ensemble, 
constructed using Multi-Layered Perceptron as the base model 
for each  of the neural network in the ensemble. 

To better understand the practicality and its effectiveness in real-
world application, the ensemble was used to predict the next day 
direction of the price of Bitcoin given a set of approximately 200 
features of the cryptocurrency over a span of 2 years. 

Over a span of 50 days, a trading strategy based on the ensemble 
was compared against a “previous day trend following” trading 
strategy through back-testing. The former trading strategy 
generated almost 85% returns, outperforming the “previous day 
trend following” trading strategy which produced an 
approximate 38% returns and a trading strategy that follows the 
single, best MLP model in the ensemble that generated 
approximately 53% in returns. 
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I.  INTRODUCTION 

A. Background 
The digital cryptocurrency, Bitcoin, runs on an online 

decentralized network with no dependency on any government 
or legal entity as it relies heavily on peer-to-peer networking 
and cryptography to maintain its integrity [1]. This “trust-less” 
system facilitates ease of transactions of goods and services 
with low transaction costs associated [2]. 

As the market is relatively new, existing works related to 
forecasting in this market is fairly limited. One study showed 
that Google Trends data and volume of tweets related to 
Bitcoin on Twitter have positive correlation with Bitcoin’s 
price and hence may be able to predict the fluctuations in price 
of Bitcoin [3]. In another study, Bayesian Regression, a binary 
classification algorithm, was used to predict price variation in 
Bitcoin and the prediction gave almost 200% returns in less 
than 60 days when used with a trading strategy [4]. The study 
concluded that there may be ‘information’ in Bitcoin’s 
historical data that can help predict future price variations. 

Lastly, a recent study on the price formation of Bitcoin 
revealed that macroeconomic and financial indicators tend to 

have a relatively small effect on Bitcoin prices in the short run. 
Instead, market forces that affect Bitcoin’s supply and demand, 
in particular, the demand side variables such as transaction 
volume, showed a bigger effect on the price of Bitcoin [5]. 

B. Objective 
In this paper, the objective is to understand how features of 

Bitcoin (such as transaction volume, cost per transaction) can 
affect the next day change in price level of Bitcoin through the 
use of an Artificial Neural Network (ANN) [6] ensemble 
approach called Genetic Algorithm based Selective Neural 
Network Ensemble (GASEN) [7]. The ensemble will be used 
to solve a binary classification problem: the next day change in 
the direction of the price of Bitcoin. 

To better understand and evaluate its effectiveness, back-
testing was done to see how a trading strategy based on the 
results of the ensemble can compare against a “previous day 
trend following” trading strategy as well as a trading strategy 
that follows the single, best MLP model in the ensemble. 

II. LITERATURE REVIEW 

A. Artificial Neural Network 
ANN models are one of the most popular forecasting tools 

that has been widely used in various industries, such as 
engineering, finance and healthcare, due to its capability in 
performing complex tasks, such as classification, pattern 
recognitions and predictions, with great accuracies [8][9]. 

ANN success in these areas is largely attributed to some of 
its key defining features as these models are nonlinear models 
and are powerful universal functional approximators that can 
approximate any continuous functions to a desired level of 
accuracy [10]. As such, ANN models have been seen as a 
viable alternative to the traditional statistical models for 
forecasting problems [18-27]. In one study, a literature review 
of comparative studies between ANN and traditional statistical 
models has found that out of 96 studies, only 18% of the cases 
concluded that traditional methods have outperformed ANN 
while ANN models have either performed well or 
outperformed in 72% of the cases [11]. 

Hence, it is unsurprising that neural networks have been 
increasingly gaining more attention in the field of finance, 
especially for time series forecasting due to the highly non-
linear and volatile nature of the financial market. The complex 
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interactions between market-influencing forces and external 
random processes such as news or any sudden, disruptive 
changes presents a huge challenge for any fruitful financial 
forecasting using any quantitative models [12]. 

B. Ensemble Learning 
A neural network ensemble consists of a set of individually 

trained ANN. The results from each of these individual 
classifier is then combined to produce a single result, 
representative of the ensemble. An ensemble of neural network 
has been shown to have better accuracy and robustness than a 
single ANN model associated with a significant reduction in 
generalization error [13]. 

The ensemble methodology works on the same premise as 
real world decision making in that having different opinions on 
a matter is better than one for decision making. This can be 
achieved in an ensemble by weighing multiple individual 
classifiers and combining the outputs from each of the 
classifier to produce a collective output altogether [14]. 

Most proposed ensemble approaches work by taking all the 
available ANN to constitute an ensemble. However, studies 
showed that it may be better to include some, but not all of the 
ANN to be part of the ensemble. The relationship between the 
correlation of the individual ANN and the generalization ability 
of the ANN ensemble showed that the size of an ensemble can 
be reduced without compromising generalization ability by 
taking into account only a subset of the ensemble [15].  

GASEN was hence proposed as it selectively choose an 
appropriate subset of the ensemble to form the final ANN 
ensemble. Its ability to generate a smaller ensemble with low 
generalization error and lower computation cost compared to 
the usual ensemble approach such as enumerating and 
averaging all makes it a strong ensemble approach that can 
possibly be used to perform complex forecasting tasks [7]. 

III. METHODOLOGY 

A. Data 
The dataset used in this paper were retrieved directly from 

Blockchain.info, one of the most popular Bitcoin wallet, as 
well as Bitcoinity.org, a comprehensive, data driven platform 
that covers the key features of Bitcoins on each of the Bitcoin 
exchange. 

From Blockchain.info, a total of 24 time-series data were 
found. These data include some of the defining features of 
bitcoin, such as market price, trade volume and transaction 
fees.  

From Bitcoinity.org, a total of 190 time-series data were 
found as the website contains data of 19 defining features of 
Bitcoin for 10 of the most popular Bitcoin exchanges such as 
BitFinex, Huobi or BTCChina. Some of the features for each of 
these exchanges includes the prices, volume and bid-ask spread 
for each of the exchange.  

Tables 1 and 2 in Appendix outlines the list of features used 
in our dataset as well as the ones removed. Table 3 outlines the 
specific exchanges that were tracked on Bitcoinity. 

780 days’ worth of historical data were retrieved from these 
websites. 730 days (2 years) of data will constitute the training 
dataset which will be used to train the ANN ensemble while 
the last 50 days will constitute the back-testing dataset, which 
will be used for back-testing to test the trading strategy.  The 
range of the data used for training is from 2nd May 2015 to 
30th April 2017 while the range of the data used for back-
testing will be from 1st May 2017 to 20th June 2017. 

The dataset was pre-processed to remove features that 
contain empty elements. Out of 222 features that were 
extracted, 8 were removed. The features that were removed are 
listed in the Appendix. Then, the inputs were standardized by 
mapping the mean and standard deviation to 0 and 1 
respectively for each row due to the large variability in the 
input data. This helps in training the ensemble more efficiently 
and accurately. 

The final training dataset has a size of 730x190 while the 
back-testing dataset has a size of 50x190. 

B. Ensemble Model 
The ANN ensemble was created with a set of 5 Multi-

Layered Perceptron (MLP), all with the same specifications but 
different number of nodes in the layers. As shown in Fig 1, 
each MLP model has an input layer with 190 nodes, 2 hidden 
layers with varying nodes and 1 output layer with 1 node. The 
number of nodes in the first hidden layer were preset to be in 
multiples of 5. 1st MLP will have 5, 2nd will have 10 and the 
5th will have 25. The number of nodes in the second hidden 
layer for all MLP will be the floored half of the nodes in the 
first hidden layer. 

Due to the complexity of the ensemble and the 
computational cost for back-testing, all of the MLP were 
trained with a supervised learning algorithm called Levenberg-
Marquardt (LM) algorithm. The algorithm showed 
considerable improvement in terms of speed and accuracy 
when compared with heuristic algorithms for the convergence 
of ANN for the case of predicting S&P500 price index, such as 
the standard Gradient Descent, Resilient Backpropagation or 
Fletcher-Reeves Conjugate Gradient algorithm [16].  The LM 
algorithm was also considered one of the best training 
algorithm for classification tasks during a performance 
comparison between other algorithms [17]. Mean-squared error 
was used to evaluate the quality of the neural network and the 
hyperbolic tangent sigmoid function (1) was used as an 
activation function for all the nodes in the hidden layers and 
output layer. The number of epochs for each MLP was set to be 
30. 

  (1) 

Lastly, the training dataset with 730 entries was divided 
into three subsets, training, validation and testing, by randomly 
determining the indices for each data point. The training set 
accounts for 70% of the data set while both the validation and 
test set were 15% each. After training the ensemble, the back-
testing dataset will be used to test the network to predict the 
next day change in Bitcoin’s price. 
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Figure 1 Model of MLP 

To forecast the next day change in direction of the price of 
Bitcoin, each individual MLP is used to solve a binary 
classification problem, producing a target output of either 0 or 
1. 0 implies that the price will drop and 1 implies that the price 
will go up the next day. 

For each of the MLP, the neural network was trained 5 
times and the best iteration out of 5, characterized by the 
highest accuracy during training on the training set, will be 
chosen to be part of the ensemble. 

After training the individual ANN, GASEN was 
implemented by choosing an appropriate subset of the 
ensemble from the 5 trained MLPs [7]. 

GASEN is achieved in 4 steps: 

Step 1: Assign each MLP a weight which reflects its 
importance in the ensemble 

Step 2: Optimize the weights of each MLP using Genetic 
Algorithm by minimizing the generalization error of the 
ensemble. 

Step 3: Select all the MLP models whose corresponding 
weight is larger than a preset threshold, , to constitute the 
ensemble. 

Step 4: Final output of the ensemble is generated via simple 
averaging from the MLP ensemble. 

We set the value  to be the mean of the optimized weights 
after Genetic Algorithm rather than a fixed value as initially 
proposed in the GASEN approach [7]. This ensures that the 
final ensemble always contain the significant MLP classifiers 
on every iteration as the ensemble is re-trained before it 
predicts the next day price direction and a fixed  may 
potentially omit certain classifiers. 

C. Back-Testing 
After training the model, back-testing was done using the 

next 50 days’ dataset to evaluate the performance of the 
ensemble. A simple trading strategy based on the results of 
GASEN was compared against a “previous day trend 
following” trading strategy as a baseline. The “previous day 
trend following” strategy trades by following the direction of 
the change in price level of Bitcoin the day before. 

Assuming that both the system starts off with USD$10,000 
initially and that there are no transaction fees involved in every 
trade. If the strategies predict that prices were to go up the next 
day, the system will buy the maximum number of Bitcoins it 
can at the current price level or not do anything if is unable to 
buy any more Bitcoins. If the strategies predict that prices were 
to go down the following day, the system will sell all the 
Bitcoins at the current price level or not do anything if there is 
none left. 

After each day over the next 50 days in the dataset, the next 
day’s dataset will be appended to the training dataset and the 
ANN ensemble will be re-trained to take into account the new 
data and predict the price movement for the day after. 

IV. RESULTS 
The accuracy of each MLP on the training dataset in the 

ensemble is different from one another and typically ranges 
from about 58% to 63%. The size of the final ensemble ranges 
about 2 to 4 after taking into consideration the computed 
threshold, , for each of the day during back-testing. 

The accuracy obtained from the back-testing was 64%, with 
32 correct predictions out of 50 days. To better understand the 
predictions, the total asset value for each of the trading strategy 
was recorded by monitoring the total value of cash and 
Bitcoins each day. 

Over the span of 50 days, the trading strategy based on 
GASEN ended with a total asset value of $18,484.43 while the 
“previous day trend following” strategy had a total asset value 
of $13,800.64 assuming that both of the strategies started with 
$10,000 initially. Fig 2 reflects how the total asset value over 
time changed with this strategy. 

The dataset was also tested against the single, best MLP 
model in the ensemble. The accuracy as reported from back-
testing was 60%, with 30 correct predictions out of 50 days. As 
shown on Fig 2, the trading strategy that relied on the 
predictions from the single, best MLP model in the ensemble 
did not perform as well as the ensemble, generating a total 
asset value of $15,336.58 at the end.   

 
Figure 2 Total Asset Value over Time 

V. CONCLUSION 
In conclusion, the ensemble method, GASEN, was able to 

perform well for the classification task with consistent 
accuracy of around 58% to 63%. With a simple trading 
strategy, the ensemble was able to obtain promising result in 
making profit of close to 85% in return. The performance of 
this prediction indicates that the features of Bitcoin may 
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contain ‘information’ useful for predicting the next-day change 
in price level of Bitcoin.  

In the future, further studies can be carried out in several 
directions. First, systematic feature selection should be done, in 
order to find the optimal subset of input features that leads to 
the best Bitcoin price prediction accuracy, since irrelevant 
input features could have introduced noise and reduced the 
prediction accuracy [22],[28]-[46]. Some important input 
features could have been missing in the present work. Second, 
we concentrated on the MLP only. There are a number of other 
excellent regression techniques that should be investigated, 
notably, random forests [47], wavelet neural networks [25]-
[27], and fuzzy neural networks [48]-[55].  
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APPENDIX 
 

We give the details on the sources of data, features used in the 
simulations, and features excluded due to missing data. 
 

Bit-X 
Bitfinex 
BitStamp 
BTCChina 
Huobi 
Kraken 
LakeBTC 
OKCoin 
Others (Smaller size exchanges like itBit, BTC-e, etc.) 

Table 1. Exchanges tracked on Bitcoinity.org 
 

Average Block Size 
Blocks Size 
Cost per Transaction 
Cost Per Transaction by Percentage 
Difficulty 
Estimated Transaction Volume 
Estimated Transaction Volume in USD 
Hashrate 
Market Capitalization 
Market Price 
Median Confirmation TIme 
Miner’s Revenue 
Number of Orphaned Blocks 
Number of Transactions 
Number of Transactions excluding Chains longer than 
100 
Number of Transactions excluding Popular 
Number of Transactions per Block 
Number of Transactions in Total 
Number of Unique Addresses 
Output Volume 
Total number of Bitcoins 
Transaction Fees 
Transaction Fees in USD 
UTXO Count 

Table 2. Features retrieved from Blockchain.info 
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Block Size Votes on each Exchange 
Confirmation Time in each Exchange 
Block Version of each Exchange 
Block Size of each Exchange 
Difficulty in each Exchange 
Hash Rate of each Exchange 
Transaction Count in each Exchange 
Arbitrage in each Exchange 
Bid-Ask Sum in each Exchange 
Book Value in each Exchange 
Market’s Capitalization in USD for each Exchange 
Market’s Capitalization for each Exchange 
Price in each Exchange 
Price-Volume of each Exchange 
Rank of each Exchange 
Spread of each Exchange 
Trades per Minute in each Exchange 
Volatility of each Exchange 
Volume of each Exchange 

Table 3. Features retrieved from Bitcoinity.org 

 

 

 

 

 

Bip 9 Segwit 
Bitcoin Unlimited’s Share 
Mempool Count 
Mempool Growth 
Mempool Size 
Mempool State by Fee Level 
Number of Wallets on Blockchain.info 
NYA Support 

Table 4. Features removed from Blockchain.info 
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