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Abstract. Feature extraction and feature selection are very important
steps for face recognition. In this paper, we propose to use a class-
dependent feature selection method to select different feature subsets
for different classes after using principal component analysis to extract
important information from face images. We then use the support vector
machine (SVM) for classification. The experimental result shows that
class-dependent feature selection can produce better classification ac-
curacy with fewer features, compared with using the class-independent
feature selection method.

1 Background

Automatic face recognition has experienced a relatively long process from the
1960s until now. In the 1960s, the first semi-automated face recognition system
was developed [1]. The recognition process of this system included the location
of features like eyebrows, eyes, noses and so on, calculation of distances and
ratios to a common reference point and template matching. Later in the 1970s,
some subjective features like hair color and lip thickness were developed by
Goldstein et al. [2] to automate the recognition system. However, these two early
solutions have one drawback, namely manually computing the measurements and
locations. In order to deal with this problem, in the 1980s, Kirby and Sirovich [3]
applied principal component analysis (PCA) to extract important information
by singling out important face features. This application was thought of the first
successful example of automatic face recognition systems. Following that, more
feature extraction techniques like independent component analysis (ICA) [4] and
linear discriminant analysis (LDA) [5], [6] were proposed.

Face recognition has three basic sequential processes: preprocessing, feature
extraction or selection, and recognition. For different images or databases, pre-
processing can vary from noise removal, normalization, to space transformation,
e.g., Fourier transformation [7]. Since a large amount of information is stored in
images and it is impractical to use all information in computation, feature ex-
traction or feature selection [8], [9] is very necessary. Various feature extraction
techniques, for example, PCA [10], [11], [12] and its variants [13], [5], fisher linear
discriminant analysis (FLDA) [5], [6], [7], general tensor discriminant analysis
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(GTDA) [14], and ICA [4], have been used to extract face features [7]. Feature
selection is another way of obtaining compact face information. This involves
first determining some characteristics of faces, such as the distance between
eyes, the width of nose, and the length of jaw line [15], [16], then combining
all those information to form a feature vector. Although features obtained by
this method can be easier to interpret than those by feature extraction, it is not
cost-effective work to determine which features are desirable for face images and
then compute those features. In this case, feature extraction is more reliable to
obtain fully representative information of face images, which will be our first
step in dimensionality reduction. Recognition of faces also has many kinds of
techniques, such as template matching [1], [11] and various classifiers [17], [18],
[19], [20], [21].

Considering the possibility that different features have different classification
power for different classes, in this paper, we propose to adopt the class-dependent
feature selection [22], [23], [24] method for further dimensionality reduction in
the second step. Class-dependent feature selection chooses a feature subset for
each class, i.e., different feature subsets for different classes. The usual class-
independent feature selection method chooses a common feature vector for all
classes. This is an novel application which is not to show that our method out-
performs all other existing methods on classification performance, but intends to
show that class-dependent feature selection is better than class-independent fea-
ture selection. Therefore, this application will provide the possibility to employ
the idea of class-dependent feature selection with many other feature extraction
methods.

This paper is organized as follows. In section 2, we briefly review PCA
and then describe the class-dependent feature selection method. In section 3,
we utilize the SVM to realize the classification on the ORL data set [25] and
compare results of class-dependent feature selection method with those of class-
independent feature selection method, and also some published results. In section
4, we make a discussion about the present work.

2 Methodology

As an efficient dimensionality reduction technique in data analysis and pattern
recognition, PCA [10], [13], [11], [7], [26] has already been widely used in face
recognition systems. PCA [27], [10], [12] computes principal components of im-
ages, thereby transforming training images (denoted as matrix X with N samples
in rows and p features in columns) into a new space of the principal components.
The basic steps are: (1) calculating the covariance matrix of data matrix X; (2)
determining eigenvalues and eigenvectors of this covariance matrix; (3) selecting
m (m < p ) significant eigenvectors to form transformation matrix T with the
first row corresponding to the most important eigenvectors; and (4) obtaining
the projected images by calculating Y T = TXT , here Y is a matrix with N rows
and m columns. Through PCA, the dimension of original images is reduced to
m . The dimension of kept components decides the amount of information lost.



3

After feature extraction, we propose to select class-dependent features from
obtained principal components. For the case of high-dimensional features, it is
impractical for us to sequentially add all features and evaluate all feature subsets.
Since in this paper we will adopt the ORL face database [25] which has a very
high dimension in our experiment, each time we will add 3 features into the
previous feature subset and stop at a predetermined threshold of the dimension,
e.g., 30. Each feature subset is evaluated by the SVM and the feature subset with
the highest classification accuracy is chosen as the superior one of the current
class.

The class-dependent feature selection is described as follows:

1. Based on the strategy of ”one-against-all” [28], [29], we convert a multi-
class problem into several two-class problems. For example, the problem of
classifying face images is converted into 2-class classification problems, where
each problem only includes two classes, i.e., one being the original class and
the other one consisting of all the other classes.

2. For each 2-class problem, we adopt the class separability measure (CSM)
[30], [29] to evaluate features’ ranking for each class. The CSM evaluates how
well two classes are separated by a feature vector. The greater the distance
between different classes, the easier the classification task. For example, if Sw

denotes the within-class distance and Sb denotes the between-class distance,
the ratio Sw/Sb can be used to measure the separability of the classes. The
smaller the ratio, the better the separability. The importance of a feature
may be evaluated by ratio Sw/Sb calculated after the feature is removed
from the data set, i.e., S′w/S′b. The greater S′w/S′b is, the more important
the removed attribute is. Hence we may evaluate the importance level of
the attributes according to the ratio Sw/Sb with an attribute deleted each
time in turn. Each class will have a feature importance ranking list. For
example, for problem 1, its ranking list of features measures the importance
of features in classifying class 1 from the other classes. Therefore, this feature
importance ranking list is specific to class 1. Likewise for class 2, class 3,. . .,
and class C.

Sw =
C∑

c=1

Pc

nc∑

j=1

[
(Xcj −mc) (Xcj −mc)

T
]1/2

(1)

Sb =
C∑

c=1

Pc

[
(mc −m) (mc −m)T

]1/2

(2)

Here Pc is the probability of the c-th class, and nc is the number of samples
in the c-th class. Xcj is the j-th sample in the c-th class, mc is the mean
vector of the c-th class, and m is the mean vector of all samples in the data
set.

3. According to feature importance ranking lists obtained in step 2, we need to
determine a feature subset for each class. We can choose a classifier, e.g., the
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SVM, to evaluate feature subsets and determine the most contributive one.
For each class, each feature subset is formed by sequentially adding one or
several features into the previous subset. The feature subset with the highest
classification accuracy is chosen as the most contributive one. Usually, we
ranked all d features and formed all d feature subsets as follows. The top 1
feature consists of the first feature subset. The second feature subset consists
of the top two ranked features. The d-th feature subset includes all features.
Whereas, in practical situation, e.g., for the case of high-dimensional fea-
tures, it will be computationally expensive for us to sequentially form all
feature subsets and evaluate them. In this paper, we will adopt ORL face
database [25] which has a very high dimension in our experiment. Each time
we will try add 3 features into the previous feature subset and stop at a
predetermined threshold of the dimension, e.g., 30. We also evaluated all 30
feature subsets, i.e., top first, top first and second feature, ...., top 30 features
and found that accuracies are increasing. When more features are added, the
accuracies of the formed feature subsets keep stable. Each feature subset is
evaluated by the SVM and the feature subset with the highest classification
accuracy is chosen as the superior one of the current class.

In order to conveniently describe the class-dependent feature subset, we at-
tempt to use a feature mask to express the state of each feature. The feature
mask only has two elements ’0’ and ’1’, in which ’0’ represents the absence of
a particular feature and ’1’ represents the presence of the feature. For example,
considering a data set with 5 features {x1, x2, x3, x4, x5} , if the optimal feature
subset obtained is with the second and forth features deleted, the feature mask
for this feature subset should be {1, 0, 1, 0, 1}.

After selecting class-dependent feature subsets, we adopt the SVM with RBF
kernel [30], [29] for the classification because of many advantages of the SVM,
such as fast speed, high recognition rate. Since class-dependent features can not
directly be input into the original SVM, we adopt the class-dependent SVM clas-
sifier as [29] described. Based on the class-dependent feature mask, we construct
a classifier model for each class, i.e., forming class-dependent models. Each model
is trained using feature subsets specific to the corresponding class. Each testing
data is filtered by the feature mask of the corresponding class before input into
one model. The maximum value of all models’ outputs determines the class of
the testing data.

3 Experiments

3.1 Data description and preprocessing

In this experiment, we selected the Cambridge ORL face database [25] as our
experimental data. It includes 40 subjects (faces or classes), each of which has 10
slightly different face images. Therefore, the total number of face images is 400.
Each face image is in gray scale and has 112 by 92 pixels. For processing conve-
niently, we reshaped each original image matrix into a column vector, which has
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the dimension 10304. All image vectors constitute a new image matrix with 400
samples in rows and 10304 features in columns. Considering the effect of illumi-
nation on different face images, we adopted the normalization as [7] described,
i.e., subtracting the mean of each image and divide by the variance. After that,
all images were equally distributed in terms of energy [7].

3.2 Implementation and Results

Since normalized face images have a high dimension, PCA is adopted to extract
principal components for each face image. The dimension of the original face im-
age is reduced to 399 by PCA. The class-dependent feature selection method is
used to further reduce features for each class. Before feature selection, we sepa-
rate all 400 images faces into 200 training images and 200 testing images. For the
training set, we calculate features’ importance ranking for each class. Although
principal components (i.e., features obtained from PCA) are sorted according
to another importance measure, i.e., the eigenvalue, we believe that features’
ranking for different classes are different. In Table 1, we provide the number of
features selected for each class. We can see that class-dependent feature selection
method selected rather different features for different classes, i.e., as many as 8
features for several classes and as few as 1 features for other classes (See Table 1).
When combining features subsets of all classes in Table 1, we include 26 different
features in the union set. Through the SVM, we obtained different feature masks
for different classes. For example, in Table 2, we provide feature masks of the first
5 classes. For classification, the 200 testing samples were processed in the same
way as the training set and tested on a class-dependent SVM classifier to pro-
duce a 98% classification accuracy, which is better than the classification result
by the class-independent feature selection method (see Table 3). Table 3 provides
classification results of different number of features (principal components) by
using normal class-independent feature selection method. The class-independent
feature selection method selected 30 features to produce classification accuracy
97.5%. Finally we compared our result with that of some existing methods in Ta-
ble 4. All those experiments were done on the ORL database but with different
recognition methods. The result shows that our method is very comparable.

4 Summary and Discussion

In this paper, we applied the class-dependent feature selection methods [29] on
face recognition problems, after processing the whole data set using PCA. Al-
though many fully-fledged feature extraction techniques like PCA, LDA and
elastic bunch graph matching [31] exist and have good successful experiences in
face recognition, we still proposed this novel application on face recognition to
detect if our proposed class-dependent method has advantages in classification
performance over the class-independent feature selection method. In the process
of experiments, PCA was used as a preprocessing step to extract face features.
Then both class-dependent and class-independent feature selection were used to
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Table 1. Number of features selected for each classes

Class No. 1 2 3 4 5 6 7 8 9 10

Number of features 2 3 4 7 3 1 3 2 3 2

Class No. 11 12 13 14 15 16 17 18 19 20

Number of features 3 3 1 2 4 5 3 2 1 5

Class no. 21 22 23 24 25 26 27 28 29 30

Number of features 2 2 3 1 6 3 2 8 2 1

Class no. 31 32 33 34 35 36 37 38 39 40

Number of features 2 5 3 2 6 8 5 4 3 8

Table 2. Feature masks of the first 5 classes

Class 1 1 1 0 0 0 0 0 0

Class 2 1 1 1 0 0 0 0 0

Class 3 1 1 1 1 0 0 0 0

Class 4 1 1 1 1 1 1 1 0

Class 5 1 1 1 0 0 0 0 0

Table 3. Classification accuracy for variant numbers of features using class-
independent feature selection method (10 fold cross validation)

Number of components
(features)

5 10 15 20 25 30

Accuracy 80.50% 87.50% 92.00% 94.75% 95.25% 97.50%

Table 4. Comparisons of classification accuracies with existing methods

Method Proposed Class-
independent
after PCA

Kim et al.’s
[13]

Lu et al’s [6]

Classifier SVM with RBF
kernel

SVM with RBF
kernel

Linear SVM Nearest
Neighbor

Number of se-
lected features

26 30 120 22

Accuracy 98.0% 97.5% 97.5% 96.0%
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select features for recognition. The classification results showed that the intro-
duction of our proposed method selected features specific for each class (face).
Therefore, the feature dimension of each class is less than that produced by the
class-independent feature selection. Also a better classification performance is
obtained compared to normal class-independent feature selection methods. Be-
sides, the corresponding face recognition system after class-dependent feature
selection has one more advantage over the normal face recognition system: when
adding one more class (face) into the existing system, class-dependent recogni-
tion system does not need to re-train whole system [22]. However, the recognition
system based on class-independent feature selection needs to re-train the whole
system if one more class is added.

Noticeably the class-dependent feature selection method is likely to be more
computationally expensive than other conventional feature selection methods.
However, the extra computational cost may be worthwhile in certain applications
where improvements of accuracy or reduction of data dimensionality are very
important and meaningful.
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