
 
 

 

 

Abstract—This paper proposes an intelligent trading system 
using support vector regression optimized by genetic algorithms 
(SVR-GA) and multilayer perceptron optimized with GA 
(MLP-GA). Experimental results show that both approaches 
outperform conventional trading systems without prediction 
and a recent fuzzy trading system in terms of final equity and 
maximum drawdown for Hong Kong Hang Seng stock index.  

 

I. INTRODUCTION 
he fast changing nature of financial market has always 
been a puzzle to investors and researchers. Some 

previous works have showed that financial market is highly 
noisy and non-linear [1]. Price prediction has been one of 
main research foci, while others concentrated on prediction of 
trends in the financial market to achieve better profits (e.g., 
[10]).  

In recent years, neural networks, especially multilayer 
perceptron (MLP) [2], have been extensively implemented in 
financial market for price prediction. Among the many MLP 
training algorithms, genetic algorithms (GA) can be used to 
determine the initial weights of the MLP [3]. Support vector 
regression (SVR) has become a popular tool for time series 
prediction [4].  In this paper, both MLP and SVR optimized 
with GA are used for financial prediction. 

Mainly two types of input data have been used in training. 
One type is price or technical indicators, while the other type 
includes macroeconomic indices, such as the interest rate and 
gold price. In order to keep the trading system simple, in this 
paper, only price and technical indicators are used as input. 
Patel et al [5] used the MLP as well as radial basis function 
neural networks to forecast closing prices of Dow Jones 
Industrial Average and Nikkei 225 Stock Average indices. 
They claimed that the best forecasting classification 
accuracies were 72%. Lee et al [6] used neural networks with 
weighted fuzzy membership functions to forecast daily Korea 
composite stock price index. Their classification accuracy 
was 59.0361%.  Doeksen et al. [7] used MLP trained with 
back propagation and Mamdani and Takagi-Sugeno fuzzy 
inference systems trained with gradient descent algorithms 
and genetic algorithms to predict the price of Microsoft and 
Intel. They claimed that the best network could provide 103% 
return on Microsoft stock in 252 trading days. Chen et al. [8] 
used a probabilistic neural network to predict the future price 
and implemented the model on Taiwan Stock Index to 
generate buy and sell signals. They claimed that this 
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probabilistic neural network based investment strategy could 
obtain 362.27% from September 1987 to August 1992, which 
is higher than other strategies discussed in the paper. Ang et al. 
[9], who used rough set-based neuro-fuzzy stock trading 
decision model to trade on Singapore exchange, reported a 
profit of 16.0362 times of  initial capital invested in NOL 
during 1917 trading days and 2.8582 times of initial capital 
invested in DBS during 2222 trading days. Huang et al. [10] 
uses hierarchical coevolutionary fuzzy system (HiCEFS) to 
predict a technical indicator and hence build a prudent trading 
strategy. Furthermore, by testing this model with real world 
data of Hong Kong Hang Seng Index and NOL stock in 
Singapore Exchange, they achieved a final return of 14.251 
times of original capital on NOL stock in 2329 trading days 
and 5.781 times of original capital on Hang Seng Index in 
2461 trading days. 

In summary, many pioneer researches have focused on the 
minimizing the mean square error (MSE) in price direction 
prediction as well as providing paper profits in trading 
financial market. In this paper, an intelligent trading system is 
presented and evaluated in terms of equity curve and 
maximum drawdown.  

The rest of the paper is organized as follows. In section II, 
the conventional trading system and trading system adopted 
SVR-GA and MLP-GA are presented. In section III, 
experiment settings and trading simulation results are given 
and evaluated.  Finally, section IV provides conclusions of 
this paper. 

II. TRADING SYSTEM DESIGN 

A. Technical Analysis 
 There are two main types of analysis in the market: 

technical analysis and fundamental analysis. Fundamental 
analysis is based on the premise that a stock, bond, fund, 
commodity, or a market as a whole has an underlying intrinsic 
value. By analyzing the fundamental characteristics, such as 
assets, liabilities, income, supply or demand, values can be 
determined [11]. On the other hand, technical analysis 
believes that the market's price reflects all relevant 
information, such as news and events. In addition, it believes 
that history will repeat itself in such a way that we could trade 
for profits. Therefore, technical analysis uses only historical 
data to build the model for future investment. Among all the 
technical indicators, moving average is considered as the 
simplest and most useful one. It is popular because moving 
average could discover the trends by smoothing the prices. 
Most importantly, moving average could be a useful tool 
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since investors can make profits through trends. Exponential 
moving average (EMA), being one of the moving average 
indicators, is considered as more adaptive since it puts more 
weights on recent prices, e.g., today’s closing price, while 
putting less weights on earlier days. Equation (1) shows the 
calculation of EMA: 

EMAN(t) = EMAN(t − 1) +
2

N + 1
[p(t) − EMAN(t − 1)] 

where p(t) is the close price at time t.            (1) 
However, this technical indicator would not be useful 

unless it could be used to form a trading system with a trading 
rule. Hence, in this paper, a trading system proposed by 
Huang et al. [10] is adopted. This trading system uses a 
technical indicator named Percentage Price Oscillator (PPO), 
PPO is calculated as equation (2): 

PPOS,L(t) =
EMAS(t) − EMAL(t)

EMAL(t)       (2) 

A buy signal is triggered if PPO is greater than 0, in other 
words, when short term EMA crosses over with long term 
EMA. A sell signal is triggered if PPO is less than 0, which 
means long term EMA is above short term EMA. This trading 
system is a typical trend following system which could catch 
every major trend to make promising profit, while suffering 
minuscule losses when significant trends are absent in the 
market.  

B. Intelligent Trading Systems  
When using PPO trading system, there would be a lag 

between the time when the trend starts and the time when the 
trading system detects it. Failing to compensate the lag has 
been a dominant disadvantage of traditional trading systems 
(without prediction). An intelligent trading system attempts 
to predict PPO in the near future, so as to enter the market 
before the trend while closing the position before the market 
falls. The input for our intelligence trading system studied in 
this paper is PPO of the last 8 days and the output is PPO in 
the future 5 days. Our intelligent model is either an MLP 
optimized by GA or an SVM optimized by GA. 0.2% of 
transaction cost and slippages are counted in the process of 
calculating profits (Fig.1). 

 

 
 

Fig. 1.  A predictive trading system. 

III. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Experimental Settings 
A feed-forward MLP with one hidden layer is used. The 

number of hidden neurons is determined to be 30 by the trial 
and error [19][20][21]. The Levenberg-Marquardt algorithm 
is used to train the MLP. Initial weights and bias of the neural 
network are determined by GA. The weights and bias in each 
layer are coded in sequence in GA. Initial population is 
selected randomly. The maximum generation is set as 800 
based on trial and error, and mutation probability is 0.02. All 
the settings are summarized in Table I. The fitness in GA is 
based on the error of predicted output and desired output, 
expressed as equation (3). 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 =
1

∑(𝑌𝑑𝑒𝑠𝑖𝑟𝑒 − 𝑌𝑝𝑟𝑒𝑑𝑖𝑐𝑡)2
         (3) 

where 𝑌𝑑𝑒𝑠𝑖𝑟𝑒  is the desired output and 𝑌𝑝𝑟𝑒𝑑𝑖𝑐𝑡  is the 
predicted output. 

The settings for the NN+GA model are selected as Table I. 

 
Given that a training set (𝑥𝑖 ,𝑦𝑖), i = 1…l, the support vector 

machine requires the minimum value of following equation 
(4) [13][18].  

𝑚𝑖𝑛𝑤,𝑏,𝜀  
1
2
𝑊𝑇𝑊 + 𝐶�𝜀𝑖

𝑙

𝑖=1

            (4) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑦𝑖(𝑊𝑇∅(𝑥𝑖) + 𝑏) ≥ 1 − 𝜀𝑖 , 𝜀𝑖 ≥ 0 
 
The kernel function in this experiment is radial basis 

function (RBF): 

𝐾�𝑥𝑖 , 𝑥𝑗� = exp �−𝛾 ��𝑥𝑖 − 𝑥𝑗��
2
� , 𝛾 > 0   (4) 

Main parameters in SVR are error insensitive tube around 
the regression function [14] and the balance of training errors 
with model complexity. In this paper, GA is used to 
determine these two SVR parameters. The Fitness function 
used to optimize SVR is the same as optimizing NN, which is 
described in equation(3). 

The settings for SVM+GA model are summarized in table 
II. 

TABLE I 
THE NN+GA MODEL SETTINGS 

GA settings  

Population size 300 
Maximum Generation 800 
Stop criteria  maximum generation reached 
  Probability of mutation 0.02 
  Crossover method 
Neural Network Settings 

Arithmetical crossover 

 Layers Single hidden layer with 30 
neurons 

MATLAB Transfer function Transig, purelin 
Training Levenberg-Marquardt 
Performance Measure MSE (mean square error) 

 



 
 

 

 
 
The training results of neural networks could be evaluated 

by linear regression. The best network is indicated by the 
correlation coefficient, r closed to unity (r ≈ 1) [15]. In this 
experiment, the linear regression R=0.96342, which could be 
considered as well trained network. Figure 2 shows this 
overall linear regression.  

PPO of future 5 days is selected to be target after prudent 
consideration. As a matter of fact, larger time horizon would 
definitely produce more profit, which is made by early entry 
and early exit. On the other hand, the larger the time horizon, 
the harder it is to predict. This would increase the chance of 
wrong prediction, which decreases the profit. Table 3 is total 
return of investing 1 dollar, with different prediction time 
horizon. 

In this experiment, reinvesting all capital is selected as the 
money management strategy, in which the trading system 
would re-invest all the profit and initial capital for next buy or 
sell decision.  

 
Fig.2. The overall linear regression of trained neural network 

 

 
Fig.3. Trading signal of conventional trading system 

B. Results and Analysis 
This intelligent trading system uses Hong Kong Hang Seng 

Stock Index (HSI) from 1986-12-31 to 1997-1-28, total 2500 
daily closing price as training session, and uses HSI from 
1997-1-29 to 2007-3-8, total 2500 daily price as out of sample 
testing data. All the HSI index data was obtained from Yahoo 
Finance (http://finance.yahoo.com/q/hp?s=^HSI). The 
proposed trading system assumes that it is possible to enter 
the market using the close price on the same day which 
triggers the trading signal. In addition, it assumes that the 
initial capital is 1 dollar and it is valid to buy or sell fraction 
number of the HSI. The PPO is calculated using parameters 
that short term of 15 days EMA and long term of 45 days 
EMA. 
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TABLE II 
THE SVM+GA MODEL SETTINGS 

GA settings  

Population size 30 
Maximum Generation 200 
Stop criteria  maximum generation reached 
Probability of mutation 0.05 
Probability of crossover 0.4 
SVM Settings  
 Kernel function radial basis function 
 

TABLE III 
EXPECTED RETURN FOR DIFFERENT PREDICTION TIME 

 Total return 

No prediction 2.064 
Predict future 3 days PPO 4.357 
Predict future 5 days PPO 6.910 
Predict future 7 days PPO 5.464 

           

http://finance.yahoo.com/q/hp?s=%5eHSI�


 
 

 

 
Fig.4. Trading signal of NN+GA trading system 

 
The testing data is shown in Fig 3 and Fig. 4 with buy and 

sell signals on the corresponding day. The equity curves of 
proposed intelligent trading systems are shown in Fig 5 with 
conventional trading system equity curve in contrast. The 
predictive NN+GA model achieves 6.91 times of original 
capital from 1997-1-28 to 2007-3-8, and SVM+GA model 
achieves 5.705 times of original capital, while in the mean 
time, a non-predictive trading system only achieves 2.064 for 
1 dollar investment. In comparison, Huang et al. [10] uses 
hierarchical coevolutionary fuzzy system (HiCEFS) to 
achieve 5.781 times of original capital on Hang Seng Index in 
2461 trading days. 

In addition, through Fig 3 and Fig 4, it is obvious that 
prediction trading system would enter the market and exit the 
market earlier compared with trading system without 
prediction. However, using prediction has certain 
disadvantage. During non-trendy time, the proposed trading 
system may make wrong prediction and hence suffer some 
losses. For example, NN+GA trading system enters the 
market at day 61 at price 13030 and exit on the day 139 at 
price 15560, takes profit of 2530 points. On the other hand, 
for trading system without prediction, it enters the market at 
day 65 at price 13630 and exit at day 144 at price 13710, takes 
a profit of 80 points. That is the reason why the predictive 
model performs better than trading system without prediction. 
But during non-trendy market, such as around day 400, the 
trading system without prediction holds the position while the 
intelligent model made a wrong prediction. In this case, the 
investment incurred some losses. 

 

 
Fig.5. the equity curves of AI trading systems and conventional trading 

system 
 
Moreover, another important criterion to evaluate the 

trading system is the maximum drawdown (MDD). MDD is 
defined as the maximum cumulative loss from a market peak 
to the following trough [16]. A trading system with larger 
MDD will usually be difficult to execute when we count the 
human nature into consideration. Furthermore, larger MDD 
usually lead to fund redemptions since people would lose 
confidence in the performance of the trading system. 
Therefore, a smaller MDD is desirable for certain trading 
system and easier for people to execute the trading signal. 
MDD is calculated as equation(5) [17] : 

D(T) =  SUPt∈[0,T]�SUPs∈[0,t]X(s) − X(t)�     (5) 
The trading system using NN+GA suffers a MDD from 

3.039 dollars to 2.191 dollars, which is 27.9% of the highest 
capital. Trading system with SVM+GA suffers a MDD from 
2.843 dollars to 2.032 dollars, which is 28.5% of highest 
capital. In contrast, the trading system without prediction 
would have a MDD from 1.705 dollars to 1 dollar, which is 
41.34% of the highest capital. Thus the NN+GA trading 
system reduced the risk involved. As it is shown in the 
previously mentioned example regarding the conventional 
trading system without prediction, the capital is back to 
original 1 dollar after 1276 trading days. This may shake 
people’s will to follow this system.  

IV. CONCLUSION AND FUTURE WORK 
In this paper, a predictive trading system is proposed to 

trade on real market data of Hong Kong Hang Seng Index. 
Neural network optimized by GA and support vector 
regression optimized by GA are implemented as predictive 
model in the trading system. The trading system mainly uses 
technical indicator price percentage oscillator (PPO) as 
trading rules. Hence the predictive model uses last 8 days 
PPO as input to predict future 5 days PPO, and based on 
predicted PPO to make trading decisions.  

The testing period is 10 years, which is long enough to 
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reduce the possibility of curve fitting. The proposed 
predictive trading system produces around 3 times more 
profits compared with conventional trading system without 
prediction.  

Despite promising profits generated by the trading system, 
further improvements such as applying the system to other 
markets, or applying a better money management strategy can 
be considered as future research area. Furthermore, due to the 
randomness introduced by GA, neural network may not 
always be trained well enough every time. We shall study 
effective ways to assure reasonable performance for each 
training session.  
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