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Abstract In human-computer interaction (HCI), elec-
troencephalogram (EEG) signals can be added as an addi-
tional input to computer. An integration of real-time EEG-
based human emotion recognition algorithms in human—
computer interfaces can make the users experience more
complete, more engaging, less emotionally stressful or more
stressful depending on the target of the applications. Cur-
rently, the most accurate EEG-based emotion recognition
algorithms are subject-dependent, and a training session
is needed for the user each time right before running the
application. In this paper, we propose a novel real-time
subject-dependent algorithm with the most stable features
that gives a better accuracy than other available algorithms
when it is crucial to have only one training session for the
user and no re-training is allowed subsequently. The proposed
algorithm is tested on an affective EEG database that con-
tains five subjects. For each subject, four emotions (pleasant,
happy, frightened and angry) are induced, and the affective
EEG is recorded for two sessions per day in eight consecu-
tive days. Testing results show that the novel algorithm can be
used in real-time emotion recognition applications without
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re-training with the adequate accuracy. The proposed algo-
rithm is integrated with real-time applications “Emotional
Avatar” and “Twin Girls” to monitor the users emotions in
real time.
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1 Introduction

Electroencephalogram (EEG) is the time-series measure of
the electric potential of human brain. Previously, the use of
EEG was limited to medical applications, e.g., facilitating the
diagnosis of brain diseases like epileptic seizure, Attention
Deficit Hyperactive Disorder (ADHD), Alzheimer’s disease,
etc. However, the advancement of technology introduced to
the market new EEG devices which are wearable, portable,
wireless and easy to use. This has enabled the application
of EEG to expand from medical use to personal entertain-
ment use. Now, EEG-based emotion recognition draws high
attention because it is desirable that a machine can recognize
human emotions and interact with us in a more human-
ized way. EEG-enabled human—computer interfaces can be
adapted to the user’s internal feelings and can be driven by
the user’s emotions. The recognized emotions of the user
can help make the user’s experience more complete, more
engaging, and less emotionally stressful or more stressful
depending on the target of the application. It is useful to
implement affective interfaces in many applications such as
(1) games where the flow can be changed according to user’s
emotions [27]; (2) medical applications to monitor emotions
of the patient who may not be able to express emotions [39];
(3) neuro-marketing to adapt online advertisement based on
the recognized user’s emotions, etc.
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Human emotions are complex states of feelings that
result in physical and psychological changes, which can
be reflected by facial expressions, gestures, intonation in
speech, etc. The effort to recognize human emotions can
be traced back to 1972 [42], which attempted to judge the
emotion based on the speech of the speaker. However, since
facial expressions, gestures and intonation can be deliber-
ately changed to hide the true emotions, emotion recognition
based on such superficial features may not be reliable. EEG
directly measures the changes in brain activities, and emo-
tion recognition from EEG has the potential to assess the true
inner feelings of the subject.

Current EEG-based emotion recognition algorithms are
subject-dependent and require a training session prior to run-
ning the real-time emotion recognition application almost
every time. During the training session, stimuli (audio/video)
are presented to the subject to evoke certain targeted emo-
tions and meanwhile the EEG of the subject is recorded. The
recorded EEG data are subject to feature extraction to extract
numerical feature parameters, and the extracted features are
fed into a classifier for the training.

In the study of EEG-based emotion recognition, differ-
ent features and different classifiers are employed. Ishino
and Hagiwara [15] used wavelet transform, Fast Fourier
Transform (FFT) and statistics such as mean and variance
as features and employed Neural Network (NN) to classify
four emotions. An accuracy of 67.7 % was achieved with 3
channels. Lin et al. [23] utilized power differences at sym-
metric electrode pairs and Support Vector Machine (SVM) to
classify four emotions and obtained an accuracy of 90.72 %
with 32 channels. Recognizing three emotions, Schaaff [36]
and Chanel et al. [5] made use of Short Time Fourier Trans-
form (STFT) to extract features, and SVM as a classifier
and achieved 62.07 % (16 channels) and 63 % (64 chan-
nels) accuracy, respectively. In another work, Shaaff [37]
reduced the number of channels to 4 and adopted the statis-
tical features, power features and cross-correlation features
together with an SVM classifier. The recognition accuracy
was 47.11 % for 3 emotion classes. In [22], four emotions
were recognized with differential asymmetry of hemispheric
EEG power spectra as features and SVM as classifier, and
obtained an accuracy of 82.29 % using 32 channels. Five
emotions were recognized in [29] at an accuracy of 83.04 %
using statistical features from different EEG bands from 62
channels and K-Nearest Neighbor (KNN) classifier. Li and
Lu [21] used SVM to differentiate two emotions featured by
logarithmic variances from 62 channels and achieved 93.5 %
accuracy. Liu and Sourina [24] employed fractal dimension
(FD) feature together with statistical and higher order cross-
ings (HOC) features, and an SVM classifier was used. Up
to eight emotions were recognized with four channels. The
average accuracy obtained ranged from 53.75 % (for eight
emotions) to 83.73 % (for two emotions).
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In [38], Sohaib et al. evaluated the performance of differ-
ent classifiers, and reported the best accuracy of 56.10 % for 3
emotions, obtained by using SVM as classifier and statistical
features sourced from 6 electrodes. Similarly, in another work
[30], Quadratic Discriminant Analysis (QDA) and SVM
were compared when 6 emotions were to be recognized using
HOC features derived from 4 channels. SVM was reported to
have better accuracy, 83.3 %, as compared to 62.3 % obtained
by using QDA. Wang et al. reported a similar finding in
their work [41]. Adopting the statistical features and power
features, Wang compared the classification performance
between K-NN, SVM and multi layer perceptron (MLP).
SVM, reported an accuracy of 66.51 % for identifying 4
emotion classes with 62 channels, was the highest among
all. Brown et al. [4] employed the power ratio features and
band power features derived from 8 channels, and 3 different
classifiers (QDA, SVM and K-NN) to evaluate recognition
performance for 3 emotion classes. In this study, K-NN was
reported to give the best accuracy, varying from 50 to 64 % for
different subjects. Frantzidis [8] exploited the Event Related
Potential (ERP) and Event Related Oscillation (ERO) char-
acteristics of EEG and proposed to use the ERP amplitude,
ERP latency and ERO amplitude as features. Mahalanobis
Distance (MD) classifier and SVM were chosen and com-
pared with each other. Recognizing 4 emotion classes, SVM
outperformed MD by 1.8 %, achieving 81.3 % accuracy.

It has to be pointed out that a direct comparison between
different algorithms is not appropriate, as the reported accu-
racies were obtained under different experimental settings.
Nevertheless, some conclusions can be drawn without over-
generalization. The accuracies are generally higher when
more EEG channels are involved. SVM, as a popular clas-
sifier, has been extensively used in these studies [4,5,8, 14,
21-24,30-32,36-38,41]. Moreover, controlled experiments
have been conducted in [5,8,22,30,38,41] in order to evalu-
ate the performance of different classifiers. SVM was more
preferable than other classifiers for its effectiveness and bet-
ter accuracies.

The stability issue of EEG features was firstly brought up
under medical application. A feature must demonstrate high
stability in order to be accepted for clinical use. A stable
feature should exhibit consistency among repeated EEG mea-
surements of the same subject. Stability of several common
EEG features such as band power, coherence, and entropy
has been studied. In [9,10], 26 subjects were involved in a
10-month experiment. Absolute power feature and relative
power feature were reported to have similar stability while
coherence was less stable than the former two. The power
feature true obtained from alpha band was the most stable,
followed by theta band, delta band, and beta band power fea-
tures. Salinsky et al. [34] recruited 19 subjects and recorded
their EEG in closed-eye state in an interval of 12—16 weeks.
Peak alpha frequency and median frequency were reported
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to be the most stable. No significant difference was found
between the stability of absolute power and relative power.
Kondacs and Szabé [18] investigated power spectral features
and coherence features of the resting, closed-eye EEG of 45
subject in 25-62 months interval. The stability was reported
as total power of frequency range from 1.5 to 25 Hz being
the largest, followed by alpha mean frequency, absolute alpha
and beta power, absolute delta power and alpha coherence.
Gudmundsson et al. [11] studied the power spectral parame-
ters, entropy and coherence features. EEG data were from 15
elderly subjects, each recorded 10 sessions within 2 months.
Power spectral parameters were reported to be more stable
than entropy, coherence being the least stable. Among the
power features, theta band was the most stable, followed
by alpha, beta, delta and gamma band. Admittedly, parallels
cannot be drawn easily between these studies, as subjects,
features, data processing techniques, test-retest interval were
all different. However, some common findings can be drawn:
absolute power features and relative power features have sim-
ilar stability performance; power features are more stable
than coherence feature.

In EEG-based emotion recognition, stable EEG features
are also needed, so that re-training can be omitted. A stable
EEG feature should ideally give consistent measurements of
the same emotion of the same subject over time. Though the
power features are the most stable one in the medical appli-
cations, further analysis for emotion recognition application
isneeded. Liu et al. have demonstrated that the fractal dimen-
sion feature outperforms power features in terms of accuracy
in valence levels recognition [25]. In [19], we investigated
the stability of various features used in the real-time EEG-
based emotion recognition algorithm [24]. In this paper, we
further investigate stability of more features and propose a
novel real-time EEG-based emotion recognition algorithm
with the most stable features. The implemented algorithm
is integrated with two applications for user’s emotions mon-
itoring such as “Emotional Avatar” and “Twin Girls”. The
proposed algorithm allows having just one training session
for the subject, and this training can be used in the applica-
tions without re-training for each new session. We design and
implement experiment to collect EEG data labeled with four
emotions such as pleasant, happy, frightened and angry. The
data are collected from five subjects during eight consecutive
days (two sessions per day per subject).

The paper is organized as follows. In Sect. 2, the related
work including the feature extraction methods such as frac-
tal dimension, power, statistical features and higher order
crossings are given. In Sect. 3, an experiment to collect
affective intra-subject EEG data is described. In Sect. 4, the
proposed stable emotion recognition algorithm is introduced.
In Sect. 5, the data processing and analysis results and discus-
sion are presented. In Sect. 6, the application of the proposed
algorithm is given. Section 7 concludes the paper.

2 Related work
2.1 Fractal dimension feature extraction

FD measures the geometric complexity of objects. FD feature
has been proven effective in EEG-based emotion recognition
application [24]. Following work [24], a Higuchi algorithm
[13] was used to compute the FD feature of EEG.

Let X (1), X (2),..., X (N) denote time series samples
(similarly hereinafter), construct new time series by picking
up one sample from every k samples:

N — mi| )
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k
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where m is the initial time and k is the interval time.
Then, for each of the k new time series, compute L,, (k)
as:
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| =

(ZI.L:NF” |X (m +ik) — X(m + (i — 1)k|) (N—=1)

|2k

@

Let (L(k)) denote the average of L, (k), i.e., (L(k)) =
% ka=] L,, (k), the following proportionality exists:

(L(k)) oc k= FP, A3)

where F D is the fractal dimension value, which can be cal-
culated as:

log(L
FD = — lim 28{E®) (4)
k—oo logk

2.2 Power feature extraction

In EEG study, there is common agreement on partitioning
the EEG power spectrum into several sub-bands (though the
frequency range may slightly differ from case to case): alpha
band, theta band, beta band, etc. In our study, the EEG power
features from theta band (4—8 Hz), alpha band (8—12 Hz), and
beta band (12-30 Hz) are computed.

The power features are obtained by first performing DFT
on the EEG signals:

N—-1

X/ =" X(me /", )

n=0
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where N is the number of input samples, v = 27” Then the k (k — D! .
k—1 _ : -1 .
power spectrum density is computed as: ViTZin) = Z G =Dtk — ) (=DY"VZn—j+1).
o ! !
. L o (13)
Snx(w) = NIX(C e (6)
The crossings for order k are counted as:
At last, the power features are obtained by averaging the
. N
power spectrum density over the targeted sub-band, e.g., the . 2
alpha power parameter is computed by averaging Sy x (@) D= Z [X” k) — X”_l(k)] ’ (14)
over 8—12 Hz range. n=2
where X, (k) is the characteristic function:
2.3 Statistical feature extraction
o 1 if VE-1zm) >0, 5
Six statistical features were adopted in [33] and used in the Xn(k) = 0 if vk-! Z(n) < 0. (15)

EEG-based emotion recognition in [24]. They were mean
(7), standard deviation (8), mean of absolute values of the
first differences (9), mean of absolute values of the first dif-
ferences of normalized EEG (10), mean of absolute values
of the second differences (11), mean of the absolute values
of the second differences of the normalized EEG (12), as
formulated in (7)—(12).

1 N
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1 N-2
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where n and N is the running index and total number of
samples, respectively. X(n) is the normalized EEG signal
Y(n) — X(")—MX.

Ox
2.4 Higher order crossings (HOC) feature extraction

Higher order crossings (HOC) was proposed by Kedem [16]
and used in [24,30,32] as features to recognize human emo-
tion from EEG signals. The HOC is computed as follows.
First, the input raw EEG data has to be centralized: Z(n) =
X(n) — px.
Then, filters of order k are applied to the centralized EEG
data:
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2.5 Intra-class correlation coefficient

The stability of feature parameters was quantified by the
intra-class correlation coefficient (ICC). Unlike the Pearson
correlation coefficient, which is based on pairwise compari-
son, the ICC allows assessment of similarity in grouped data.
It describes how well the data from the same group resem-
ble each other. Both Pearson correlation coefficient and ICC
have been used to examine the stability of EEG parameters
[1,11,18,34,40]. However, when examining the stability of
EEG parameters coming from multiple sessions, ICC was
preferred. Multiple ICC models such as ICC(1), ICC(C,1),
ICC(A,1) are available [28]. Among these models, ICC(1)
was often used in EEG stability study [1,11]. ICC(1) is
derived from a one-way ANOVA model and defined as:

MSp — MSyw

ICC == )
MSz + (k — DMSw

(16)

where MSp, MSy and k represent the mean square error
between subjects, the mean square error within subjects, and
the number of sessions, respectively. When MSy = 0, ICC
value becomes 1, indicating the highest similarity. A smaller
ICC value indicates a lower similarity level. ICC value can
drop below zero in the case when MSyy is larger than MSp,
accounting for non-similarity among the grouped data.

3 Experiment
3.1 Experiment protocol

The stability of affective EEG features is of our interest of
investigation. In contrast to current EEG benchmark dataset
such as DEAP dataset [17], which includes a large number
of subjects but only one single EEG recording session for
each subject, we designed and conducted an experiment to
collect the affective EEG data from multiple sessions on a
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Fig. 1 Emotiv EEG device [7]

small group of subjects. This preliminary study included five
subjects, four males and one female, aged 24-28. All subjects
reported no history of mental diseases or head injuries. Two
sessions were recorded per day for each subject for eight
consecutive days, i.e., 16 sessions were recorded for each
subject. A 14-channel Emotiv EEG device (see Fig. 1) was
used torecord the EEG data at a sampling rate of 128 Hz. Each
session consisted of four trials, with each trial correspond-
ing to one induced emotion, i.e., four emotions were elicited
in one session, so totally each subject has 4 x 2 x 8§ = 64
trials. There are standard affective stimuli libraries such as
International Affective Picture System (IAPS) [20] and Inter-
national Affective Digitized Sounds (IADS) [3]. In our study,
the IADS was chosen for the experiment design because dur-
ing the exposure of the subjects to the audio stimuli, the
subjects can keep their eyes closed and hence avoid possible
ocular movements which could contaminate the EEG sig-
nals. The emotion induction experiment protocol followed
work [24]. Sound clips from the same category of the IADS
were chosen and appended to make a 76-s audio file, with
the first 16 s silent to calm the subject down. Four audio
files were used as stimuli to evoke four different emotions,
namely pleasant, happy, angry and frightened. During each
session of the experiment only one subject was invited to
the lab and was well-instructed about the protocol of the
experiment. The subject wore the Emotiv EEG device and a
pair of earphones with volume properly adjusted, and he/she
was required to sit still with eyes closed and avoided muscle
movements as much as possible to reduce possible artifacts
from eyeballs movement, teeth clenching, neck movement,
etc. Following each trial, the subject was required to complete
a self-assessment to describe his emotion (happy, frightened,
etc.). This self-assessment was used as a ground truth to
assess the real emotion of the subject. The protocol of this
emotion induction experiment is depicted in Fig. 2.

4 Methods
4.1 Feature extraction

Prior to feature extractions, all raw EEG data were centralized
(zero-mean). Then, a 2—42 Hz band-pass filter was applied,

Silent, IADS sound clip Self-
16s stimuli, 60s assessment

~ -
~ -
~ -
AN -
~ -7

| Trial 1 \I Trial 2 I’Trial3 | Trial 4 I

Time

[ EEG being recorded
[———1: EEG not being recorded

Fig. 2 Protocol of emotion induction experiment

Fig. 3 Emotiv electrode position (shaded circles electrodes used in the
experiment; dashed circles reference electrodes defaulted by Emotiv)

since the major EEG waves (alpha, theta, beta, delta, and
gamma) all lie within this bandwidth [35]. The FD feature,
alpha power, theta power, beta power, theta/beta ratio, 6 sta-
tistical features, HOC features of order up to 36 as introduced
in Sect. 2 were calculated from the EEG of the four emotion
states. Discarding the first 16-s silent part, the first 5-s and the
last 6-s audio elicited parts, EEG from the 22nd sec to the 70th
sec were used in data processing. Sixteen 49-s EEG epochs
per subject per emotion were obtained. The five channels
bearing the highest channel selection scores as was justified
in [26] were chosen, namely: channel FC5, F4, F7, AF3, and
T7 (see Fig. 3). Channels were referenced to the average of
two mastoids, as defaulted by Emotiv. All features were cal-
culated from the centralized, filtered EEG data with a sliding
window of size 512 and 75 % overlap (shift forwards by
128 sample points each time) as was proposed in [24]. Fol-
lowing work [18], log-transform was applied to the power
features.
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4.2 Stability assessment

Four kinds of EEG features (FD, power and power ratio,
statistics and HOC) were computed from the EEG data of
each of the five subjects. Then, the same feature parameters
derived from the same channel from the same emotion class
from the same subject were grouped together to compute the
ICC. In this way, for each subject, each emotion class, each
feature and each channel, we had one ICC assessment. The
ICCs were then averaged across the five channels and four
emotion classes.

4.3 Classification

The SVM classifierimplemented by LIBSVM [6] was used in
our work. For classification across different days, the train-
ing used the EEG data recorded from the 1st session, and
testing data were the EEG from each of the rest 15 sessions
(session 2 to session 16). The polynomial kernel was chosen
for the SVM with parameters g = 1,d = 5,7 = landc =1,
given by a grid search approach. We also did a within-session
classification to compare with the accuracy obtained across
different days, which means the EEG data from the same
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session are partitioned into training and testing data. For the
within-session classification, fivefold cross-validation was
used. The fivefold cross-validation was done by first dividing
the EEG session to five non-overlapping epochs, then using
four epochs to train the SVM and one epoch to test the classi-
fication accuracy. The average accuracy across five runs was
reported.

5 Results and discussion

The average ICC results for each feature from each subject
are shown in Fig. 4. Also shown in Fig. 4 are the average ICC
results across the five subjects. It can be seen that on average,
the 2nd to 6th statistical features have the highest ICC and
hence the most stable, followed by FD, HOC of 1st order,
and the four band power features (theta, alpha, beta power
and theta/beta ratio). The stability of HOC features tends to
decrease when the order increases. The 1st statistical feature
(i.e., mean value) has an ICC close to zero, which means the
feature is highly unstable and tends to change drastically in
each measure.
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Table 1 Four emotion recognition accuracy across different sessions (%)
Subject Feature Session number
2 3 4 5 6 7 8 9

S1 FC1 42.35 35.20 30.61 33.16 26.53 21.43 43.88 22.45

FC2 52.55 56.63 33.16 36.73 32.14 28.06 56.12 35.20
S2 FC1 22.96 38.78 25.00 2143 14.80 29.59 38.27 15.82

FC2 34.18 30.61 25.51 20.92 22.45 27.04 38.78 22.45
S3 FC1 39.29 24.49 26.02 35.20 32.14 25.51 25.00 27.04

FC2 28.57 28.57 18.37 34.18 36.73 26.53 2143 30.61
S4 FC1 40.82 26.02 24.49 4541 34.69 44.90 10.20 12.76

FC2 49.49 34.69 54.08 7143 60.20 50.00 50.00 52.55
S5 FC1 11.73 34.18 14.29 35.71 32.65 25.51 20.92 28.57

FC2 25.00 27.55 30.10 41.84 42.86 32.65 29.59 31.12
Subject Feature Session number

10 11 12 13 14 15 16 Average (std) p value

S1 FC1 32.65 21.43 51.53 40.82 42.35 26.53 36.22 33.81 (9.15)

FC2 40.31 32.14 47.45 44.90 44.39 37.76 42.35 41.33 (8.96) 2.41e—04*
S2 FC1 28.57 32.14 22.96 20.92 30.61 17.86 23.47 25.54 (7.35)

FC2 25.00 31.12 34.69 28.57 17.35 22.96 24.49 27.07 (5.87) 4.10e—01
S3 FC1 19.39 34.18 25.51 18.37 51.02 29.59 26.02 29.25 (8.25)

FC2 21.43 34.69 24.49 25.00 47.96 29.08 23.47 28.74 (7.47) 6.76e—01
S4 FC1 11.73 17.86 23.47 10.71 46.94 19.39 5.10 24.97 (14.32)

FC2 45.92 44.39 46.94 37.76 68.88 31.12 46.94 49.63 (11.18) 1.20e—06*
S5 FC1 31.12 21.43 29.59 29.08 32.14 23.98 30.61 26.77 (7.08)

FC2 31.12 26.53 41.33 26.53 33.67 31.63 29.08 32.04 (5.69) 6.10e—03*

According to the ICC assessment, we proposed to combine
features with high stability (i.e., large ICC values), namely
FD, 2nd-6th statistics, 1st order HOC and the four band
power features (theta, alpha, beta power and theta/beta ratio)
and evaluated the performance of such feature combination.
Our hypothesis is that the most stable features give the best
intra-subject accuracy across different sessions in real-time
emotion recognition algorithm. The accuracy across different
sessions is reported in Table 1. As we used the first session
as training data and each of the rest 15 sessions as testing
data, in total 15 accuracies plus an average accuracy are
obtained.

We also calculated the accuracy within each session for
comparison and the results are given in Table 2. To calculate
the within-session classification accuracy, fivefold cross-
validation was performed on each of the 16 sessions for each
subject. In both tables, FC1 represents the feature combina-
tion of FD, 6 statistics and HOC of order from 1st to 36th,
which gives the best accuracy as it was proposed and reported
in [24]; FC2 denotes the proposed novel stable feature com-
bination in this paper, i.e., FD, 2nd—6th statistics, 1st order
HOC and four band powers.

In Table 1, it can be seen that the accuracy across sessions
would fluctuate instead of constantly declining. The results
show that FC2 on average outperforms FC1 in four out of five
subjects. The accuracies are improved by 7.52, 1.53, 24.66
and 5.27 % for Subject 1, 2, 4 and 5, respectively, as com-
pared to FC1. The improvement is significant for Subject 1, 4
and 5 (p < 0.05, marked by *). In comparison with our pre-
vious work [19], the averaged accuracies obtained by FC2 in
Table 1 are improved by 1.4,0.71, 0.54 and 1.6 % for Subject
1,2, 3 and 4, respectively. The standard deviations of FC2 are
always smaller than FC1 for the five subjects, suggesting that
the accuracies given by FC2 fluctuate less than FC1, hence
more stable. For Subject 4, FC2 constantly outperforms FC1
in all sessions. For Subject 1, FC2 outperforms FCI in all
sessions except session 12. For Subject 5, FC2 gives better
accuracies in all sessions but session 3, 13 and 16. For Subject
2 and 3, FC2 and FC1 achieve similar accuracy. Interestingly,
it may be worth pointing out that both Subject 2 and 3 had
participated in similar emotion induction experiment before
our experiment and expressed that they were too familiar
with the affective stimuli (IADS) and hence the stimuli may
not be effective in inducing targeted emotions on them, due
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Table 2 Four emotion recognition accuracy within each session (%)
Subject Feature Session number
1 2 3 4 5 6 7 8 9
S1 FC1 63.33 60.83 75.00 58.33 56.67 55.83 65.83 76.67 40.83
FC2 58.33 55.83 66.67 65.00 53.33 59.17 47.50 62.50 40.83
S2 FC1 56.67 59.17 53.33 33.33 48.33 80.83 45.83 65.83 67.50
FC2 61.67 52.50 41.67 32.50 67.50 73.33 37.50 60.83 54.17
S3 FC1 37.50 52.50 59.17 28.33 36.67 49.17 49.17 55.00 64.17
FC2 37.50 61.67 41.67 41.67 29.17 49.17 30.00 54.17 57.50
S4 FC1 88.33 85.00 88.33 88.33 84.17 85.83 72.50 86.67 79.17
FC2 87.50 92.50 75.83 91.67 75.83 90.00 84.17 80.83 67.50
S5 FC1 54.17 80.83 52.50 50.00 55.00 48.33 50.83 50.83 36.67
FC2 63.33 75.83 50.00 61.67 53.33 40.00 39.17 63.33 44.17
Subject Feature Session number
10 11 12 13 14 15 16 Average (std) p value
S1 FC1 74.17 60.00 65.83 65.83 67.50 69.17 75.00 64.43 (9.19)
FC2 69.17 64.17 64.17 61.67 68.33 60.00 77.50 60.89 (8.75) 5.21e—02
S2 FC1 30.00 41.67 55.83 30.00 46.67 50.83 49.17 50.94 (13.78)
FC2 39.17 46.67 56.67 35.00 31.67 60.00 48.33 49.95 (12.90) 6.81e—01
S3 FC1 68.33 52.50 49.17 40.00 71.67 42.50 40.83 49.79 (12.04)
FC2 52.50 45.00 41.67 37.50 65.83 55.00 45.00 46.56 (10.67) 2.08e—01
S4 FC1 82.50 65.83 71.67 91.67 85.00 88.33 94.17 83.59 (7.69)
FC2 77.50 60.00 63.33 97.50 72.50 90.83 95.00 81.41 (11.59) 2.68e—01
S5 FC1 49.17 60.83 51.67 38.33 55.00 40.83 61.67 52.29 (10.33)
FC2 44.17 55.00 45.83 41.67 37.50 53.33 45.83 50.89 (10.77) 5.77e—01

to habituation effect [2]. Notwithstanding, for the other three
subjects, it is still clear that FC2 in most cases outperforms
FC1. This could be owing to the fact that FC2 omits the
features that change drastically throughout days (i.e., have
a lower ICC). Such features may be useful in representing
the transient states of the brain, but including such features
will also increase the intra-subject variance, hence decreasing
the accuracy when training is done once and testing is done
throughout days. Hence, if training is limited to one-time
only, we suggest using FC2 for its better accuracy through-
out days and much smaller feature vector dimensionality (for
FCI and FC2, the dimensionality of the feature vectors are
14+6436) x5=215and (1 +5+4+1+4) x5 =55,
respectively).

In Table 2, we can see that for within-session emotion
recognition, FC1 outperforms FC2 in most cases and on
average. This result is consistent with the work [24]. This
is reasonable as FC1 has a much larger feature vector than
FC2. FC1 contains more information that reflects the tran-
sient states of the brain during emotional moment, while FC2
preserves less such information. Recognizing four emotion
classes, FC1 on average achieves accuracy from 49.79 to
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83.59 %, and FC2 achieves 46.56-81.41 %. Therefore, if
training is permitted every time prior to real-time emotion
recognition, the FC1 feature combination proposed in [24] is
still preferred.

The performance of the feature combinations for classify-
ing any two emotions within each session and across different
sessions was also investigated. Totally there were six pairs
of emotion combinations, i.e., happy—pleasant, happy—angry,
happy—frightened, pleasant—angry, pleasant—frightened and
frightened—angry. For the within-session recognition, five-
fold cross-validation was used to get the accuracy of each
session and each pair of emotions. The average accuracies
over all 16 sessions cross-validation accuracies across 6 pairs
of emotion combinations are reported in Table 3 under the
column within sessions. For the across-session recognition,
each time we selected one pair from the aforementioned six
emotion pairs. An SVM was trained with the first session
and tested with the rest 15 sessions. The average accuracies
across 15 sessions and 6 emotion pairs are reported in Table 3
under the column across sessions. From Table 3, we can see
that the FC1 feature combination proposed in [24] always
achieves better accuracy than FC2 in within-session recog-
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Table 3 Comparison of two out of four emotion recognition between & Diziog e
thin. H P o H P Last session: Data session for Processing:
within-session accuracy and across-session accuracy (%) oo e e 50 e ’%
Subject Within sessions Across sessions end o i [
How excited were you to the sound dip? (1east, 9-most) How much did you like it? (14east, 9-most)
FC1 FC2 FC1 FC2 2 _—— s —
How did you feel about it? (1-negative, 9-positive) How familiar were you to the dip? (14east, 9-most)
S1 82.48 82.03 62.97 61.30
8 7_}_ 7 4J_
S2 72.95 72.14 50.78 53.54 ) -
How cominsted were you ? (1east, 9-most) Please descrbe your feeing n words
S3 72.92 71.48 53.24 54.47 7 e [Pleasant]
S4 93.37 92.19 60.80 71.75
S5 73.72 73.70 50.09 56.16 Cancel
Fig. 5 S shot of the training sessi
Table 4 Comparison of positive and negative emotion recognition '8 crechsiot of The Hrallling session
between within-session accuracy and across-session accuracy (%) i}
&4 EmotionTraining-w32 [=]E e
Subject Within sessions Across sessions — I -
FCl1 FC2 FCl1 FC2 Uit ofrecorded dta
S1 85.05 81.88 65.27 69.29 oID | :nggu | :meusal | :a\ence I;omlnance | ;rkeness | I;amvllanty | :Eeahsnagnt
S2 70.31 69.32 51.36 52.93 : : s
4 ry
S3 72.81 69.48 53.47 55.68
S4 91.09 92.03 69.63 73.10
S5 73.59 70.31 54.83 57.07
Train SVM | Go to Emotion Recognition |
SavesvMmodel | LoadSWMModel | Cancel
nition, while FC2, the proposed stable features in this paper, )

outperforms FC1 in across-session recognition in four out of
five subjects.

In addition, we also combine together the EEG data
labeled with positive emotion, namely happy and pleas-
ant, and those with negative emotion, namely frightened
and angry, to classify the positive and negative emotions in
valence dimension. The results are shown in Table 4. From
Table 4, it can be seen that FC2 always outperforms FC1
in across-session tests, while FC1 performs better in within-
session cross-validation in all subjects but Subject 4. This
again demonstrates that FC1 is fit for the scene that training
is allowed each time prior to emotion recognition, while the
proposed stable feature FC2 is preferred when only one-time
training is permitted.

6 Applications for emotion monitoring

The proposed algorithm can be integrated with different
applications for stable real-time emotion recognition with
one training session for a new user. As the proposed algo-
rithm is a subject-dependent one, a training session is needed
for a new subject. In the training session, the user listens to
sound clips labeled with emotions which are supposed to be
elicited. After listening to the clips, the user is asked to assess
arousal, valence and dominance levels of his/her feelings by
moving the bar on a scale of 1-9. In Fig. 5, the screenshot of
the menu of the training session is shown. The top left corner

Fig. 6 Screenshot of the classifier training menu

of the screen shows the number of recorded samples of EEG
data and the recorded length of time for the training session.
The top right corner allows the user to choose the duration of
the recorded data for training. With the arousal, valence and
dominance levels entered by the user to label the recorded
EEG data, the SVM model is trained. The results are saved
and later are used to classify new EEG data samples in the
applications. Figure 6 shows the screenshot of the classifier
training menu. During the training, subjects are exposed to
affective stimuli from IADS database to evoke certain emo-
tions, and the EEG data are recorded simultaneously.

Then, an SVM classifier is trained using the recorded EEG
with the corresponding emotion label from the subjects self-
assessment. The proposed algorithm can be integrated with
different applications for real-time emotion recognition with
one training session. For example, an application called Emo-
tional Avatar is implemented. This application enables the
real-time monitoring of human emotions. The recognized
emotions of the subject from EEG are visualized and ani-
mated as the facial expressions of a 3D Haptek avatar [12].
In Fig. 7, the current recognized emotional state of the sub-
ject is angry, and the avatar shows rage face to visualize the
angry emotion.

Another example of the application of human emotion
monitoring is the Twin Girls emotional companion applica-
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Fig. 7 Screenshot of the real-time emotion recognition application
Emotional Avatar

Fig. 8 Screenshot of the real-time emotion recognition application
Twin Girls

tion. In this application, the twins’ behaviors are changed
according to the recognized emotions from EEG. For exam-
ple, when the recognized emotion is happy (Fig. 8), the twins
caper; when the recognized emotion is frightened, the twins
curl up. Additionally, one girl’s dress and hair color and the
other girl’s facial expression are changed. For example, when
the recognized emotion is happy (Fig. 8), the hair color of the
girl on the left-hand side changes to red and the dress color
changes to pink; the facial expression of the girl on the right-
hand side is smiling happily; when the recognized emotion
is frightened, both the hair color and dress color of the girl
on the left-hand side change to black; the facial expression
of the girl on the right-hand side is terrified. The proposed
algorithm can be further integrated with other applications.
For example, the recognized emotion results can be sent to
other applications, and other applications may execute differ-
ent commands based on different emotion states of the user.
In music therapy [39], the music player receives the emotion
state recognized by our emotion-monitoring algorithm, and
select proper music to play to the user. If the music player
receives a negative emotion from the user, the music player
will choose the positive music to play in order to cheer up
the user.

@ Springer

7 Conclusion

In this paper, stability of different EEG features for real-
time emotion recognition was analyzed. An experiment to
induce four emotions such as pleasant, happy, frightened
and angry was designed and carried out in eight consecu-
tive days (two sessions per day) on five subjects to record
EEG data. A novel real-time emotion recognition algorithm
was proposed based on the most stable features such as FD,
five statistics features, 1st order HOC and four band power
features (alpha power, theta power, beta power, theta/beta
ratio) and it was compared with the previous algorithms. Our
hypothesis that the most stable features give the best intra-
subject accuracy across different days in real-time emotion
recognition algorithm is validated. The proposed algorithm
is a subject-dependent one which needs just one training
for the subject. The training results can be used in real-
time emotion recognition applications without re-training
with the adequate accuracy (up to 49.63 % accuracy for
4 emotions classification, 71.75 % for any two emotions
classification, and 73.10 % for positive negative emotions
classification). A real-time emotion-monitoring application
employing the proposed stable features is implemented. The
proposed algorithm is integrated in Emotional Avatar and
Twin Girls applications. The Emotional Avatar application
can monitor and visualize the current emotion of the user
assessed from his/her EEG during the human—machine inter-
action. The Twin Girls application monitors the users current
emotion and can be used as the users companion that can
show the same or opposite to the users emotion depending
on the application task.

The proposed algorithm can be further integrated with
other applications seamlessly, by sending the recognized
emotion results to other applications which execute differ-
ent commands accordingly. In this way, the human—-machine
interaction is made more adaptive to user’s feeling and the
user may feel more engaged. In the future, we are planning
to establish a dataset for the research of stability of affective
EEG signals.
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