
JAISCR, 2020, Vol. 10, No. 4, pp. 287

A NOVEL DRIFT DETECTION ALGORITHM BASED ON
FEATURES’ IMPORTANCE ANALYSIS IN A DATA

STREAMS ENVIRONMENT

Piotr Duda1,∗, Krzysztof Przybyszewski2, Lipo Wang 3

1Department of Computer Engineering, Czestochowa University of Technology,
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Abstract

The training set consists of many features that influence the classifier in different degrees.
Choosing the most important features and rejecting those that do not carry relevant in-
formation is of great importance to the operating of the learned model. In the case of
data streams, the importance of the features may additionally change over time. Such
changes affect the performance of the classifier but can also be an important indicator
of occurring concept-drift. In this work, we propose a new algorithm for data streams
classification, called Random Forest with Features Importance (RFFI), which uses the
measure of features importance as a drift detector. The RFFT algorithm implements solu-
tions inspired by the Random Forest algorithm to the data stream scenarios. The proposed
algorithm combines the ability of ensemble methods for handling slow changes in a data
stream with a new method for detecting concept drift occurrence. The work contains an
experimental analysis of the proposed algorithm, carried out on synthetic and real data.
Keywords: data stream mining, random forest, features importance

1 Introduction

The crucial stage in creating machine learning
models is to gather a training set that reflects the
considered issue in the best possible way. On the
other hand, the nature of many real-world problems
changes over time. As a result, it is not possible
to access in one moment the data corresponding to
all possible scenarios, and in consequence to pre-
pare one model, able to handle every change. This
problem has become particularly important in re-

cent years as the number of collected data has in-
creased. Therefore, the researchers paid special at-
tention to a field of artificial intelligence called data
streams mining (DSM) [1–13]. In the data stream
scenario, instead of the static training set, we as-
sume that the data come to the system continuously,
one after the other. The DSM is focused on models
that can adapt to changes in incoming data. More-
over, these algorithms should minimize two addi-
tional criteria: the number of data stored in a sys-
tem and learning time. The model must be able to
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provide the output at any time, and the resources
used by the model should be strictly limited. The
algorithms of DSM have found many applications,
e.g. in network traffic analysis [14], financial data
analysis [15], or credit card fraud detection [16].
Recently, the possibilities of combining stream pro-
cessing methods with deep learning techniques are
being explored [13, 17].

One of the most popular techniques for data
stream mining are ensemble algorithms [18, 19]. In
the classic approach, their main idea is to combine
the outputs of models built only on a part of data.
This allows for achieving better results with respect
to a single component. A simple modification of a
classic ensemble algorithm allows us to effectively
adapt the model to the changes observed in incom-
ing data. Training new components on chunks of
recent data can keep the model up-to-date. The ap-
propriate criterion for including a new component
into the ensemble is an important factor that affects
the performance of the model. This issue is cur-
rently the subject of many studies [20–23].

A non-stationarity phenomenon in the context
of data streams is called a concept-drift. In the liter-
ature two types of concept-drifts are distinguished:
virtual, when changes in the distribution of data
do not affect the decision boundaries, and the real,
when the decision boundaries are changed. There
are a few approaches that allow updating the algo-
rithms to operate in a new environment. One of
them is the passive approach [24, 25]. It is based
on the continuous adaptation of the model to cur-
rent data, it is used, inter alia, in ensemble algo-
rithms. Another method, the so-called active ap-
proach, is based on the permanent monitoring of
the stream itself and to indicate in which moment
the concept-drift took place. The methods that indi-
cate the moments of significant change in data dis-
tribution are called drift detectors (DDs). In this ap-
proach, the model is updated only if DD signalizes
that the concept-drift occurred.

The most popular techniques for creating en-
sembles of classifiers are bagging and random
forests (RF). These methods allow the creation of
many different models from one training set. For
this purpose, they use the bootstrap samples tech-
nique. This method consists in generating sev-
eral subsets by sampling with replacement from the
training set. The idea of bagging is to learn inde-

pendent models based on these subsets. The ran-
dom forests algorithm also uses bootstrap samples,
but additionally, different features are excluded in
different subsets. It should be noted that decision
trees are used as weak classifiers in the RF algo-
rithm. The adaptation of these algorithms to work
in the case of data streams requires some modifica-
tions due to the need for minimizing the time for
processing available data.

The motives mentioned above inspired us to
propose a new algorithm for data streams classifi-
cation using the RF method. Our algorithm com-
bines the ability of ensemble methods for handling
slow changes in a data stream (passive reacting)
with a new method, based on FI, developed herein
to detecting (active reacting) concept drift occur-
rence. Developed methods potentially can be ap-
plied to monitor various industrial processes, see
e.g. [26–31].

The rest of the paper consists of the following
sections. Section 2 presents the main trends in the
area of ensemble classifiers, random forest, and fea-
tures importance. In Section 3, the descriptions of
the RF algorithm and the method of computing FI
are shown. The proposed ensemble algorithm and
new drift detector are presented in Section 4. Sec-
tion 5 depicts results obtained in simulations per-
formed on synthetic and real data. The article ends
with the conclusions presented in Section 6.

2 Related works

In this Section, we recall the most significant
and the most recent papers about ensemble meth-
ods, features importance, and drift detectors.

Ensemble methods are popular techniques of
data mining in a static environment. They owe their
popularity to the possibility of using them to solve
many real-world problems, see e.g. [32]. The most
significant features that distinguish various ensem-
ble methods are the method of creating new com-
ponents and the methods for aggregating outputs.
However, their adaptation to operate in the data
stream scenario also requires important modifica-
tions, in particular, a special approach to data pre-
processing.

In the Streaming Ensemble Algorithm (SEA)
[18] the authors proposed to create the new clas-
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sifier based on chunks of data (subsequently gath-
ered from the stream and forgotten after process-
ing). To decide about classifying a new instance,
a major voting strategy was applied. In [33] the
authors proposed the Accuracy Weighted Ensemble
(AWE) algorithm, which is an improvement of the
SEA algorithm by weighting the power of a vote of
each component according to its accuracy. Addi-
tionally, the authors proved that the decision made
by the ensemble will always be at least as good as
made by a single classifier. The resampling method
inspired by AdaBoost was proposed in the Learn++
algorithm [34], originally in a static environment.
Additionally, the authors proposed a new way to
establish the weights for the base classifiers. This
idea was adapted to the data stream scenario in [35].
In [22] the authors proposed a method to include
newly create components only if it ensures increas-
ing the accuracy not only for a current chunk of data
but also for a whole data stream. In [23] a new
weighting strategy was proposed, assuming that the
weak learners are decision trees. Instead of assign-
ing a weight to the whole tree, the authors propose
to establish weights in the leaves. The online ver-
sion of Bagging and Boosting was proposed in [19],
and this approach was extended in [36]. For more
recent information about ensemble algorithms, the
reader is referred to [37] and [38].

In the paper [39], the author presents a pro-
cedure of random forest in a static environment,
by introducing randomness both on a training set
and on a feature set. This idea was tailored to the
data stream scenario in several ways. The Dynamic
Streaming Random Forest (DSRF) was proposed
in [40]. In this approach, after the initial phase of
the subsequently generating a finite number of trees,
the algorithm update statistics defining thresholds
for decision trees construction. Then the algorithm
update forest with a fixed percentage of the trees. In
the DSRF algorithm, the entropy of incoming data
is measured for drift detecting. If the drift is de-
tected, all the parameters of the algorithm are re-
set to initial values, and the algorithm replaces a
specific number of trees in the forest, which num-
ber depends on the value of measured entropy. Its
ideas are extended in the paper [41]. In [42] the au-
thors propose the Adaptive Random Forests algo-
rithm, which combines classical random forest pro-
cedure with Hoeffding’s decision trees [43]. To re-
act to changes in data stream, a procedure based on

the ADWIN algorithm [44] and the Page-Hinkley
test [45] is applied.

As a consequence of the model training based
on nonstationary data, the significance of particular
features can change over time. Such type of drift
is called contextual concept drift [46], or feature
drift [47]. In [48] the authors adopt the off-line
evaluating feature importance procedure to oper-
ate in the on-line scenario with classification mod-
els. They proposed two models based on a mean
decrease in Gini impurity and a mean decrease in
accuracy, respectively. In [49] the authors investi-
gate the statistical properties of feature importance
measure to propose a novel algorithm called Rein-
forcement learning trees. The method called Iter-
ative Subset Selection was proposed in [50]. This
method, first ranking the features, and then iter-
atively selecting the best features from the rank-
ing. More about feature selection on the static and
streaming environments can be found in [51, 52],
and [53].

In literature, there exist many drift detecting
methods. One of the most popular DD is the
CUSUM algorithm [45]. It is based on tracing a
performance measure (e.g., the accuracy of classi-
fier). If this measure in the consecutive steps ex-
ceeds a fixed threshold, then the cumulative sum
starts to grow. If it is higher than a certain thresh-
old, then the algorithm indicates concept-drift. The
Page-Hinkley test examines differences between
current observations and means of previously an-
alyzed data in a similar way to the CUSUM algo-
rithm. The DDM [54] (Drift Detection Method) al-
gorithm treats data from a stream as Bernoulli tri-
als (assigning them values of 0 or 1 depending on
whether they were correctly classified by the cur-
rent model). The final decision is based on a test
that takes into account the means and standard de-
viations of the previous trials. It was enhanced to
deal with abrupt concept drift as the EDDM algo-
rithm [55]. The Adwin algorithm [44] is based on
a sliding window. It searches the point on current
windows to obtain two sub-windows with signifi-
cantly different means values. The decision is taken
on a base of the Hoeffding’s bound. Moreover, as
drift detectors, different methods of tracing mov-
ing averages can be used. One of the most popular
is GMADM (geometric moving average detecting
method) [56].
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3 The formalisms

Let us consider a training set D =
{(X1,Y1),(X2,Y2), . . . ,(Xn,Yn)}, where Xi is a d-
dimensional feature vector and Yi ∈ Y = {1, . . . , l}
is a class label, for i= 1, . . . ,n. From the classic ma-
chine learning point of view, the task is to create the
mapping f : X → Y, where X = f1 × f2 × ·· ·× fd ,
and f j corresponds to a single feature, for j =
1, . . . ,d.

In a case of ensemble models, the mapping f
consists of many so-called, weak classifiers hi, for
i = 1, . . . ,T , where T is the size of the ensemble.
The decision about predicted class, for vector x, is
indicated by the majority voting

ŷ=f(x)=

argmax
c∈Y

[card({hi(x) = c|i = 1, ...,T})], (1)

where card(A) denotes the cardinality of the set A.

In the random forest algorithm, the ideas of bag-
ging [57] and random subspaces [58] are combined
to create a family of classifiers. Based on the train-
ing set D, a new (smaller) training sets are created
by sampling with replacement. New weak classi-
fiers are trained on those newly created training sets
but restricted only to some subspace of feature.

The different features have different impor-
tances. We can say that the i-th feature is unim-
portant if

P( fA(x) = y) = P( fA\ fi(x) = y), (2)

for every x and y, where fA is a mapping from
the set A ⊆ X into the set Y , fA : A → Y . From
the other side, we say that the feature is important
if P( fX(x) = y) ̸= P( fX\ fi(x) = y). To measure a
level of feature importance is not a trivial task. In
particular, the following procedure can be applied
(see [39])

1. Calculate the outputs for every tree based on the
testing set (B).

2. For each of the features separately

3. Perform the permutation of the considered fea-
ture values based on the test set.

4. Calculate the outputs for every tree based on the
changed testing set (B̃)

5. Set the value of feature importance as the differ-
ence between accuracy obtained on the original
and permuted test set, divided by the standard
deviation of the outputs.

By applying such an approach, the accuracy is
calculated on two different sets for which marginal
distributions are identical. This idea, in the next
Section, will be extended to deal with data streams.

4 Random Forest with Feature Im-
portance Drift Detector

In this Section, the proposed method of adap-
tation of random forest to stream data is de-
scribed. It uses a chunk-based approach, popular
pre-processing method. Let say we have stream
od data S = {(X1,Y1),(X2,Y2), . . . ,}, and data come
to the system continuously one after the other. In
the chunk-based approach, we try to gather a fixed
number of data. After obtaining the first n data from
the stream (chunk B0), one can call out a standard
RF algorithm which generates M0 trees. In the next
step, a new chunk of data (Bt), t = 1,2, . . . , is gath-
ered. Before creating a new component, a current
chunk of data is used to assess a formerly estab-
lished ensemble (such procedure is called sequen-
tial evaluation). Aside from computing an accuracy,
we can also use this chunk of data to obtain the val-
ues of features’ importance. We can assume that ev-
ery particular chunk of data is a set of independent
random variables. Let ft be the RF after process-
ing t chunks, t = 1,2, ..., then values of the function
ϕ comparing predictions with actual values are also
random variables defined as

ϕ(Xi) =

{
1, if ft(Xi) = Yi

0, if ft(Xi) ̸= Yi,
(3)

for Xi ∈ Bt , i = 1,2, . . . ,card(Bt+1). Then the accu-
racy of the classifier given by the following formula

Acc(Bt+1) =

∑
X∈Bt+1

ϕ(X)

card(Bt+1)
(4)

is a mean of random variables taking values from a
binomial distribution.

Comparing values of accuracy in the original
(Bt+1) and permuted (B̃ j

t+1) training sets we can de-
fine values of feature importance

V Ij = Acc(Bt+1)−Acc(B̃ j
t+1), (5)
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for j = 1, . . . ,d.

The initial values of FI (V I0
j ) are computed

based on chunk B0. Every next value of FI will be
computed on unseen testing set Bt+1. The idea of
the proposed drift detection method is to compare,
new values of V Ij, with the previously obtained.
The significance of the changes is tested by appli-
cation of the Hoeffding’s bound [59]

V I0
j −V Ij <

√
R2 ln1/α

2n
, (6)

where R is a range of considered random variable
(in this particular case equal 2), and α is a fixed
parameter. If inequality (6) is satisfied, then any
changes are not made in the ensemble. New trees
can be trained on Bt+1, to add them to the ensem-
ble. The number of additional trees, equal to M, is
fixed by the user. In the other case, we replace the
forest by a new one trained on the current chunk of
data and replace V I0

j values by the lastly obtained.

In this paper, we will examine three different
strategies for computing V Ij values.

FP - Fixed Permutation. In this approach, one per-
mutation is used for every feature and every
chunk of data during the whole data stream pro-
cessing.

SP - Single Permutation. In this approach, one per-
mutation is used for every feature, but with every
chunk of data, a new permutation is chosen.

MP - Multiple Permutations. The specific choice of
permutation can result in different values of fea-
ture importance. In this approach, we will aver-
age results obtained by many permutations. This
approach allows as to obtain more robust results,
however, the number of considered permutations
is a bottleneck in terms of the speed of coming
data.

The proposed algorithm is called RFFI (Ran-
dom Forest with Features Importance), and its
pseudo-code is given below.

Algorithm 1. The RFFI algorithm

5 Experimental results

In this Section, the results of the simulation ex-
periments are presented. Even though many pa-
rameters can have an important influence on the
RFFI algorithm performance, because of the lack
of space, the experiments are focused on reacting
on different concept-drift types. The issue of de-
termining the permutation of the values for a given
feature is a key issue for the speed of learning of
the ensemble. It is worth noting that accuracy can
be computed in a parallel way on a new data chunk
and its permutations. On the other hand, different
permutations can result in a different output of the
drift detector. In order to evaluate the repeatability

Data: Data stream S in a form of data
chunks B0, B1, B2, ...; Number of
initial trees M0, Number of
addiitional trees M

Result: Ensemble of classifiers
t = 0;
Take the first chunk Bt from the stream ;
Train Random Forest on Bt (M0 trees);
Compute V I0j on Bt by the equation (5),

for j = 1, 2, . . . , d;
while new data chunks are available do

t = t+ 1;
Take next chunk Bt from the stream ;
Compute V Ij on Bt by the equation
(5), for j = 1, 2, . . . , d;
Compute differences V I0j − V Ij for

j = 1, . . . , d;
Choose feature F which maximize the
computed differences;

if inequality (6) is not satisfied for
feature F then

V I0j = V Ij ;
Train new Random Forest on Bt

(M0 trees);

else
Do not make any changes;
Add new M random trees, trained
on Bt, to the forest;

end

end
Algorithm 1: The RFFI algorithm

Figure 1: FI values, after 124 iterations, com-
puted by FP (Fixed Permutation), SP (Single
Permutations) and MP (Multiple Permutations)
methods.

MP method gives slightly more stable outputs,
but at the expense of an increasing number of
computations, it seems to be the worse choice
for data stream processing.

In the following subsections, the SP method is
applied to investigate various types of concept-
drift.

5.1 Abrupt concept drift

The Random Tree Generator was applied to gen-
erate 100000 data. The first 50000 was taken
from the first concept and the rest of the data
from the second one. Both concepts have 25
features, and each element was assigned to one
of two classes. The maximal depths of the
trees (to generating data) were set for consid-
ered concepts as 20 and 15, respectively. In
the first experiment, the performance of the
RFFI algorithm was compared with different
Random Forest-based algorithms, in particu-
lar, the Adaptive Random Forest (ARF) al-

7
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of the FI values, synthetic data was generated us-
ing the Random Tree Generator implemented in the
MOA software [60]. The data were described by
25 numerical features and one of a five-class label.
The first chunk of stream, containing 2000 data el-
ements, was used to train the RFFI algorithm. The
second one, obtained from the same stream (with-
out concept-drift), was used to compute FI. The val-
ues obtained by SP, FP, and MP methods (see Sec-
tion 4), were computed 124 times independently.
The results for one feature, in the form of boxplot,
are presented in Figure 1. The values of MP are the
results of averaging 25 samples.

One can see that the widest variety of values
is in the case of the FP method. The remaining
methods seem to provide similar values. The MP
method gives slightly more stable outputs, but at the
expense of an increasing number of computations,
it seems to be the worse choice for data stream pro-
cessing.

In the following subsections, the SP method is
applied to investigate various types of concept-drift.

Figure 1. FI values, after 124 iterations, computed
by FP (Fixed Permutation), SP (Single

Permutations) and MP (Multiple Permutations)
methods.

5.1 Abrupt concept drift

The Random Tree Generator was applied to
generate 100000 data. The first 50000 was taken
from the first concept and the rest of the data from
the second one. Both concepts have 25 features, and
each element was assigned to one of two classes.
The maximal depths of the trees (to generating data)
were set for considered concepts as 20 and 15, re-
spectively. In the first experiment, the performance
of the RFFI algorithm was compared with differ-
ent Random Forest-based algorithms, in particu-

lar, the Adaptive Random Forest (ARF) algorithm
equipped with various drift detection methods. In
the simulations, the following DD methods, de-
scribed in Section 2 were used: Adwin, CUSUM,
DDM, EDDM, GMADM, and no-change (NoCh).
Those algorithms use VFDT as a weak classifier.
The number of components in the RFFI algorithm
was set to 10, M = 0, and the level of confidence
for the drift detector was equal to α = 0.9. The ID3
algorithm was applied as the weak classifier. The
results obtained after each 1000 data elements are
presented in Figure 2.

Figure 2. The accuracies (in percent) for ARF
algorithm with various DD and RFFI, computed
after every 1000 data elements on the synthetic

dataset with abrupt concept drift.

One can see that most of the considered algo-
rithms give similar results. This should not come
as a surprise due to the fact that all algorithms are
based on the same approach (RF). However, it is
worth noticing that, the RFFI algorithm detects the
change of concept at the earliest. It reacts just like
the first chunk of data from the new concept came.
All the other DDs require more data.

To compare with different state-of-the-art data
streams classifiers, the results were computed for
the following algorithms:

– Oza algorithm with 10 components and VFDT
as weak classifier [Oza-HT-10]

– Oza algorithm with 50 components and VFDT
as weak classifier [Oza-HT-50]

– Oza algorithm with 10 components and VFDT
as weak classifier and ADWIN [Oza-B-10]

– VFDT algorithm with entropy as impurity mea-
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of the FI values, synthetic data was generated us-
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The results for one feature, in the form of boxplot,
are presented in Figure 1. The values of MP are the
results of averaging 25 samples.

One can see that the widest variety of values
is in the case of the FP method. The remaining
methods seem to provide similar values. The MP
method gives slightly more stable outputs, but at the
expense of an increasing number of computations,
it seems to be the worse choice for data stream pro-
cessing.

In the following subsections, the SP method is
applied to investigate various types of concept-drift.
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as a surprise due to the fact that all algorithms are
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the first chunk of data from the new concept came.
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To compare with different state-of-the-art data
streams classifiers, the results were computed for
the following algorithms:

– Oza algorithm with 10 components and VFDT
as weak classifier [Oza-HT-10]

– Oza algorithm with 50 components and VFDT
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sure and confidence level of equal to δ = 0.05
[HT-E-0.05]

– VFDT algorithm with entropy as impurity mea-
sure and confidence level of equal to δ = 0.01
[HT-E-0.01]

– VFDT algorithm with Gini index as impurity
measure and confidence level of equal to δ =
0.05 [HT-G-0.05]

– VFDT algorithm with Gini index as impurity
measure and confidence level of equal to δ =
0.01 [HT-G-0.01]

The results are depicted in Figure 3. One can
see that RFFI turned out to be better than most of
the other algorithms. Only the accuracy of Oza-B-
10 was better than RFFI at the end of the stream.
This is due to the type of the used weak classifier.
Oza-B-10 uses the VFDT algorithm, which allows
training components during stream processing. In
the case of the proposed algorithm, the static com-
ponents were used. However, it is worth noticing
that the proposed DD reacts to the change earlier
than other algorithms.

Figure 3. The accuracies (in percent) for RFFI and
state of the art algorithms, computed after every
1000 data elements on the synthetic dataset with

abrupt concept drift.

5.2 Recurring concept drift

The abilities of the proposed algorithm to react
to the recurring concept-drift were compared with
the same algorithms as in subsection 5.1. Also the
data was generated as in the previous Section. The
only change was the number of concept changes.
For an initial 50,000 data, they were generated from

one concept. Then, data from two different con-
cepts began to be appended to the stream, alter-
nately, each in a package of 2000 elements. Ulti-
mately, the stream contains 100000 elements. The
comparisons with other random forest-based and
stare-of-the-art algorithms are presented in Figures
4 and 5, respectively.

Figure 4. The accuracies (in percent) for ARF
algorithm with various DD and RFFI, computed
after every 1000 data elements on the synthetic

dataset with recurring concept drift.

Figure 5. The accuracies (in percent) for RFFI and
state-of-the-art algorithms, computed after every
1000 data elements on the synthetic dataset with

recurring concept drift.

On a background of the ARF-based algorithm,
it is clearly seen that the type of change and its fre-
quency did not allow any of the considered drift de-
tectors to indicate the moment of drift correctly. All
algorithms re-create the same components for one
concept. The use of static trees instead of VFDT
allowed to achieve better accuracy of the proposed
method. However, this does not change the fact that
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all these methods cannot cope with the detection of
rapidly changing abrupt drifts. Comparison with
other classifiers shows that they also have a prob-
lem with analyzing such frequently changing data.

5.3 Incremental concept drift

To illustrate the performance of algorithms on
data with slow incremental changes in the concept,
the Hyperplane Generator from the MOA software
was applied. The data consist of 25 features, and 10
of them were subject to concept-drift. The magni-
tude of changes after each data element was set to
0.02 and the probability of reversing the direction
of changes was set to 0.1.

Compared to the algorithms in subsection 5.1,
only the setting of RFFI was changed. Basing only
on the drift detector does not bring satisfactory re-
sults in the case of such changes in the distribution.
For efficient operation, it is necessary to use the
passive property of ensemble algorithms. For this
purpose, each time when the drift was not detected,
four new components, generated from the last ar-
rived data, were attached to the forest (M = 4).
Other parameters remained unchanged. The results
obtained by RFFI and ARF based algorithms are
presented in Figure 6.

Figure 6. The accuracies (in percent) for ARF
algorithm with various DD and RFFI, computed
after every 1000 data elements on the synthetic

dataset with incremental concept drift.

The results are similar in all methods. This
shows that DDs do not play a key role. The com-
parison with the other classifiers is presented in Fig-
ure 7.

Figure 7. The accuracies (in percent) for RFFI and
state-of-the-art algorithms, computed after every
1000 data elements on the synthetic dataset with

incremental concept drift.

One can see that only the Oza-B-10 algorithm
outperforms the others. It is a consequence appli-
cation of the Adwin algorithm. The application of
sliding windows seems to be especially beneficial
in the case of such changes.

5.4 Real-world data

To perform simulation on real-world data, the
popular benchmark dataset, called electricity, was
applied [54]. The data contains eight features and
belongs to one of two classes. The number of data is
equal to 45312. The obtained results after process-
ing data chunks, each consisting of 1000 elements,
are depicted in Figure 8. The RFFI algorithm was
applied with the same values of parameters as in
subsection 5.3.

Figure 8. The accuracies (in percent) for RFFI and
state-of-the-art algorithms, computed after every
2000 data elements on the real-world dataset.
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In the following experiment, the performance of
the RFFI algorithm is compared with the best oper-
ating algorithm from the previous subsection, i.e.
OZA− 10, OZA−B− 10, HT −E − 0.05, ARF −
CUSUM. The actual moments of the concept-drift
occurrence are not known in the case of real data.
As the prequential evaluation was used, during the
learning process the algorithms obtain various ac-
curacies for the subsequent data-chunks. The pro-
posed algorithm allows for achieving the best result,
93.9, of all algorithms. However, one can see that
the most stable accuracy was provided by the AFT-
Adwin, which is probably due to the use of sliding
windows. None of the data chunk-based approaches
have given better results.

The aggregated values of accuracy and stan-
dard deviations obtained after processing the whole
stream, and the maximal values of accuracies are
depicted in Table 1.

Table 1. Average accuracies (Aa) and standard
deviations (Sd), in percents, and the maximum
value obtained by the algorithms on real dataset

Algorithm Aa Sd max
Oza-10 82.5 6.25 91.4

Oza-B-10 84.28 4.89 91.7
HT-E-0.05 82.54 4.7 92

ARF-Adwin 88.8 2.22 93.5
RFFI 85.37 5.79 93.9

The presented results demonstrate that the RFFI
algorithm can be effectively used to analyze real
data.

6 Conclusions

In this article, we proposed a new algorithm for
classification in the data stream scenario. Our pro-
posal is based on the random forest algorithm. To
enable the algorithm to adapt to changes in the en-
vironment, two approaches were used: the mecha-
nism of incorporating newly learned trees into the
ensemble and an innovative drift detector. By com-
bining both these techniques, the algorithm can op-
erate in environments of different types of non-
stationarity. The proposed drift detector works no
worse than other commonly used methods. Be-
sides, when catching changes, it provides informa-

tion about which feature (or features) has the most
significant impact on the detected drift.

As part of further work, we will improve the
drift detector to enhance its work in a rapidly chang-
ing environment. In the presented version detector
operates on data chunks. In the future, we will try
to develop its fully on-line version.
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