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Abstract

Due to the availability of low-cost internet and other data transmission media, a high volume of multimedia data get shared
very quickly. Often, the identity of individuals gets revealed through images or videos without their consent, which affects
their privacy. Since face is the only biometric feature that reveals the most identifiable characteristics of a person in an image
or a video frame, the need for the development of an effective face de-identification algorithm for privacy preservation cannot
be over-emphasized. Existing solutions to face de-identification are either non-formal or are unable to obfuscate identifiable
features completely. In this paper, we propose an automated face de-identification algorithm that takes as input a facial image
and generates a new face that preserves the emotion and non-biometric facial attributes of a target face. We consider a proxy
set of a large collection of artificial faces generated by StyleGAN and select the most appropriate face from the proxy set that
has a facial expression and pose similar to that of the target face. The faces in the proxy set are artificially generated, and
hence the face selected from this set is completely anonymous. To retain the non-biometric attributes of the target face, we
employ a generative adversarial network (GAN) with a suitable loss function that fuses the non-biometric attributes of the
target face with the face selected from the proxy set to obtain the final de-identified face. Experimental results emphasize the
superiority of our approach over state-of-the-art face de-identification methods.

Keywords Privacy protection - Face de-identification - Emotion clusters - GAN - Mini-Xception

1 Introduction

Over the past few decades, with the advancement of sophisti-
cated camera technologies as well as fast transmission media,
a large amount of image/video data gets recorded and shared
every day on social media. The development of sophisti-
cated camera technology has made it easy to capture and
analyze a high volume of image/video data with ease. Mali-
cious viewers often extract sensitive information from these
photos and videos and misuse these, which hurts the pri-
vacy of the subjects captured in the photos/videos. However,
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the privacy preservation methods currently used by most
third-party digital data management systems are not effec-
tive enough, resulting in leaking of the identity information.
Thus, the need for developing a proper approach to preserve
the privacy of individuals captured in photos/videos cannot
be over-emphasized.

Among the different biometric attributes, the face of a
person is known to preserve significant identity informa-
tion, and thus obfuscating facial identity features before
sharing photos/videos over the internet (or other data trans-
mission media) is of utmost necessity. De-identification is
a technique to conceal the identity of a subject so that
he/she cannot be identified by standard biometric identifi-
cation mechanisms. Traditional ways of achieving privacy
protection such as warping, blurring, pixelization, etc., are
based on simple image processing techniques in which sev-
eral other important non-biometric features, such as emotion
and face style also get obscured, along with identity. Also,
these approaches do not guarantee that the identity traits
have been completely obfuscated. The k-same family of de-
identification approaches developed later could successfully
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overcome the drawbacks of the traditional techniques. How-
ever, these methods generate de-identified faces by linearly
aggregating features from multiple faces without incorpo-
rating any learning mechanisms. This causes the generated
faces to bear ghostly appearances. Also, multiple input faces
can get mapped to the same de-identified face. The advance-
ment of deep neural network architectures has led to the
development of a few automated learning-based face de-
identification approaches such as [1,2].

In the present work also, we focus on face de-identification
from images. Traditional approaches to face de-identification
fail to obfuscate identity information at a high resolution, and
the de-identified faces generated by these techniques bear sig-
nificant identity similarity with respect to the original face or
with some other faces in the real-world domain. We propose
a learning-based algorithm to perform face de-identification
by preserving emotion and non-biometric facial style fea-
tures. The faces generated by our approach are completely
anonymous, i.e., they do not have identity similarity with any
real face. The main contributions of the proposed work are
as follows:

— Ours is the first-ever approach to face de-identification
that generates completely anonymous but real-looking
de-identified faces.

— Despite generating anonymous faces, our approach is
capable of retaining the emotional characteristics and
non-biometric facial attributes of the input face at a high
resolution, which existing techniques fail to achieve.

— Extensive experimental evaluation presented in the paper
shows that our approach outperforms the state-of-the-
art machine learning-based face de-identification tech-
niques.

2 Related work

Existing work on face de-identification can be broadly cat-
egorized as non-formal methods, formal methods, and deep
neural network-based approaches, which are discussed next.

2.1 Non-formal methods

These are the oldest privacy preservation techniques and are
very simplistic, focusing mostly on the application of stan-
dard image processing techniques like blurring [3], warping
[4,5], pixelation, etc. But none of these techniques obfuscate
identity information suitably, and hence cannot guarantee
complete anonymity. Also, the original face can be eas-
ily reconstructed from the output face by applying reverse
transformation mechanisms, such as de-blurring and de-
pixelation. The extent of blurring, or pixelation, or warping
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on an image has to be manually controlled and execution of
the above transformation operations by a higher degree can
obscure facial emotions, style, and other non-biometric fea-
tures as well, which is not desirable. These factors limit the
applicability of non-formal approaches for de-identification
in practical situations where privacy preservation is a major
concern.

2.2 Formal methods

Unlike the approaches discussed in Sect. 2.1, the formal
methods can guarantee anonymity to a certain extent. In [6],
Mosaddegh et al. described an approach for photo-realistic
face de-identification that was based on borrowing different
face features like chin, eyes, nose, etc., from a set of donors’
faces and replacing the attributes of original faces with these
borrowed ones. The work in [7] presented a reversible de-
identification technique that can be used in conjugation with
any obfuscation technique. Another popular category of face
de-identification techniques was based on the k-same fam-
ily of approaches, e.g., [8—10]. k-same computes a set of
de-identified images in which each element indiscriminately
relates to at least k elements of a set of person-specific
images. However, the faces generated by this method appear
to be ghostly due to the averaging of multiple faces. As
an improvement, Active Appearance Model (AAM)-based
face de-identification was introduced in [8], which has been
seen to successfully eliminate the ghostly appearance on
the de-identified face. The g-far de-identification approach
proposed in [11] is also an AAM-based approach that incor-
porates an additional pose estimation step to align the faces
to be aggregated. In recent years, several other versions of
the k-same algorithm have been proposed such as [12—14].
A short-coming of each of the above techniques is that these
are unable to generate unique anonymous de-identified faces
for different subjects.

2.3 Deep neural approaches

To date, only a few deep learning-based face de-identification
techniques exist in the literature. Among these, [15] pro-
posed by Meden et al. is based on deep generative neural
network termed as k-Same Net. The algorithm has three
main components: (a) guaranteeing k-anonymity, (b) exploit-
ing a proxy face dataset, and (c) employing a generative
network for de-identification. As in the k-Same family of
approaches, k-anonymity implies replacing k images in the
test set by the same surrogate face from a proxy set. The
centroid of the mapped cluster along with the input test face
is passed through the generative neural network (GNN) to
obtain the de-identified face. The drawback of this approach
is that it often fails to retain non-biometric facial characteris-
tics such as emotion, face style, etc. A similar approach was
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also proposed by the same authors in [16] in which instead
of mapping to a cluster constructed from the proxy set, an
input face was replaced by a different face from the proxy
set, following which a GNN-based de-identification simi-
lar to that described in [15] has been performed. However,
the approaches described in [16] are also not so effective
for use in practical scenarios since the identity of the sub-
ject can be visually obtained without much effort even from
his/her generated de-identified face. A similar conclusion fol-
lows for the work in [17], in which case also the identity of
the subject can be visually determined easily. To improve
over k-Same Net and other formal de-identification means
described above, the privacy protective generative adversarial
networks (PPGAN) was proposed in [1]. PPGAN leveraged
conditional GAN (cGAN) along with two external modules:
(a) a verificator with contrastive loss, and (b) a regulator to
preserve a high degree of structural similarity between the
input and the de-identified faces. The de-identified image
generated by PPGAN is capable of retaining the emotion
present in the input face, but its identity obfuscation quality
is not appreciably good. In [ 18], Zhenliang He et al. proposed
a generative network called AttributeGAN (abbreviated as
AttGAN) that manipulates single or multiple attributes from
a face image to generate a new face with desired attributes
while preserving other facial details. Although this approach
minimizes attribute loss to a certain extent, it requires a
gallery dataset with facial images as well as the correspond-
ing attribute annotations, which is not practically available
always. An automated approach for deriving the attribute
embeddings using neural networks seems to be more suit-
able for face de-identification with non-biometric attribute
preservation.

In this work, we specifically focus on improving the exist-
ing solutions by considering a proxy set of anonymous faces
generated by StyleGAN [19]. Given an input face, it is
mapped to an appropriate face in the proxy set having similar
emotion and pose, and next the non-biometric facial attributes
of the input face are merged with the proxy face using a
GAN. These non-biometric facial style features are obtained
in an automated way by passing the face image through a
pre-trained ResNet model. Although StyleGAN can poten-
tially generate highly realistic anonymous faces, it is not
suitable for performing face de-identification by preserving
emotion characteristics. Secondly, due to the presence of a
large number of layers in the StyleGAN network, its response
time is significantly high. Owing to the above reasons, we
have not used StyleGAN directly as our generating network.
Instead, we employ a separate deep network, namely, the
mini-Xception network, to extract the desired emotion fea-
tures from a given face. Next, we use the anonymous proxy set
of StyleGAN-generated face repository to select a face with
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Fig.1 Block diagram of our proposed approach

similar pose and emotion as that of the input face. Choosing a
proxy face with a similar pose reduces the ghostly appearance
on the de-identified face, which is one of the main drawbacks
of the k-Same family of de-identification approaches. The
individual steps of our algorithm are explained in detail in
Sect. 3.

3 Proposed approach

Face de-identification can be considered as a transformation
of an input face image F to another face image F using some
mapping function, say T. Mathematically, T(F) = F, and
the function T must be non-invertible, i.e., T~} (I:“ )#F. The
present problem can be viewed as an application of image-to-
image translation, in which finding a suitable transformation
function (T) is the major challenge. In recent years, genera-
tive neural networks (GNNs) are being extensively used as
function approximators for generative modeling in several
tasks, such as image-to-image translation [20], style transfer
[21,22], image colorization [23], etc. Hence, we also use a
conditional generative adversarial network (cGAN) [20], a
variant of GNN, in this work. We consider an anonymous
face dataset G that consists of faces with all possible emo-
tions as a proxy dataset. A fixed number of emotion clusters is
first extracted from this proxy dataset by applying K -means
clustering. The optimal number of clusters in the clustering
process is determined by plotting an elbow curve (to be dis-
cussed in Sect. 4). On completion of the clustering phase,
each cluster corresponds to a particular type of facial emo-
tion. Given a test face, we first map it to the appropriate
emotion cluster, and next select a proxy face from this clus-
ter possessing a facial pose similar to that of the input face.
The repository of artificial faces generated by StyleGAN [19]
has been used as a proxy set to determine the above emotion
clusters. A block diagram of the overall face de-identification
approach is shown in Fig. 1, and the individual steps are
explained in the following sub-sections.
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3.1 Extract emotion features

The pre-trained model of the mini-Xception convolutional
neural network [24] has been used to extract the emo-
tion features from any given face. To extract the emotion
embedding vectors from each input face, we consider the
128-dimensional features generated at the fully-connected
layer just before the final global average pooling and soft-
max classification layers of the mini-Xception network. Let
us consider that the proxy set G consists of a total of N faces
FIG, FzG s F3G , ..., F If,; , and &; denotes the emotion feature
for the i"" face in the repository. Further, let us assume that
& denotes the set of emotion features corresponding to all
the N faces, as obtained from the mini-Xception network.
Thus, € = {&] & ...En}. The next step is the clustering
of the emotion embedding vectors in the set £ into several
emotion clusters, each representing a particular type of emo-
tion. Instead of using the above emotion vectors directly for
clustering, we project these into the LPP (Locality Preserving
Projection) sub-space and perform the clustering in this trans-
formed space. Projecting the original emotion feature vectors
to the LPP sub-space helps in obtaining emotion vectors with
reduced dimension, free from noise and redundant attributes
[25,26]. We observe that reducing the mini-Xception gener-
ated feature dimension to 64 from the 128 can retain more
than 90% of the variance present in the feature set £.

3.2 Determining emotion clusters and mapping of
facial image to appropriate cluster

The LPP-transformed emotion vectors are next clustered
using K-means clustering in such a way that faces with
similar emotion vectors are placed in the same group. The
appropriate value of K to be used in the clustering is deter-
mined by plotting an elbow curve, to be discussed in detail in
Sect. 4. Presently, let us assume that we have already deter-
mined the optimal value of K from the elbow curve to be used
to perform the K -means clustering. The cluster centers corre-
sponding to these clusters (say, £ gl ,E g2 yoon E gK) depict the
K unique emotions present in G. The LPP-reduced emotion
vector ET corresponding to any given test image (say, F 1)
is next compared with each of the K emotion cluster centers,
i.e., Egl s Egz, ey EgK, using a cosine similarity metric, and
the best matching emotion cluster is considered for the next
step of facial pose matching. If the winning cluster is denoted
by C*, and cos(*) represents the cosine operator, then

C* = argmaxcos(ET, EZ), k € {C1, Ca, ..., Ck} (1)

3.3 Facial pose matching

The faces images corresponding to the winning cluster C*
will have similar emotional characteristics, but the poses of
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the individual faces in this cluster are likely to be different
from each other. But for generating realistic de-identified
faces, the proxy face must have a pose similar to that of
the input face. To accomplish this, we employ an additional
neural model as discussed in [27]. This is a pre-trained two-
layer neural network that predicts the roll, pitch, and yaw
angles for any input face in real-time. Let us assume that C*
consists of M faces denoted by F' IC *, F, *, L F ]f;, (where
M << N). We construct a gallery of facial pose feature vec-
tors for each of these M subjects by concatenating the three
angles, i.e., roll, pitch, and yaw for each face, as predicted by
the above-mentioned pre-trained network. Let P]C* s PZC ’ Y eeey
PIS* denote the facial pose features corresponding to F 1C "
F2C *, L F /S* respectively, and PT denotes the facial pose
features corresponding to the test image F’. The face with
the best matching pose in cluster C* is obtained by com-
puting the cosine similarity between PT and each of PS"
(m={1,2,...,M}), and selecting the face (say, FS) that pro-
vides the highest similarity value. The selected face FS thus
has facial pose and emotional characteristics similar to that
of the input test face FT, and F will be used as the proxy
face for the next step of GAN-based feature fusion. Divid-
ing the proxy set into emotion clusters and mapping of the
test face to the appropriate emotion cluster enables the facial
pose matching stage to be carried out with only a small subset
of the total number of faces in the proxy set, thereby saving
significant processing time.

3.4 Non-biometric attribute extraction and
GAN-based feature fusion

In this step, our objective is to transfer the non-biometric
facial attributes from the input face F” to FS in such a way
that the style transferred image remains un-identifiable, but
it can preserve the emotion and pose of FT. Let us denote
this style-transferred image by F?, which is also the final
de-identified image. To obtain the desired facial attributes of
the input face FT, we employ a ResNet model pre-trained
on VGG Face dataset [28] to generate facial attribute embed-
ding or latent vector (denoted by z). This is next fused with
F3 by employing a GAN architecture to generate the style
transferred de-identified face F. A schematic diagram of
the network used in our study is shown in Fig. 2.

We use a modified version of the U-net generator with
the addition of attribute vector at the bottleneck, and Patch-
GAN discriminator with instance normalization. The model
is trained by considering the following factors: (a) facial
attribute loss between F” and F” should be as small as pos-
sible, (b) facial geometry of F? and FT should be similar
to each other. To preserve the above conditions we use three
loss functions during the training phase, namely, (a) Lagy
which is the standard adversarial loss, (b) Lnyix termed as
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Fig.2 Schematic diagram of the GAN network

the mixing loss (or, reconstruction loss) and computed as the
L1-norm of the difference between the input face image F7
and the generated de-identified face F D and (c) Ly termed
as the attribute loss and computed as the L 1-norm of the dif-
ference between the attributes of F7 and F? extracted from
the pre-trained ResNet model (refer to Fig. 2). All the above
loss terms, i.e., Lady, Lmix, and Ly are aggregated through
weighted summation, and the overall loss is back-propagated
through the GAN to adjust its weights. The StyleGAN gener-
ated face repository has been used to train this GAN model,
and finally, its performance is evaluated on unseen face data.
For each input image F” in the training set, we find the
facial attribute feature z and the corresponding proxy face
FS. The generator of the GAN performs a mapping of the
form G : (FS,z) — FP, where G and D are the func-
tions learned by the generator and the discriminator network,
respectively. The three loss functions can be mathematically
stated as follows:

Laav(G, D) = Epr_psllog(D(FT, F¥))]
+Epr ps [log(l — D(F", G(F5, ).

)

Luix(G) = Epr s [Il FT = G(F®,2) [|;], and ~ (3)

Law(G) =E_:[ll z =2 |I5]- “4)
The overall loss Lgyce is thus computed as:

Lface = )\lLadv + A2 Lpix + )L3Latta (5)

where A1, A2 and A3 are experimentally determined.

4 Experiments and results

Our algorithm has been implemented on a system having
64 GB RAM, one i9-18 core processor, and three GPUs:
one Titan Xp with 12 GB RAM, 12 GB frame-buffer mem-
ory and 256 MB BAR1 memory, and two GeForce GTX
1080 Ti with 11 GB RAM, 11 GB frame-buffer memory
and 256 MB of BARI memory. As discussed in Sect. 3,
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Fig.3 Elbow curves corresponding to LPP-reduced and PCA-reduced
emotion features

we use the StyleGAN generated face data repository as the
proxy set of anonymous identities. This repository consists
of 30,000 anonymous face images with mixed emotions. As
discussed in Sect. 3.2. before computing the emotion clusters
the emotion vectors provided by the mini-Xception network
are projected to the LPP subspace. Since principal component
analysis (PCA) is also a popularly used subspace projection
technique, we study the benefits gained by employing LPP-
reduced emotion features instead of PCA-reduced features
in the subsequent clustering phase. Elbow curves presented
in Fig. 3 show improvement in the clustering error as the
number of clusters is increased from 5 to 95 in steps of 5, for
both LPP and PCA. The clustering error is considered to be
the mean of the intra-cluster distances of each point from its
nearest cluster center.

It can be seen from the figure that the clustering error
obtained from the LPP-reduced emotion features is always
less than that obtained by the PCA-reduced features for any
value of the number of clusters. This implies that the LPP-
reduced emotion features result in obtaining more compact
emotion clusters that are separated from each other. It can be
also observed from the figure that for both the elbow curves,
the rate of decrease of the clustering error is quite low as
the number of clusters is increased beyond 50. Thus, from
visual observation of Fig. 3, we choose the value of K in
K-Means clustering to be 50. As explained before, these,
50 clusters represent 50 different facial emotions. The de-
identified faces generated by the GAN after completion of the
training phase are presented in the last row of Fig. 4. The first
row of the same figure shows a sample of face images from the
StyleGAN repository, while the second row corresponds to
the proxy faces selected from the repository. Experimentally,
we observe that setting the value of A1 to 1, A, to 100, and
A3 to 0.5 helps in carrying out effective style transfer and
generation of realistic de-identified faces.

@ Springer
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Fig. 4 1st row: input images from StyleGAN repository, 2nd row:
selected proxy faces, 3rd row de-identified faces

It can be seen that the de-identified faces retain the non-
biometric facial characteristics of the input faces and identity
characteristics of the matched faces.

To verify the importance of the facial pose matching stage
on the final de-identification result (refer to Sect. 3.3), we
show results by carrying out face de-identification under
the following two settings: (i) incorporating the facial pose
matching phase, (ii) without incorporating the facial pose
matching phase. For the second situation, we show results by
selecting a proxy face from the mapped emotion cluster hav-
ing the highest appearance disparity with respect to the F7 .
This experiment is performed by training the GAN model on
the StyleGAN data using the 50 emotion clusters obtained
before, and testing it on the Radboud Faces Database (RaFD)
[29], which is unknown to the trained model. This dataset
consists of 8040 facial images from 67 subjects with varying
emotions and facial poses. The subjects present in this data
belong to either of the following five categories: Caucasian
male, Caucasian female, Caucasian kid male, Caucasian kid
female, and Moroccan Dutch male. The emotions present in
RaFD corresponding to each subject are as follows: anger,
disgust, fear, happiness, sadness, and neutral. Each emotion is
accompanied by three gaze directions, and snapshots of each
face are captured from five different viewpoints. Resulting
images are shown in Fig. 5, in which the first column corre-
sponds to a set of faces from the RaFD data, while the second
and third columns respectively show the de-identified faces
generated by the GAN for scenarios (i) and (ii).

From the figure, it can be seen that the de-identified
faces look more realistic if the facial pose matching phase
is employed before carrying out GAN-based feature fusion.
Otherwise, the resulting faces bear a ghostly appearance.

We next make a comparative performance evaluation of
our approach with other popular state-of-the-art machine
learning-based face de-identification algorithms, namely, the
K-SameNet [15] and PPGAN [1]. Three datasets have been
used in this study, namely the RaFD [29], the XM2VTS
[30], and the CelebA [31]. The XM2VTS data consists of
frontal views of the faces of the 295 subjects recorded in
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Fig.5 Qualitative evaluation of our approach: First row corresponds to
input images from RaFD data, second row corresponds to output with
the facial pose matching step, third row corresponds to output without
facial pose matching

four sessions, resulting in a total of 1180 face images. These
images are captured at 720x576 pixel resolution and are
stored in PPM format. The CelebA [31] is a large-scale face
attributes data with 202,599 face images from 10,177 identi-
ties, and 40 attribute annotations corresponding to each face.
The images in this data cover large pose variations and back-
ground clutter. In our next set of experiments, we consider
all the images from the RaFD and X2MTS data, and ran-
domly selected 2000 face images from the CelebA data for
testing. Qualitative performance comparison of the differ-
ent de-identification algorithms can be obtained from Fig. 6,
which shows a set of faces arranged into rows and columns.
Among these, the first four columns respectively correspond
to inputs and outputs obtained from the RaFD data, while
the next four columns correspond to the inputs and out-
puts obtained from the XM2VTS data, and the final four
columns correspond to the inputs and outputs obtained from
the CelebA data. For each of the datasets, the first column
shows an input face, and the next three columns respectively
present the de-identified faces generated by [1,15], and our
proposed approach corresponding to the input face. From
visual inspection, it can be seen that our approach performs
the best among the three in terms of identity obfuscation for
all the datasets used in the study. It also performs quite well
in retaining the desired emotions on the generated faces. On
the other hand, both PPGAN and K-SameNet fail to remove
identity features properly, and hence, the emotion and pose
on the generated faces look significantly similar to that of
the input face. The effectiveness of our approach over other
de-identification algorithms has been observed for the other
images present in the three datasets as well.

We also perform a quantitative evaluation of the above
de-identification approaches on the three different datasets,
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Fig.6 Qualitative comparison of the performance of different de-identification algorithms on three different data sets

namely [29-31], and present the results in terms of two met-
rics, namely the DMOS and the FMOS. The parameter DMOS
stands for De-identification Mean Opinion Score indicat-
ing how far a de-identification algorithm is successful in
obfuscating the identity of an input face, without altering
the emotional characteristics of the face. On the other hand,
the parameter FMOS indicates Facial Mean Opinion Score
which is a score depicting how realistic is the appearance of
the face generated by a de-identification algorithm. To obtain
these quantitative metrics, we conducted a survey in which
60 participants (from outside our research team) were given
a set of five images from each of the RaFD, XM2VTS, and
CelebA datasets along with the corresponding de-identified
faces generated by [1,15], and the proposed approach. The
participants were given a day time to provide two ratings
for each de-identified face image in the range between 0 to
5. Out of these two ratings, one represents how effectively
identity obfuscation has been performed, and the other repre-
sents how realistic the output image looks. In the above rating
scheme, 0 means the worst possible score, and 5 means the
best possible score. The average of the two types of ratings
given by all the participants form the DMOS and FMOS,
respectively. The corresponding scores obtained for the dif-
ferent algorithms for each dataset are presented in Table 1.
From the table, we observe that the proposed approach
always outperforms both PPGAN and K-SameNet in terms
of DMOS. The average DMOS given by our approach on
the RaFD data is 3.97 which is remarkably better than the
corresponding DMOS for [1,15], which are 2.15 and 0.91,
respectively. Also, the DMOS of [1,15] on the XM2VTS and
CelebA data are significantly lower than those obtained for
our approach. While the FMOS of our approach is also higher
than [1,15] for the XM2VTS and CelebA data to some extent,
in the case of the RaFD data it is slightly less compared to the
two other approaches. This is since both [1,15] retain signifi-

Table 1 Quantitative evaluation of the different approaches on the two
data sets in terms of DMOS and FMOS

Dataset Evaluation metric Method
[15] [1] Proposed

RaFD DMOS 2.15 091 3.97
[29] FMOS 4.05 4.51 3.31
XM2VTS DMOS 1.69 2.30 4.10
[30] FMOS 3.49 3.34 3.62
CelebA DMOS 2.19 3.11 3.75
[31] FMOS 2.69 3.21 3.69

cant appearance similarity with respect to the input face. But
as seen from the figure, none of these state-of-the-art tech-
niques can obfuscate identity information properly. Hence,
in terms of emotion preservation and identity obfuscation,
our method performs the best among the three used in the
study.

5 Conclusions and future work

In this paper, we present an effective face de-identification
algorithm that preserves facial pose and emotion. Genera-
tion of anonymous de-identified faces is guaranteed due to
selecting a proxy face from a large collection of artificial
faces having emotion and facial pose similar to that of the
input face. The latest learning strategies have been employed
to fuse the non-biometric features of the input face with that
of the proxy face to generate the de-identified face. Extensive
qualitative and quantitative analyses in Sect. 4 show that the
proposed approach performs de-identification effectively and
also significantly improves over the recent popular learning-
based de-identifying approaches. In the future, focus can

@ Springer
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be given on preserving gender, hair color, etc., as well as
improving the efficiency of the algorithm to carry out video
de-identification.
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