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Abstract— The increasingly complex radio environment may
cause the received low probability of intercept (LPI) radar signals
to overlap in time—frequency domains. Analyzing overlapping
LPI radar signals requires identifying the modulation type and
estimating the parameters of each component. Prior research
performs overlapping signal analysis as a multistage task, where
each stage is designed to perform a part of the task. The
multistage system will increase the calculation burden and
cannot be optimized as a whole. Instead, this article proposes
a novel framework for analyzing overlapping signals in a single
stage. Specifically, we develop a joint semantic learning deep
convolutional neural network (JSLCNN) that jointly learns three
tasks, i.e., feature restoration, modulation classification, and
parameter regression. Since the whole cognitive pipeline is a
single network, it can be optimized end-to-end directly on
cognitive performance. To verify the validity of the proposed
JSLCNN, numerous comparative experiments are carried out
in terms of modulation recognition and parameter estimation
of overlapping signals. Experimental results demonstrate that
the JSLCNN has desirable extensibility for identifying unseen
signal combinations and robustness against unknown jamming.
Furthermore, we show that the JSLCNN outperforms other
existing approaches in generic real-time parameter estimation
for LPI radar signals.

Index Terms— Feature restoration, modulation classification,
overlapping low probability of intercept (LPI) radar signals,
parameter regression, semantic learning.

I. INTRODUCTION

LIND analysis of intercepted signals is a signifi-
cant technology performed by intelligent instruments
in both military and commercial applications, such as
autonomous driving, wireless communication, and electronic
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surveillance [1], [2], [3]. Its main tasks include signal mod-
ulation identification and signal parameter estimation, which
can be utilized by an intelligent jammer to create an optimal
jamming attack [4]. As the number of radiation sources in
the modern electronic battlefield increases, the electromagnetic
environment has become more complicated [5]. Multiple low
probability of intercept (LPI) radar emitters may have to share
the same bandwidth, causing the received signals to overlap in
both time and frequency domains. Hence, the blind analysis of
overlapping LPI signals has been a hot but fairly challenging
topic.

Existing research builds multistage systems for overlapping
signals, where each stage is designed to perform a part of
the task and each stage feeds its output to the input of the
next stage. These multistage systems generally consist of three
parts, i.e., blind signal separation (BSS), automatic modulation
classification (AMC), and parameter estimation. BSS tech-
niques [6], [7], [8], [9] focus on separating the overlapping
signals. Via BSS, the dilemma of overlapping signals analysis
is transformed into the study of multiple single-component
signals. Next, AMC algorithms [10], [11], [12], [13], [14], [15]
are employed to recognize the modulation of these separated
single-component signals. Finally, the corresponding parame-
ter estimation methods [16], [17], [18] [19], [20], [21], [22]
are adopted to calculate crucial parameters based on the AMC
result.

However, some hurdles hamper the widespread deployment
of these multistage methods. First, BSS techniques highly
depend on prior information, such as the number of sources.
In addition, some electromagnetic equipment usually has only
one antenna. The underdetermined condition exacerbates diffi-
culties in acquiring prior knowledge. Second, these parameter
estimation methods are elaborately designed for a specific type
of signal. The analysis system has to store these parameter
estimation methods accordingly, which increases the burden
of the hardware. Third, BSS, AMC, and parameter estimations
are conducted separately, which are not particularly optimized
as a whole. Thus, the analysis performance of these methods
is relatively poor.

With great revolutions in deep learning, some studies
attempt to eliminate the dependence on BSS. In [23] and [24],
AMC methods of overlapping signals based on multiclass
learning (MCL) [25] were developed. Nevertheless, each
combination of overlapping signals is regarded as a new
class, which inherently hinders the extensibility of the model.
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Fig. 1. Proposed JSLCNN architecture includes two submodules: an analysis subnetwork responsible for modulation recognition and parameter estimation,

and a recovery subnetwork.

An alternative but closely related line of research focused on
multilabel learning (MLL) [26]. MLL maps each component in
input to the corresponding label. In [27], [28], [29], and [30],
they have given a significant performance boost based on
MLL. However, there are still some limits to MLL. First,
when the overlapping signal is composed of signals with
the same class, such as a signal overlapped by two linear
frequency modulation (LFM) signals, MLL can only identify
the existence of an LFM signal in the overlapping signal.
It cannot confirm the number of LFM signals. In other words,
MLL recognizes a signal composed of two overlapping LFM
signals and a single-component LFM signal as the same class.
This is obviously contrary to the actual situation. Second,
these studies only concentrate on modulation recognition of
overlapping signals while ignoring the subsequent parameter
estimation.

On the other hand, some researchers focus on parameter
estimation of overlapping LPI radar signals. In [31] and [32],
inverse Radon transform (IRT) was adopted to estimate the
parameters of sinusoidal frequency modulation (SFM) signals
from time—frequency images (TFIs). However, a prerequi-
site for utilizing IRT is that the signal energy distribution
must be in the center of the TFIs. For overlapping signals
intercepted by the receiver, it is challenging to estimate the
center frequency of the SFM signal in advance and move
it to the middle of the TFIL. In [9] and [32], singular value
decomposition (SVD) was utilized to estimate the modulation
frequency of SFM signals and maximum likelihood estimation
(MLE) was adopted to calculate the modulation index and
carrier frequency. Then, the estimated parameters were used to
reconstruct the component. After removing the reconstructed
part from the overlapping signal, the same procedure was
repeated to estimate the remaining SFM components. How-
ever, multidimensional search is computationally expensive,
which hinders practical applications. Besides, the periodicity
of the peaks in SVD limits its performance on components
with relatively large modulation frequencies. In [34], the
Teager—Huang transform (THT) and the Hough transform were
combined to compute the parameters of multicomponent LFM

signals. THT offers a clear time—frequency expression and
avoids cross-terms but is sensitive to noise. In [35] and [36],
fractional Fourier transform (FrFT) and optimized search algo-
rithms were utilized to calculate the chirp rates of overlapping
LFM signals in the FrFT domain with a small computational
cost. Because of the chirp kernel of FrFT, these methods can
hardly generalize to signals with other modulation modes.
Moreover, all techniques above depend on the assumption
that the multicomponent signal is overlapped by signals with
the same modulation modes. The estimation performance will
decline obviously if signals with other modulation modes
are introduced. Therefore, a generic parameter estimation
approach for more complex overlapping LPI radar signals
needs to be proposed urgently.

Considering all the aforementioned problems, this article
develops a novel analysis method for overlapping LPI signals,
called joint semantic learning deep convolutional neural net-
work (JSLCNN). A signal analysis is reframed as a semantic
learning task, straight from a short-time Fourier transform
(STFT) [53] image to parameter regression and modulation
classification. Meanwhile, we propose a feature restoration
subnetwork for the analysis system to enhance the clarity of
STFT in noisy backgrounds. The JSLCNN is trained end-to-
end to simultaneously learn about feature restoration, parame-
ter regression, and modulation classification. Benefitting from
the joint optimization strategy, clean features filtered by the
feature restoration subnetwork can be shared to learn better
parameter regression and modulation classification, boost-
ing the analysis performance of the JSLCNN in a noisy
environment.

The main contributions of this study are listed as follows.

1) This work avoids the dependence on BSS and develops
a single network to simultaneously predict signal mod-
ulation mode and estimate associated parameters. The
end-to-end model can be optimized as a whole.

2) The feature-based regression model is exploited to cal-
culate the parameters of LPI radar signals, which shares
the same features as the modulation recognition module.
Thus, the proposed framework is extremely fast.
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3) The joint restoration subnetwork cooperates learning
with the analysis system to better study the overlapping
LPI signal under intensely noisy environments without
increasing the computational burden.

The remainder of this article is organized as follows.
Section II provides a brief description of the overlapping
signal model and semantic learning. Section III introduces the
proposed JSLCNN in detail. In Section IV, numerous com-
parative experiments are conducted on modulation recognition
and parameter estimation of overlapping signals to validate
the superiority of the JSLCNN. Finally, the conclusion is
presented in Section V.

II. PROBLEM FORMULATION

This work reformulates the analysis of an overlapping LPI
radar signal as a semantic learning task, aiming to simultane-
ously identify the modulation mode and estimate the parameter
of each constituent.

A. Overlapping LPI Radar Signals

In a complicated electromagnetic environment, multiple
radiation sources may work simultaneously. These transmitted
signals will overlap in time and frequency domains when they
are intercepted by the receiver. Assume that the receiver inter-
cepts K standalone radio frequency (RF) LPI radar signals.
The intercepted RF signal is downconverted into an inter-
mediate frequency (IF) signal and then sampled at sampling
frequency f; to generate digital y[n] as

K
yinl =Y Aisiln] + win] (1)
i=1
where s;[n] represents the radar signal from the ith indepen-
dent radar emitter, A; denotes the amplitude of s;[n], and w[n]
is the additive white Gaussian noise.

This work takes typical continuous-wave (CW) LPI radar
signals [52] as an example. There are frequency modulation
signals, i.e., LFM and SFM signals, and phase code signals,
i.e., binary phase shift keying (BPSK) and Frank signals. The
related signals are detailed in Table I.

B. Semantic Learning for Overlapping Signals

Semantics is the primary carrier of knowledge and informa-
tion. Semantic learning [37] converts input data into under-
standable expression, depicting concrete visual-to-cognitive
issues. Instead of straightforwardly describing the whole input
like traditional AMC tasks, semantic learning can focus on the
exciting local object and can provide a high-level illustration.
Thus, a semantic learning-based method is an intuitive and
promising solution to simultaneously implement modulation
recognition and parameter estimation for overlapping signals.

III. METHODOLOGY

This research explores an overlapping LPI radar signals
analysis from a new perspective and proposes a one-stage
strategy to simultaneously classify the signal module and
predict the signal parameters. The structure diagram of the
proposed method is shown in Fig. 1.
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TABLE I
EXPRESSION OF RELEVANT RADAR SIGNALS
Modulation Expression
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Here A, f., T, , T, and @, denote the amplitude, the center
frequency, the modulation period, the width of the symbol, and the initial

phase, respectively. j is the imaginary unit. k,,, and M, indicate the

modulation slope and the frequency modulation index. ¢ is phase
encoding sequence and Barker code is applied in BPSK.
rp[n]l=u[n+T,/2]—u[n—T, /2], u[n]is the step function. I describes

the length of Barker code. N, denotes the number of phases.

A. Time—Frequency Analysis

Time—frequency analysis [53], a generalization and refine-
ment of Fourier analysis, provides the conjoint distribution of
the signal in both time and frequency domains. It has a wide
range of applications among signals with frequency-varying
characteristics, such as speech signals, electroencephalogram
signals, and radar signals.

Common time—frequency analysis tools mainly involve
STFT, Wigner—Ville distribution transform (WVD) [54], and
Choi—William distribution transform (CWD) [55]. Given
the computational complexity and cross-terms in nonlinear
time—frequency transform, this article adopts STFT as a
time—frequency analysis tool. The STFT, a special windowed
Fourier transform, is calculated as

N-1
STFT[m, (] = Z y[nlhln — mle /¥ /N )
n=0
where h[n] indicates the windows function and STFT[m, []
depicts the frequency change of y[n] along with time m.

B. Classification of Overlapping Signal

Current signal recognition methods [10], [11], [12],
[13], [14], [15] repurpose classifiers to fulfill identification.
To recognize the modulation mode, these approaches apply
a classifier for a whole input (TFI, IQ samples, or other
feature domains) and map it to a label space (one-hot vector).
Although MLL [27], [28], [29], [30] is capable of overlapping
signals identification, it is a coarse recognition and can hardly
recognize overlapping signals with the same modulation class.

This work reframes overlapping signals recognition as a
semantic-based task to identify various subimages in TFL
As shown in Fig. 2, the entire TFI of overlapping signals
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Fig. 2. Tllustration for semantic-based identification and regression.

is decomposed into multiple semantic regions by stacking
convolutional blocks (CBs), and the fine-grained identification
is realized on the instance level. The energy distribution of a
signal with a complete modulation period in TFI is defined as
an object. Each semantic region is responsible for identifying
the object whose center falls into the cell. Generally, when
objects in the overlapping signal fall in different regions, these
regions can classify these objects simultaneously. Even though
these objects fall in the same grid, multiple detection heads
in the JSLCNN can realize the identification of these objects.
Binary cross-entropy loss [27] is utilized to split a multiclass
classification into one binary classification problem per class.
Each binary classification learns class-specific discriminative
features that individually distinguish between matches and
nonmatches for each class.

1) Generic Parameter Representation: For parameter esti-
mation of the radar signal, there has always been a lack of
a generalized method. Existing methods usually focus on a
specific type of signal modulation. To estimate the parameter
of different signals, the system has to integrate different param-
eter estimation methods, which will increase the complexity of
the system. Thus, a parameter estimation technique providing
a generic parameter expression is urgently needed.

A time—frequency spectrum can provide the energy dis-
tribution of the signal in both time and frequency domains.
Although Hough translation [16], [17] and Radon transla-
tion [31], [32] have been utilized to perform parameter estima-
tion based on the mathematical properties of geometric shapes
in the time—frequency spectrum, they are still hard to general-
ize to other signals. Besides, the expensive computational cost
limits their further applications. This work develops a novel
parameter estimation method by approximating the boundary
[56] of the energy distribution in the time—frequency spectrum.
First, the parameters that need to be estimated in various
signals can be generalized as f., T,,, and bandwidth B (for
frequency modulation signals). If the energy distribution of a
signal component with a complete modulation period can be
approximated by a rectangular box with width w, height 4, and
center coordinates (R,, R,), the relationship between signal
parameters and the rectangular box can be expressed as

fc = Ry X fs/HTFI (3)
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Tn=w/fs 4)
B=T,xk=2xms/T,
=h X f/Hrr ©)

where Hrpy is the height of the input TFIL.

2) Deep Regression Model: Regression analysis [38], a pre-
dictive modeling technique, describes the relationship between
independent variables and a response, dependent, or target
variable. This technique has made remarkable achievements
in the market analysis [39], stock forecasting [40], and infer-
ring gene expression [41]. For parameter estimation of radar
signals, a regression analysis can predict possible parameters
by establishing a predictive model between TFIs and signal
parameters. To the best of our knowledge, there are still few
studies utilizing regression analysis for the task of parameter
estimation.

Since the value of predicted parameters is usually much
greater than one, to facilitate network optimization, this work
establishes a regression model to predict offsets in terms of
the top-left corner of the semantic area, the height, and width
of the TFI, instead of directly predicting w, h, R,, and R,.
These predicted values can be defined as

0(Ry) = Ry/cx — Ry /cx] (6)
o(Ry)=R,/c, — |_Ry/ch 7)
o(w) =w/Wrg 3
o (h) = h/Hrg 9

where o () represents the predicted offsets value, |.] indicates
the round down function, ¢, = ¢y is the width of the semantic
region, and Wrg denotes the width of the input TFIL.

Optimizing these regression outputs is a tricky dilemma.
Mean squared error (mse) is an excellent evaluation metric for
regression tasks, and work [42] utilizes a similar metric called
sum of squared error (SSE) for boundary regression. However,
these metrics cause the model to overfit the regression object
in the training sample. To alleviate this issue, the intersection
over union (IoU) loss function [43] is introduced to regress
the four offsets as a whole unit as follows:

Lieg = —In(I/U) (10)

where I and U indicate the intersection and union between the
predicted and actual boundaries, respectively. Benefitting from
IoU loss, boundary regression can be optimized jointly rather
than four independent regressions. Thus, the estimation model
converges more efficiently and predicts more accurately.

3) Supplementary Hierarchical Classification for Parameter
Estimation of Phase Code Signals: The regression model
realizes the parameter estimation of frequency modulation
signals. For phase code signals, f,. and 7, can be fulfilled by
boundary regression, while 7y is still an unresolved problem.
T, can be calculated as

T, = T,, /numg

(1)

where numy indicates the number of phase codes or frequency
steps.

If the estimation of numy is realized, 7, can be smoothly
solved. Thus, a hierarchical classification network is designed
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Fig. 3. Hierarchical label tree of LPI radar signals. Here, BARKER-5 denotes
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to predict the phase codes of BPSK signals and the frequency
steps of Frank signals. Fig. 3 shows the hierarchical label tree,
which structures concepts of classes, their subclasses, and how
they relate. In the label tree, “BARKER-5" and “BARKER -7”
are both hyponyms of “BPSK.” These hyponyms are displayed
as leaves and clustered into main categories. The loss function
of a hierarchical classification network is a weighted sum-
mation of the modulation class and supplementary subclass,
which is defined as

D C
Lea = ZzLdi

d=1 i=1

12)

where D = 2 indicates the number of levels in the label tree
and C = 4 denotes the number of modulations considered in
this work. L,; represents the binary classification loss of ith
class on the dth level tree.

C. Joint Optimization of Classification and Regression
in One Stage

In the proposed analysis networks, the efficient and pow-
erful CSPDarkNet [44] is adopted as the shared backbone
feature extraction network for classification and parameter
estimation. As shown in Fig. 1, CSPDarkNet consists of five
shallow-to-deep CBs. Due to the hierarchical downsampling
structure of CNN, semantically stronger features are spatially
coarser. Specifically, shallow low-level feature maps are not
semantically rich enough to be directly used for classification,
while they contain abundant shape and edge information
for boundary regression. Deep high-level features are more
trustworthy for identification but have low resolution. Thus,
the feature pyramid network (FPN) [45] follows the back-
bone to create an architecture where the semantically richer
features are merged with the features from previous layers
by continuous upsampling, cross-layer fusion mechanisms,
and top-down connections. Finally, decoupled head branches
predict modulation and estimate parameters.

Fig. 4 shows the structure of FPN and the decoupled head.
FPN constructs three-scale feature pyramids consisting of
features with the shape of 8 x 8 x 512, 16 x 16 x 256, and
32 x 32 x 128, based on feature maps from ConB3, ConB4,
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and ConB5, respectively. In other words, the original TFI with
the shape of 256 x 256 x 1 is divided into 32 x 32, 16 x 16,
and 8 x 8 semantic units. Via FPN, different semantic units
all contain the semantic information of the original deepest
feature map and edge information from the original shallow
layers. Next, 1 x 1 convolutions in the decoupled head are
applied to reduce the number of feature channels to 128.
The subsequent combination of 3 x 3 convolutions and 1 x
1 convolutions map features to classification. Another parallel
branch map features to five values, i.e., o (Ry), 0 (R,), o (w),
o (h), and confidence, which denotes the probability that the
cell has an object. Decoupled head maps the shared features
to predict classification and regression simultaneously, which
integrates modulation recognition and parameter estimation
into one stage. As we will show in this article, our one-stage
analysis method significantly improves computing speed and
analysis performance.

For three-scale feature pyramids, the number of all potential
predictions can be calculated as

3
nump = ZHi x W; = 1344
i=1
where H; and W; indicate the length and width of the ith scale
feature pyramid, respectively.

Among these predictions, only a few contain positive
samples and the vast majority are negative samples. Thus,
SimOTA [44] is used to pick out all possible positive samples
among all predictions. Then, the joint loss function is applied
to optimize the JSLCNN as follows:

13)

Ly= Lcls/Npos + IC8yeight * Lreg/Npos + Lobj (14)

where L, denotes the loss of confidence, and binary cross-
entropy loss is adopted in this optimization. Ny indicates the
number of positive samples determined by SimOTA. regq;,n,
represents a balancing term applied to weigh the regression
loss over the other losses for its importance, which is set as
5 in subsequent experiments according to the literature [44].

D. Recovery Subnetwork

Given the complicated working environment of radars, the
intercepted signals may be disturbed by intense noise. Mul-
titask learning strategies [46], [47] are adopted in this work.
A restoration subnetwork is developed to repair the noisy TFI,
which will simultaneously enhance signal analysis capability
in low signal-to-noise ratio (SNR) conditions. As shown in
Fig. 1, a shared feature learning block (SFLB) and a feature
restoration block (FRB) constitute the recovery subnetwork.

Considering that spatial features promoting image restora-
tion are mainly contained in shallow layers, whereas those of
deeper layers are destroyed during continuous downsampling,
we choose the first two CBs in the analysis subnet to constitute
SFLB. The FRB follows the classic structure of the decoder.
First, a dimension reduction module utilizes 1 x 1 convolution
to decrease 8x channels of features extracted by SFLB.
Second, the bilinear interpolation technique [48] is applied
to recover the feature size as the input TFI in an upsampling
module. Then, the fusion of multiscale features is realized
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Fig. 4. Structure of FPN and the decoupled head.

by a spatial pyramid pooling (SPP) module [49]. Finally, the
restored TFI is generated by another 3 x 3 convolution. The
shared design is beneficial to preserving a simple structure
of the recovery subnetwork. The feature maps extracted by
SFLB are simultaneously transferred to the FRB for clarity
optimization and subsequent CBs for modulation recognition
and parameter estimation.

The recovery subnetwork removes the harmful effect of
noise by the mse loss as follows:

Lr= (T, - 1)’ (15)

where T; represents the noise-free TFI label and f indicates
the recovery TFI by FRB.

Note that the recovery subnetwork is designed not to gener-
ate the noise-free TFI as an input of the analysis subnetwork
despite the fact that it can directly produce noise-free TFIL.
Instead, the recovery subnetwork is developed to improve
the analysis performance of the proposed model by jointly
optimizing learning. In other words, the joint learning recovery
subnetwork will not add any parameters or computation costs
in the test phase.

E. Dynamic Joint Learning

In the training process of the JSLCNN, the final loss
function takes the recovery subnetwork and the analysis
subnetwork into consideration to ensure that the restoration
structure can play the role of internal guide to the whole
network as follows:

L =ARLgr+ ApsLy (16)

where Ay is the loss weight of the recovery subnetwork and
A, symbolizes the loss weight of the analysis subnetwork.
Inspired by the branch training strategy [50], this work
adjusts the loss weight of each subnetwork dynamically during
the training process. The loss weight depicts the contribution
of each subnetwork to the final loss function. For example,
if AR =0 and A4 = 1, the JSLCNN converges to a single
analysis network without training the recovery subnetwork.
Also, loss weights of Ag = 0.9 and A4 = 0.1 express that
the JSLCNN values the feature recovery but also wants to
train a little bit of analysis module in experiments. During the
designed dynamic joint learning (DJL) strategy, the “focus”
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TABLE II
PARAMETERS OF INVOLVED SIGNALS

Signals Parameter Scope
center frequency( £, ) 0.1~0.4)* f,
LFM bandwidth(B) (0.1~0.2)% f,
modulation period (7, ) 025~0.5)*N
f (0.1~04) £,
SFM B (0.1~0.2)* f,
T, (025~0.5)% N
f (0.05~0.45)% f.
BPSK Barker code [5,7,11,13]
T 025~05)% N
f (0.1~ 04)% f
FRANK N, [5,6,7]
T (025~0.5)% N

where N is the length of the signal.

of distribution will shift from the recovery subnetwork to the
analysis subnetwork. This procedure requires the JSLCNN
to extract visual enhancement features first and fine-tune
parameters to further analysis. The dynamic training strategy
exploits the potential of loss weight distribution to achieve
better performance.

IV. EXPERIMENTS AND DISCUSSION

In this section, to verify the superiority of the proposed
JSLCNN, extensive experiments are carried out from two
aspects, i.e., modulation identification and parameter estima-
tion. During experiments, each detected component will be
distinguished according to its parameters. The components
with the same parameters will be generalized as a CW signal,
and the parameters of this signal will be determined by the
component with the largest confidence value.

Training Data: Four kinds of CW LPI radar signals
are considered in this study, whose parameters are ran-
domly distributed (Table II). IF sampling frequency f; is set
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as 400 MHz. A set of N = 1600 consecutive signal samples is
collected for analysis. All combinations of single-, two-, and
three-component signals are involved in training data. Each
component has the same power. When the SNR is from —8 to
12 dB at intervals of 2 dB, we randomly simulate 500 samples
of each combination for training data; 80% of the samples
are selected randomly as the training set, and the rest is as
the validation set. There are 149 600 training samples in total,
and the number of validation samples is 37400. A Hamming
window with a length of 63 is adopted in the STFT analysis
in subsequent processing.

Experimental Environment: Network computation of the
JSLCNN is carried out on the RTX 3070 graphic processor and
implemented in Pytorch 1.10.1. We train our model 50 epochs
on training and validation sets. Adam optimizer (betal = 0.9,
beta2 = 0.999, epsilon = le~®, and weight decay = S5e™%),
step learning rate schedule (initial learning rate n = 0.001 and
attenuation factor y = 0.92 for each epoch), and a batch size
of 32 are adopted throughout training.

Component Filtering: During the testing phase, the semantic
regions with relatively large predicted scores are first filtered
out. Predicted scores can be calculated as the product of the
classification and confidence scores. The components with a
prediction score below the threshold would be abandoned,
and those with a prediction score above the threshold will be
selected for parameter estimation. The threshold utilized in the
experiment is 0.85. The threshold model reserves more space
for unknown or meaningless signals, which contributes to
reducing the open space risk. Then, nonmaximum suppression
(NMS) algorithm [57] is adopted to pick the most representa-
tive predicted region (with the largest prediction score) within
adjacent semantic regions. The IoU threshold utilized in the
NMS is 0.75. These thresholds are referred to the relevant
literature [42], [44]. Next, the filtered semantic region will
present the parameters of signal components. In addition, one
CW signal could have different periodic components in the
TFIs. A pair of components with the same modulation type
will be regarded as the different components of one CW signal
if they meet the following conditions: 1) their center frequency,
modulation period, and bandwidth (or the width of the symbol)
are almost the same and 2) the phase difference between them
is equal to a modulation period. Finally, the component with
a high predicted score will be selected to represent this signal.

A. Recognition Performance

1) Evaluation Metric: The overall accuracy (Acc) is a
metric to describe a fraction of correctly recognized signals
(the predicted result totally matches the actual label of the
testing signal). Acc is defined as

1 -
Acc = ;(P, R) (17)
where N; denotes the number of testing signals, P; represents
the predicted result of the ith testing signal, and R; is the
corresponding real label.
During transmission, signals are inevitably disturbed by
noise in the channel. SNR is adopted to express the quality of
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the received signal as follows:

K
SNR = 1010g10((2 af) / o,,z)
i=1

where o7 and o;> symbolize the variance of the ith signal com-
ponent and the noise variance, respectively, and K represents
the number of radar signal components in the received signal.

Except for channel noise, signals radiated from other uncon-
cerned sources will interfere with the concerned LPI radar
signals. Thus, we define the signal-to-jamming ratio (SJR) as

K
SIR = 1010g10((z a,?) / a})
i=1

where oj2 represents the variance of the jamming signals.

Due to the difference in transmission distances and transmit-
ting power, each component in overlapping signals may have
a different power. A power ratio (PR) is utilized to describe
the difference in the energy as follows:

(18)

(19)

PR = 10log,((0} /o}) (20)

where aiz and o2 represent the power of the ith component and
the power of the rest components in the overlapping signal,
respectively.

2) Baseline Methods: To reveal the excellence of the
JSLCNN, two existing overlapping signal modulation recog-
nition approaches are employed as performance baselines.

a) Multiclass Learning CNN (MCLCNN): 1t treats each
overlapping combination as a class, which is established by
the same backbone as the JSLCNN [25]. Instead of FPN and
a decoupled head, a global average pooling layer, two fully
connected layers (fc-256 and fc-128), and a softmax layer
followed by ConB5 predict the classification. The length of
the output label vector is the same as the number of the
overlapping combination.

b) Multilabel Learning CNN (MLLCNN): It maps each
component in input to the corresponding label [27], [28], [29].
A baseline MLLCNN shares the same backbone as the base-
line MCLCNN. Compared with the MCLCNN, the softmax
layer and the categorical cross-entropy are replaced by a
sigmoid layer and the binary cross-entropy in the MLLCNN.
The length of the label vector is the same as the number of
classes.

The experimental environment and training schedule are
the same as the JSLCNN. Then, sufficient experiments are
conducted to validate the superiority of the JSLCNN.

3) Recognition Robustness Against SNR: During transmis-
sion, channel noise will destroy details in signals, which may
reduce the recognition performance of systems. This section
establishes testing data consisting of all combinations when
the number of components is less than or equal to three.
The parameters of each component are randomly distributed
(Table II), and each component has the same power. When
the SNR is from —12 to 12 dB at intervals of 2 dB,
we randomly simulate 100 samples of each combination as
testing data. Fig. 5 reveals the overall recognition performance
against the noise of three systems. The overall accuracy
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Fig. 5. Recognition performance against SNR. (a) Performance for single-component signals. (b) Performance for two-component signals. (c) Performance

for three-component signals.

of all methods is enhanced with the improvement of SNR.
The proposed JSLCNN can recognize single-component sig-
nals with a nearly 100% accuracy when the SNR is over
—10 dB. The JSLCNN is also superior to baselines at all
the composite SNRs in terms of single-component signals.
For two-component LPI radar signals, the JSLCNN still has
the best recognition performance, which achieves nearly 99%
accuracy when the SNR exceeds —6 dB. When the number of
components in the signal is more than one, the MLLCNN has
the worst performance among all methods. This is because the
MLLCNN has no ability to recognize signals overlapped by
the same modulation. For three-component LPI radar signals,
the JSLCNN can still realize modulation recognition with
a nearly 95% accuracy when the SNR reaches 0 dB. The
recognition performance of the MCLCNN is better than that
of the JSLCNN under low SNRs. This is because of the loss
of semantic information in TFI caused by intense noise and
more overlapping components. Generally, the identification
performance of the JSLCNN of each combination is desirable
at all the SNR values.

4) Recognition Robustness Against Power Ratio: Due to
different transmission distances and the transmitting powers
of various radiation sources, each component in overlapping
signals may not have the same energy. The difference in
the power between each signal component will dramatically
influence the recognition performance. Signal components
with high energy may suppress weak ones in both time and
frequency domains. Thus, the recognition system should be
robust for an extensive range of PRs. Namely, the system
should pay the same attention to each component with dif-
ferent power in an overlapping signal.

The above-defined PR is utilized to analyze the performance
of systems. Due to the concern of the robustness against PR
rather than the absolute accuracy, we select combinations of
two-component signals instead of all combinations as testing
data. In addition, to better investigate the influence of PR, the
SNR is fixed at 20 dB to suppress the effect of noise. The
variation range of PR is set from —12 to 12 dB at intervals of
3 dB. The power of the other component is fixed at the value
of 1. The power of the selected component is computed by
multiplying PR by the value of 1.

Fig. 6 shows the recognition curve of two-component sig-
nals at different PR values. The proposed JSLCNN and the
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Fig. 6. Recognition robustness against PR.

MCLCNN maintain high precision when the PR is from —3
to 3 dB. As the power discrepancy increases, the JSLCNN
performs more robustly than the MCLCNN. It can also be
demonstrated that the recognition curve is approximately
symmetrical about the midpoint, which indicates that the
identification result is optimal when each component has
the same power and decreases with the extension of the
energy discrepancy. This is because the features represented
by a component with relatively low energy will fade in TFIL.
In addition, the identification performance with PR from —12
to —3 dB is better than that with PR from 3 to 12 dB, revealing
that differences between components are sensitive to noise.
5) Recognition Performance Facing Unseen Signal Com-
binations: As the number of components in the overlap-
ping signal increases, the amounts of potential combinations
increase exponentially. Training models utilizing all possible
combinations are almost impossible. Thus, the recognition
system should have the extensibility to recognize unseen signal
combinations in training data. The proposed JSLCNN focuses
on local interesting semantic information rather than global
features by decomposing the TFI of an overlapping signal into
multiple semantic regions. For unseen signal combinations,
the JSLCNN can automatically decompose unseen mixtures
into several seen signal instances. Benefiting from fine-grained
semantic learning, training data utilized in the JSLCNN elim-
inate the need to cover all possible signal combinations.
First, unseen combinations overlapped by four components
are generated. Since the combinations of all four-component
signals are excessive, five cases are produced to verify the scal-
ability of the JSLCNN. Case 1 consists of signals overlapped
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Fig. 7. Performance for unseen combinations.

by an LFM signal, an SFM signal, a BPSK signal, and a Frank
signal. Case 2 includes the signals overlapped by two LFM
signals, an SFM signal, and a Frank signal. Case 3 consists of
signals overlapped by an LFM signal, two SFM signals, and
a BPSK signal. Case 4 includes the signals overlapped by an
LFM signal, two BPSK signals, and a Frank signal. Case 5
consists of signals overlapped by an SFM signal, a BPSK
signal, and two Frank signals. Each component has the same
power, and the parameter of these components is randomly
distributed in the ranges shown in Table II. The identification
results for unseen combinations are plotted in Fig. 7. Since
the MCLCNN is not extensible, it is powerless against unseen
combinations. For the MLLCNN, it can only recognize Case 1.
The same modulated components in Cases 2-5 inherently
harm the recognition of the MLLCNN. The proposed JSLCNN
can identify all these unseen combinations with high accuracy,
revealing the desirable extensibility of the JSLCNN.

6) Recognition Performance Under Unknown Jamming: In
practical applications, the receiver may inevitably encounter
some unknown jamming signals. Simulating all potential jam-
ming during training is costly, time-consuming, and impossi-
ble. For a reconnaissance receiver, unknown communication
signals in overlapping signals may interfere with the recogni-
tion of LPI radar signals. In traditional AMC problems, signal
recognition under unknown interference has always been a
hot but rather complicated topic. Unknown jamming signals
will cause the feature distribution of overlapping signals to
be tested to deviate from that in the training data, which will
affect signal recognition to a certain extent. Thus, it is signif-
icant to analyze the recognition performance of overlapping
signals under unknown jamming.

We have collected a set of actual communication signals in
open space outdoors as unknown jamming to further verify
the recognition performance of systems. As shown in Fig. §,
the collection system consists of a receiving antenna and an
Agilent DSO81204B high-speed sampling oscilloscope with
a 10-GHz sampling frequency. Fig. 9 shows the frequency
spectrum of collected signals. It can be seen that signals
within 0.85-1.05, 1.7-1.9, and 2.5-2.7 GHz are stronger than
others, which corresponds to the spectrum situation in China
[51]. Three local oscillator signals with carrier frequencies of
0.85, 1.7, and 2.5 GHz are utilized to mix with the collected
signals. After passing through low-pass filters, the IF-collected
signals are obtained. Then, these three signals are added to LPI
radar signals as unknown jamming. When the SJR is from
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—9 to 9 dB at intervals of 3 dB, we randomly simulate
100 samples of each type of overlapping combination for
testing data. The SNR of testing data is 6 dB, and each
component has the same energy.

Fig. 10 shows the recognition performance under measured
unknown jamming. The identification results of the MCLCNN
drastically deteriorate as SJR falls. The MCLCNN maps the
whole feature distribution to class labels. Thus, the bias of
the feature distribution caused by unknown jamming signals
will remarkably affect the recognition performance. For one-
component signals, extra jamming signals make its features
distribution very similar to the signal overlapped by two
components so that MCLCNN more likely maps it to a label
representing two-component signals. Similar confusion will
also occur for two-component signals. Although the feature
distribution of three-component signals under jamming is sim-
ilar to a signal overlapped by four components, the MCLCNN
can hardly map it to an unseen combination in training data.
This may explain the phenomenon that robustness against
unknown jamming for three-component signals is better than
others. The JSLCNN can provide more robust recognition
results on signals combined by the different components
compared to the MCLCNN when dealing with unknown
jamming. The semantic-based JSLCNN divides the whole TFI
into several semantic regions. Compared to the feature bias
in the entire TFI, each region suffers from less offset, con-
tributing to its robustness against unknown jamming. As the
number of signal components increases, the energy distribu-
tion in the time—frequency domain also becomes crowded.
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Fig. 10. Identification performance under unknown jamming. (a) With an IF jamming signal obtained by a 0.85-GHz local oscillator. (b) With an IF

jamming signal obtained by a 1.7-GHz local oscillator. (c) With an IF jamming signal obtained by a 2.5-GHz local oscillator. Here, 1C, 2C, and 3C represent
single-component signals, two-component signals, and three-component signals, respectively.

Jamming signals are more likely to cover a certain fre-
quency band of the three-component signal, which inevitably
destroys the detailed information of the three-component sig-
nal. Thus, the recognition performance of the JSLCNN for
three-component signals is degraded. Nonetheless, identifica-
tion curves of three-component signals decline gently when
the SJR is over 0 dB, which further proves the practicality of
the JSLCNN.

B. Parameter Estimation for Overlapping Radar Signals

1) Evaluation Metric: To quantify the estimation perfor-
mance, normalized mean squared error (NMSE) is adopted as
the evaluation indicator

NMSE = - S 1)? 21

== Zj (i /m; — 1) @1

where m; represents the estimated parameter for the ith

iteration of Monte Carlo experiments and m; is the actual

value of the parameter. R = 100 is the number of Monte
Carlo experiments conducted for each value of SNR.

2) Baseline Methods: To demonstrate the estimation perfor-
mance of the JSLCNN, several existing methods are adopted
as baselines.

Hough [16], [17]: Hough transform is applied to estimate
the parameter of straight lines in the pseudo-Wigner—Ville
distribution (PWVD) image of LFM signals. The position of
the maximum value in PWVD is adopted to calculate f,.
Hough transform theta resolution is set as a coarse 1° and
then fine-tuned in 0.1° resolution to detect the chirp rates.
The slice at the angle corresponding to the maximum value in
the Hough transform is utilized to estimate 7, and B.

FrFT [35]: This is a successive coarse-to-fine grid-search
method for calculating the chirp rates of overlapping LFM sig-
nals in the FrFT domain. Fractional power is set as —1:0.01:1
first to coarse search, and then, power resolution is changed to
0.001. 7, and B are computed based on the distance between
peaks in FrFT. f, is determined by FrFT of signal with a
complete 7,, without offset. Offset is searched in 7, by the
maximum of FrFT.

SVD-IRT [31], [32]: This method adopts IRT to transform
a 2-D sinusoidal pattern in TFI into a single point in a
2-D plane to estimate the parameter of SFM signals. SVD

was utilized to compute 7,,. The S-method is selected as a
time—frequency representation. f, is obtained by the projection
of TFI on the frequency axis. The energy distribution of an
SFM signal is shifted to the center of TFI to perform IRT to
obtain B.

SVD-MLE [8], [33]: SVD is utilized to search T,, of SFM
signals and adopts MLE to calculate B and f.. Then, the
calculated parameters are applied to reconstruct the compo-
nent. After removing the reconstructed component from the
overlapping signal, the same procedure is repeated to estimate
the remaining SFM components.

Zhao, Atlas, and Marks (ZAM) [22]: This is a time—
frequency representation of ZAM distribution-based method
to estimate the code rate and f. of BPSK signals from the
negative peaks of the ZAM.

Considering that a few studies focus on parameter estima-
tion of Frank signals and Frank signals share several similar
characteristics to LFM signals [20], [21], we utilize Hough and
FrFT to estimate the parameters of Frank signals as baselines.

3) Signal Case: To verify the validity of the proposed
JSLCNN, we generate three different monocomponent signals
for each type of modulation as follows.

LFM: The signal LFM case 1 (LFM_1) has the parameters
{Tn, fe, B, 9o} = {1.25 us, 80 MHz, 80 MHz, = }. LFM_2
has the parameters {1.5 us, 100 MHz, 40 MHz, 27/3}. LEM_3
has the parameters {1.75 us, 120 MHz, 70 MHz, 77/10}.

SFM: SFM_1 has the parameters {T,,, f., B, o} = {1.3 us,
90 MHz, 60 MHz, r/4}. SEM_2 has the parameters {1.55 us,
110 MHz, 50 MHz, =/4}. SFM_3 has the parameters {1.8 us,
130 MHz, 70 MHz, n/4}.

BPSK: BPSK_1 has the parameters {7,,, f., code type,
w0} = {1.25 us, 70 MHz, BARKER-5, 7 }. BPSK_2 has the
parameters {1.75 us, 110 MHz, BARKER-7, 7 }. BPSK_3 has
the parameters {1.65 us, 150 MHz, BARKER-11, 7 }.

FRANK: FRANK_1 has the parameters {T,,, f., Ny, @0} =
{1.375 us, 110 MHz, 5, 27/5}. FRANK_2 has the parameters
{1.8 us, 80 MHz, 6, 7/2}. FRANK_3 has the parameters
{1.225 us, 50 MHz, 7, 7 }.

To further illustrate the success of the JSLCNN for over-
lapping signals, multicomponent signals are constructed by
overlapping above monocomponent signals. Case 1 is a
three-component signal overlapped by LFM_1, LFM_2, and
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TABLE III
ESTIMATION PERFORMANCE FOR MONOCOMPONENT SIGNALS
Signal Method -6 dB -4 dB -2dB 0dB 2 dB 4 dB 6 dB 8 dB 10 dB
JSLCNN 1.34e-4 8.99¢-5 6.35e-5 5.29e-5 5.16e-5 4.57e-5 4.26e-5 4.17e-5 4.19¢-5
LFM FrFT 9.15¢-3 1.05¢-4 8.15e-5 8.37e-5 7.40e-5 7.33e-5 6.87¢-5 6.77e-5 6.81e-5
Hough 3.32¢-1 2.98e-1 2.57e-1 2.34e-1 3.57e-2 5.76e-3 5.96e-3 5.34e-3 541e-3
JSLCNN 3.60e-5 2.33e-5 1.95e-5 1.75e-5 1.68e-5 1.61e-5 1.60e-5 1.62e-5 1.64e-5
SFM SVD-MLE 9.80e-3 7.01e-3 3.67e-3 6.51e-5 1.36e-5 9.41e-7 8.76e-7 8.38e-7 8.25e-7
SVD-IRT 3.15e-3 3.74e-5 3.19e-5 2.86e-5 2.82e-5 2.71e-5 2.68e-5 2.66¢-5 2.55¢-5
BPSK JSLCNN 6.10e-5 4.68¢-5 3.67e-5 3.1e-5 2.90e-5 2.77e-5 2.56e-5 2.46e-5 2.54e-5
ZAM 1.48e-1 5.23e-2 8.16e-3 1.76e-4 8.98e-5 7.27¢-5 6.91e-5 6.87¢-5 6.68¢-5
JSLCNN 2.43e-4 1.50e-4 1.02e-4 1.08e-4 1.04e-4 1.00e-4 9.69¢-5 9.45¢-5 9.41e-5
FRANK FrFT 4.23e-2 2.30e-2 1.85e-2 1.64¢-2 1.25¢-2 8.85¢-3 4.32¢-3 2.32¢-3 1.96e-3
Hough 2.91e-1 2.36e-1 1.09¢-1 2.44e-2 2.28e-2 1.68-2 5.29¢-3 9.98e-3 8.16e-3
TABLE IV
COMPARISON OF TIME COST OF EACH APPROACH
Approach JSLCNN FrFT Hough SVD-MLE IRT 7ZAM
Time consuming (s) 4.21e-2 7.07e-1 1.34e-1 5.33 4.34 3.87e-1
TABLE V
NMSE OF ESTIMATION FOR OVERLAPPING SIGNALS
Signal Metric Method -2 dB 0dB 2 dB 4 dB 6 dB 8 dB 10 dB
Fe NMSE JSLCNN 1.37e-4 1.02e-4 7.90e-5 7.29¢-5 6.99¢-5 7.72¢-5 8.11e-5
— FrFT 2.79¢-3 1.56¢-3 3.99¢-4 2.26e-4 1.27e-4 1.32¢-4 1.21e-4
JSLCNN 1.21e-3 9.69¢-4 6.00e-4 4.33e-4 3.51e-4 3.48e-4 2.90e-4
CASEI B_NMSE FrFT 4.70e-2 1.88e-2 9.48e-5 7.82e-5 5.32e¢-5 5.65e-5 4.45¢e-5
Tm NMSE JSLCNN 7.54e-4 4.67e-4 3.32¢e-4 2.64e-4 2.27e-4 1.89¢-4 1.82¢-4
— FrFT 1.88e-2 4.35e-3 1.03e-5 1.29e-5 7.47e-6 6.19¢-6 6.08e-6
Fe NMSE JSLCNN 6.44e-5 6.08e-5 5.29e-5 4.96e-5 5.15e-5 4.99¢-5 5.02e-5
— SVD-MLE 9.04e-4 1.09e-3 6.99¢-4 2.49¢-4 4.46¢-3 1.43e-3 7.40e-7
JSLCNN 3.30e-4 2.49¢-4 1.50e-4 1.07e-4 1.02¢-4 7.12e-5 6.10e-5
CASE2 B_NMSE SVD-MLE 2.24¢-3 2.07¢-3 1.46¢-3 4.22e-4 2.00e-2 2.44e-5 5.21e-6
Tm NMSE JSLCNN 1.37e-4 1.39¢-4 1.55e-4 1.75e-4 1.88e-4 1.89¢-4 1.86¢-4
- SVD-MLE 4.14¢-3 2.65¢e-3 2.17e-4 8.47e-4 9.16e-5 4.81e-7 4.44e-7
CASE3 Fc NMSE JSLCNN 4.42¢-5 4.41e-5 4.28e-5 4.17e-5 4.11e-5 4.05e-5 4.05e-5
Tm/Ts NMSE JSLCNN 1.20e-4 6.58e-5 3.79e-5 2.38e-5 1.50e-5 1.11e-5 8.04e-6
Fe NMSE JSLCNN 9.97e-4 3.86e-4 2.45e-4 1.64e-4 1.45¢e-4 1.47e-4 1.54e-4
- FrFT 1.41e-1 1.30e-1 9.88e-2 1.06e-1 8.76e-2 8.35e-2 8.52e-2
JSLCNN 4.79e-4 1.96e-4 1.53e-4 1.08e-4 8.97e-5 6.22¢-5 3.73e-5
CASE4 Tm_NMSE FrFT 9.18e-2 9.09e-2 9.90e-2 8.91e-2 8.37e-2 8.58e-2 8.33e-2
JSLCNN 4.79e-4 1.96e-4 1.53e-4 1.08e-4 8.97e-5 6.22¢-5 3.73e-5
Ts NMSE FrET \ \ \ \ \ \ \

LFM_3. Case 2 is a three-component signal overlapped by
SFM_1, SFM_2, and SFM_3. Case 3 is a three-component sig-
nal overlapped by BPSK_1, BPSK_2, and BPSK_3. Case 4 is a
three-component signal overlapped by FRANK_1, FRANK 2,
and FRANK_3. Case 5 is a four-component signal overlapped
by LFM_1, SFM_1, BPSK_1, and FRANK 1.

4) Performance for Monocomponent Signals: The average
NMSEs for monocomponent LFM ( f,, B, and T,,), SFM (f,,
B, and T,,), BPSK (f, and T), and Frank (f, and 7,,) signals
employing the JSRCNN and baselines are shown in Table III.
The performance of monocomponent signals utilizing the
developed JSRCNN is overall better than baselines. SVD-mse
better estimates the parameters of SFM signals under high
SNRs, while the JSLCNN reveals more robustness under
intense noise. Table IV shows the time cost of various systems.
The total computation time, including the generation of STFT
and the inference of the JSLCNN, of the proposed method is
4.21e72% s, which is remarkably fast than all baselines.

To sum up, the designed JSLCNN provides a generic
parameter estimation method for multiple types of signals and
achieves outstanding overall results compared with algorithms
specially designed for certain types of signals. Furthermore,
the JSLCNN gives a significant real-time performance boost.

5) Performance for Overlapping Signals: To further exam-
ine the capabilities of the JSLCNN for overlapping signals,
we have carried out 100 Monte Carlo experiments from —2 to
10 dB at intervals of 2 dB for overlapping LPI radar signals.

Table V shows the estimation performance for three-
component signals. Compared to FrFT, the JSRCNN is supe-
rior in computing f, and more robust in estimating 7,, and
B. In addition, FrFT needs to execute three times estimations
for signals with various chirp rates, while the JSLCNN still
maintains the same calculation time for overlapping signals as
that for single-component signal. Hough will fail in estimat-
ing parameters of overlapping signals because multicompo-
nent cross-product terms in PWVD restrict its applications.
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TABLE VI
NMSE OF ESTIMATION FOR OVERLAPPING SIGNALS CASE 5
Constituent Metric Method -2dB 0dB 2dB 4 dB 6 dB 8 dB 10dB
Fc_NMSE 6.67e-4 4.08e-4 1.41e-4 1.42e-4 1.45e-4 1.54e-4 1.91e-4
LFM B_NMSE JSLCNN 2.6le-3 2.00e-3 2.06e-3 1.46e-3 1.68e-3 1.49e-3 1.44e-3
Tm NMSE 1.22¢-3 4.62¢-4 4.92e-4 4.04e-4 4.38e-4 6.17e-4 8.05e-4
Fc_ NMSE 1.31e-4 1.02e-4 6.79¢-5 8.31e-5 6.62e-5 6.93e-5 7.44e-5
SFM B_NMSE JSLCNN 1.91e-3 9.92e-4 5.18e-4 3.42e-4 2.36e-4 1.98e-4 1.42e-4
Tm_NMSE 5.53e-4 3.94e-4 4.09¢-4 5.46e-4 5.86e-4 6.57e-4 7.67e-4
Fc_ NMSE 2.51e-3 1.23e-3 7.55e-4 3.38¢-4 2.78e-4 3.24e-4 2.58e-4
FRANK Tm/Ts NMSE JSLCNN 4.79¢-4 2.33e-4 1.58e-4 5.02e-5 3.94e-5 3.34e-5 2.80e-5
Fc_ NMSE 4.70e-1 3.00e-1 4.0le-2 9.68e-5 1.0le-2 9.54e-5 9.48e-5
BPSK Tm/Ts NMSE JSLCNN 4.74e-1 3.05e-1 4.29¢-2 1.14e-3 1.07e-2 1.16e-4 5.92e-5
0.4 . . . . . .
time as single-component signals. Desirable estimation perfor-
T 03 mance and outstanding real-time capability further validate the
% superiority of the designed JSLCNN.
= 02 6) Estimation Performance Against PR: Given the masking
§ problem between strong and weak signals, estimation experi-
2 0.1 ments on two-component signals with different PRs are carried
“— .
out to verify the robustness of the JSLCNN. LFM_1, SFM_1,
0 BPSK_1, and FRANK_1 are mixed in pairs to form six sets
1 2 3 4 of two-component signals. To better investigate the influence
time(us) of PR, the SNR is fixed at 20 dB to suppress the effect of
Fig. 11. TFI of the four-component signal at the SNR of 10 dB. noise. The variation range of PR is set from —9 to 9 dB at

Estimation-and-elimination-based SVD-MLE leads to better
recognition under high SNR, while the JSLCNN performs
more robustly. Computational efficiency is another advan-
tage for the JSLCNN compared with cyclically executed
SVD-MLE. For SVD-IRT, signal energy distribution must be
in the center of TFI. However, for overlapping SFM signals,
especially in the case of frequency aliasing, it is difficult
to use SVD-IRT to calculate f. of each component. ZAM
suffers difficulties in locating f, for each component and can
hardly estimate the parameter of overlapping BPSK signals.
The proposed JSLCNN maintains an NMSE less than 4.5¢ 7>
from —2 to 10 dB for the estimation of f,. The JSLCNN can
also compute T, with an NMSE less than 6.58¢> when the
SNR is over 0 dB, which is beyond the capability of ZAM.
The JSLCNN outperforms FrFT for all SNRs when computing
parameters of three-component signals overlapped by Frank
signals.

Table VI shows the estimation performance for four-
component signals in Case 5. The TFI of the overlapping
signal at the SNR of 10 dB is shown in Fig. 11. The
energy distributions of the four components are aliased
together, which dramatically increases the analysis difficulty.
Facing these overlapping signals, all baselines fail, while
the proposed JSLCNN can still calculate parameters accu-
rately. Parameter estimation results for each component are
nearly positively related to SNRs. Estimation performances
for SFM, BPSK, and Frank signals are better than that of
LFM signals. This is mainly because the energy distribution
of the LFM signals suffers from more sabotage by other
components.

Generally, the JSLCNN provides a better estimation for
overlapping signals while maintaining the same computational

intervals of 3 dB. The NMSE for signal components that are
not detected will be set to 1; 100 Monte Carlo experiments are
conducted under each PR. It can be seen from Table VII that as
the power difference between components gradually increases,
the estimation results will also become worse. Overall, the
system can maintain desirable estimation performance when
the PR is from —6 to 6 dB. Experimental results show that
the proposed method can deal with the masking problem to a
certain degree.

C. Ablation Studies

This section illustrates the validity of the FRB and the
necessity of DJL. The testing data are the same as in
Section IV-A3. In the JSLCNN, the loss weight of FRB is
set as [0.83, 0.5 0.33, 0.16, 0.09], which is adjusted every ten
epochs. The loss weights of FRB and the analysis network
are equal in the JSLCNN without DJL. The recognition
performance in the absence of FRB and DJL is shown in
Fig. 12. The best performance is degraded when FRB or DJL
is excluded. It can be observed that DJL. makes a more positive
impact on the recognition results, boosting about 1%—-2%,
while FRB seems slightly weaker. This is because the equal
weights of FRB and the analysis network make the network
learn two objectives at the same time instead of focusing more
on analysis.

Fig. 13 presents the estimation performance for four-
component signals Case 5 without FRB and DJL. Results show
that FRB brings about a more robust estimation even in the
absence of DJL. FRB can remove the destructive influence of
noise and provide a purer feature representation, contributing
to boundary regression. DJL further enhances the robustness
of the estimation by allocating more attention to the analysis
subnet. In addition, the recovery subnetwork is activated only
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TABLE VII
NMSE OF ESTIMATION AGAINST PR

PR -9dB -6 dB -3dB

0dB 3dB 6 dB 9dB

NMSE 4.20e-2 1.88e-4 1.05e-4

9.20e-5 1.05e-4 1.97e-4 4.20e-2
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Fig. 12. Recognition performance in the absence of FRB and DJL.
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Fig. 13. Estimation performance in the absence of FRB and DJL.

in the training process to assist in the generation of clean
features, which does not add any parameters and computation
costs in the test phase. Namely, the above performance boost
is realized at no cost.

V. CONCLUSION

Analysis of each constituent in the overlapping signal is a
crucial ingredient in modern electronic reconnaissance. This
article reframes overlapping LPI signal analysis as a semantic
learning task, straight from TFIs to parameter estimation and
modulation classification based on shared features. Mean-
while, a feature recovery subnetwork is jointly optimized to
enhance the clarity of features at no computational cost.

Extensive experiments compared with other modulation
identification and parameter estimation approaches have been
carried out to reveal the validity and superiority of the
developed JSLCNN. According to the results of compara-
tive experiments, the following conclusions can be drawn.
1) the JSLCNN has desirable extensibility to recognize unseen
signal combinations, eliminating dependence on covering all
possible signal combinations; 2) the JSLCNN avoids perfor-
mance degradation under unknown jamming and the robust-
ness to unknown interferences makes the JSLCNN more
practical.; and 3) the regression-based JSLCNN realizes a
better real-time and generalized performance on parameter
estimation.

Nevertheless, further work is needed to improve the pro-
posed JSLCNN from the following aspects.

1) JSLCNN relies on considerable training samples. The
improved method driven by the small sample data should
be explored.

2) JSLCNN can reject several unknown jamming sig-
nals. However, modern electronic reconnaissance also
requires the system to identify unknown categories when
the corresponding labels are progressively received. Fur-
ther research on incrementally learning of recognition
systems should be investigated.

3) For the practical deployment of the JSLCNN, we will
attempt to validate the developed approach on deep
learning chips and hardware platforms.
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