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{andrzej.przybyl,jacek.szczypta}@iisi.pcz.pl
2 School of Electrical and Electronic Engineering,

Nanyang Technological University, Singapore, Singapore
elpwang@ntu.edu.sg

Abstract. PID-based controller structures are typically used in indus-
trial control systems. However, in different areas the controller structures
are slightly different. The differences are due to the modifications intro-
duced by the expert. Expert, based on his experience and on trial-and-
error method, adjusts the initial controller structure in order to obtain
a better quality of control. In this paper a method based on an evolu-
tionary algorithm is proposed. Usage of the proposed method makes this
difficult and time consuming task easier and faster.

1 Introduction

In the literature there are presented various approaches to design of control sys-
tem. Typically the following approaches are considered: controllers based on the
combination of linear correction terms [37], e.g. PID controllers [29] (option-
ally with gain scheduling algorithm, with feed-forward path or with additional
low-pass filters [35]), state feedback controllers [42], nonlinear controllers based
on computational intelligence and hybrid controllers which combine approaches
from other groups. However, in practice PID controllers (see e.g. [4]) are most
commonly used. It results from a general knowledge of how they work and their
relatively simple implementation in a microprocessor-based control system.

During controller design, engineer can modify PID parameters (i.e. tune con-
troller) and he performs it if the need arises. It is important to point out that
controller tuning is a difficult and time consuming process. Moreover, engineer
based on his experience can modify the controller structure by means of trial-
and-error method in order to obtain a better quality of control. Modification of
controller structure causes the process of controller design much more difficult.
Exemplary PID-based controller structures which were affected by this modifi-
cation are shown in Fig. 1. The presented controllers, despite the differences in
the structure, are used to perform the same control task, i.e. follow-up position
control in the CNC machine tool [29], [41].

How we can see, the presented structures are slightly different. This is because
there is no common and proved knowledge regarding which structure is superior
and should be applied rather than others.
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Despite the fact that knowledge regarding control theory is widespread and
well developed, the analytically obtained controller structures do not sufficiently
take into account the impact of various disturbances (measurement, process,
control, etc.) which are common in the real world. As a result, the common rule is
that the human expert basing on his experience and applying the trial-and-error
method have to improve the initial controller in order to obtain the satisfactory
quality of control. In this paper it is proposed a method which allow to do this
difficult and time consuming task automatically using an evolutionary algorithm
(see e.g. [17,23,24,25,33,34,56,60]). In the literature thera are also many other
nature-inspired algorithms, e.g. swarm algorithms (see [2,18,20,21,39]), however
in this case classic evolutionary algorithm performs very well.

In our previous work [53] we dealt with the evolutionary selection (see e.g.
[36,38,51]) of the structure and parameters of the control system (Fig. 2). The
results encouraged us to develop a new approach. In this paper we propose a
method for constructing more complex control systems. In this new approach we
use first order infinite impulse response (IIR) input filters and extra feedforward
paths (Fig. 3) in addition to standard PID blocks, which are typically used in a
complex controller structure.

Pleasenote that theproposedmethodcanbe successfully applied to all optimiza-
tion problems which require not only parameters selection but also structure selec-
tion, e.g. structure selection of fuzzy systems (see e.g. [6,7,30]), neuro-fuzzy systems
(see e.g. [11,14,16,15,47,49,50]), type-2 fuzzy systems (see e.g. [5,19,27,52]). Pro-
posed algorithmmaybe also used inmodelling (see e.g. [8,10,12,13,22,26,40,44,48])
and pattern recognition issues (see e.g. [43,45,55,57,58,59]).

This paper is organized into 4 sections. Section 2 contains an idea of using evo-
lutionary method for optimization of the controller structure. Simulation results
are presented in Section 3. Conclusions are drawn in Section 4.

2 Evolutionary Method for Designing the New
Representation of the Controller Structure

In proposed method full controller (with its structure and parameters) is encoded
in a single chromosome Xch. Chromosome Xch is described as follows:

Xch =
{
Xpar

ch ,Xred
ch

}
, (1)

where Xpar
ch is a chromosome encoding correction term parameters, Xred

ch is a
chromosome encoding CB connection. Chromosome Xpar

ch is described as follows:

Xpar
ch =

(
a1,K1

P , T
1
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1
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D, . . . , ff1, . . . , ff4

)

=
(
Xpar

ch,1, X
par
ch,2, . . . , X

par
ch,L

)
,

(2)

where a1,K1
P , T

1
I , T

1
D, . . . , ff1 . . . , denotes control system parameter values,

ch = 1, .., Ch, denotes index of the chromosome in the population, Ch denotes a
number of chromosomes in the population, L denotes length of the chromosome
Xpar

ch . Chromosome Xred
ch is described as follows:
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Fig. 1. Different controller structures a), b), c) used in industrial systems and d) com-
mon part of the PMSM servo-drive controller structure

Fig. 2. Proposed idea of optimizing the controller using the evolutionary algorithm
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Xred
ch =

(
Xred

ch,1, X
red
ch,2, . . . , X

red
ch,L

)
, (3)

where every gene Xred
ch,g ∈ {0, 1}, ch = 1, .., Ch, g = 1, .., L, decides if relevant

part of control system occurs in control process (relevant gene Xred
ch,g = 1).

The steps of the method used in this paper are the same as in typical evolu-
tionary algorithm ([3,9,28,31,32,46,54]). The evolutionary algorithm is a method
of solving problems (mainly optimization problems) which is based on natural
evolution. Evolutionary algorithms are searching procedures based on the nat-
ural selection and inheritance mechanisms. Steps of the method are following:
chromosomes initialization, chromosomes evaluation, stop condition checking,
chromosomes selection, chromosomes crossover, mutation and repair, offspring
population generation. For more details see our previous papers, e.g. [53].

3 Simulations Results

3.1 Controlled Object

In our simulations it was considered a problem of design controller structure and
parameters tuning for servo-drive with PMSM motor [1]. PMSM was modelled
in a discrete form with time step Ts=10 μs and in state space representation as
follows:
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(4)
where id, iq, ω and θ are PMSM motor state variables, ud, uq is the input
vector, id, iq is the output vector. θ is angular position of the rotor flux, ω is
its angular velocity. The id, iq are direct and quadrature components (in a rotor
reference frame) of electrical currents in the motor windings, while ud, uq are
electrical voltages applied to the motor terminals. The motor model parameters
are: R=1.456 Ω, L=0.008 H, λm=0.175 V·s, J=0.06 kg·m, F=0.001 N·m·s, and
P=3.

Initial values of state variables ( id, iq, ω and θ) were set to zero. Simulation
was carried out for time interval of 1.5s. A shape of the reference signal for
the follow-up position control in the simulation with servo-drive controller was
defined as follows

θ∗ = 100 ·
(
1 + sin

(
t

1.5
·Π − Π

2

))
, (5)

and it is also presented in Fig. 4. According to practical reasons (i.e. the physical
limitation of the actuators) output signal of each CB was limited. Output of CB1,
CB2, CB3 and CB4 was limited to values 100 rad/s, 20 A, 350 V and 350 V
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Fig. 4. Angular position (θ) and velocity (ω) reference values

respectively. Moreover, limited resolution of position and motor current sensors
was the cause of quantization for the input signals ( θ, ω, id and iq) to values
0.628·10−3rad (10000 pulse per rev.), 0.314 rad/s, 0.01 A and 0.01 A (4096 ADC
voltage levels) respectively. Quantization resolution for the output signal ( u∗

d

and u∗
q) was set to value 0.07V (5000 levels) because of the limited resolution of

the pulse width modulation (PWM) module. Time interval between subsequent
controller activations was set to 100 μs which is a reasonable value for today
microprocessor systems.

3.2 Controller Design

Initial controller definition is presented in Fig. 3. Search range for parame-
ters contained inside each CB block (a,KP , TI , TD) and for feedforward gain
(ff) was set experimentally. Search ranges were set as follows: KP=<0,300>,
TI=<10−6,1>, TD=<0,10−3>, a=<0.1,1> and ff=<0,200>. On the basis of
the assumption of the vector control algorithm symmetry, the values of the CB4

block parameter were copied from the values obtained for block CB3 and there-
fore they were not tuned separately.

3.3 Hybrid Evolutionary Algorithm

Controller structure definition and parameter tuning were performed using hy-
brid evolutionary algorithm. Algorithm was executed with following settings: the
number of chromosomes in the population was set to 50, the algorithm performs
5000 steps (generations), the crossover probability was set as 0.99, the muta-
tion probability was set as 0.3, the mutation intensity was set as 0.3. the fitness
function with weights was defined as follows:

ff(Xch) =

(
MSE1

ch · w1 +MSE2
ch · w2 +MSE3

ch · w3 +MSE4
ch · w4+

os
uq

ch · wos

)
. (6)

MSE1
ch error function of the ch chromosome is described by the following for-

mula:

MSEp
ch =

1

N
·

N∑

j=1

(epch,j)
2
, (7)
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Fig. 5. The process of controller structure search by means of the evolutionary algo-
rithm
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Fig. 6. Controller structure obtained by means of hybrid evolutionary algorithm

Table 1. Parameter values of CB terms obtained by means of hybrid evolutionary
algorithm

K1
P T 1

I T 1
D a1 K2

P a2

38.48 175.4 · 10−6 623.0 · 10−6 0.6015 29.80 0.0796
K3

P T 3
I T 3

D a3 ff3

48.77 29.59 · 10−6 735.4 · 10−6 0.6891 1.977

where ep denotes error value on CBp input, j = 1, . . . , N , denotes sample index,
N denotes the number of samples, p = 1. . . . , 4 denotes CB-index, and e1ch,j is
defined as follows:

e1ch,j = θ∗j − θch,j, (8)

while e2ch,j, e
3
ch,j, e

4
ch,j are defined as it is shown in Fig. 3. Value of the os

uq

ch,j is
defined as a number of oscillations of the signal uq, which is feed to the actuator.
Existence of large number of oscillation with amplitude higher than experimen-
tally chosen value can cause negative increase of the noise level generated by the
PMSM motor. The number of oscillations should be reduced.

The fitness function weights were set as follows: w1=194.4, w2=33.43,
w3=1229, w4=62518 and wos=4.383·10−4. Process of controller structure search
is presented in Fig. 5.
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3.4 Search Results

Controller structure obtained by means of hybrid evolutionary algorithm is pre-
sented in Fig. 6. Parameters of structure obtained by means of hybrid evolu-
tionary algorithm are presented in Table 1, while its performance is presented
in Fig. 7.

Control problem presented in this paper confirms application of one (ff3)
feed-forward path, as presented in controller structure in Fig. 3. Values of pa-
rameters a1, a2 and a3 lower than one confirm application of first order IIR filter.

As we can see in Fig. 7.a, the position error (e1) is relatively high, i.e. about
0.1 rad. In some applications it can be an unacceptable value. However, it was
confirmed by the experiment that it is possible to reduce the position controller
error to level as low as 0.002 rad. This can be obtained by proper setting of
fitness function weight (w1, . . . , w5), although it causes an negative increase of
the noise level generated by the PMSM motor. Setting of mentioned weights
relies on the human designer of the control system.

Simulation results can be summarized as follows: quality of evolutionary de-
signed controller structure as presented in Fig. 7 is acceptable. Obtaining and
tuning of similar controller structure by means of typical methods would be
daunting.
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4 Summary

In this paper the approach to selection of controller structure equipped with
feed-forward signals and filter terms by means of hybrid evolutionary algorithm
was suggested. In performed simulations the correctness of suggested method
was confirmed.
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on the basis of the decision number DEC-2012/05/B/ST7/02138.

References
1. Abdie, H.: Master degree thesis: Observer based Speed Control of PMSM using

TMS320F2812 DSP. Addis Ababa University
2. Aghdam, M.H.: An improved ant colony optimization algorithm and its applica-

tion to text-independent speaker verification system. Journal of Artificial Intelli-
gence and Soft Computing Research 2(4) (2012)

3. Arabgol, S., Ko, H.S.: Application of artificial neural network and genetic algo-
rithm to healthcare waste prediction. Journal of Artificial Intelligence and Soft
Computing Research 2(4) (2012)

4. Astrom, K.J., Hagglund, T.: PID Controllers: Theory, Design, and Tuning. In-
strument Society of America: Research Triangle Park (1995)

5. Bartczuk, Ł., Dziwiński, P., Starczewski, J.T.: New Method for Generation Type-
2 Fuzzy Partition for FDT. In: Rutkowski, L., Scherer, R., Tadeusiewicz, R.,
Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2010, Part I. LNCS(LNAI), vol. 6113,
pp. 275–280. Springer, Heidelberg (2010)

6. Bartczuk, Ł., Przybył, A., Dziwiński, P.: Hybrid State Variables-Fuzzy Logic Mod-
elling of Nonlinear Objects. In: Rutkowski, L., Korytkowski, M., Scherer, R.,
Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2013, Part I.
LNCS(LNAI), vol. 7894, pp. 227–234. Springer, Heidelberg (2013)

7. Bartczuk, Ł., Dziwiński, P., Starczewski, J.T.: A new method for dealing with
unbalanced linguistic term set. In: Rutkowski, L., Korytkowski, M., Scherer, R.,
Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2012, Part I. LNCS,
vol. 7267, pp. 207–212. Springer, Heidelberg (2012)

8. Bartczuk, Ł., Przybył, A., Koprinkova-Hristova, P.: New method for nonlinear
fuzzy correction modelling of dynamic objects. In: Rutkowski, L., Korytkowski, M.,
Scherer, R., Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2014, Part
I. LNCS(LNAI), vol. 8467, pp. 169–180. Springer, Heidelberg (2014)

9. Chen, M., Simone, A., Ludwig, S.A.: Particle swarm optimization based fuzzy
clustering approach to identify optimal number of clusters. Journal of Artificial
Intelligence and Soft Computing Research 4(1) (2014)

10. Cpałka, K., Łapa, K., Przybył A., Zalasiński, M.: A new method for designing
neuro-fuzzy systems for nonlinear modelling with interpretability aspects. Neuro-
computing 135, pp. 203–217 (2014)

11. Cpałka, K.: On evolutionary designing and learning of flexible neuro-fuzzy struc-
tures for nonlinear classification. In: Nonlinear Analysis Series A: Theory, Methods
and Applications, vol. 71, pp. 1659–1672. Elsevier (2009)

12. Cpałka, K., Rebrova, O., Nowicki, R., Rutkowski, L.: On design of flexible neuro-
fuzzy systems for nonlinear modelling. Int. Journal of General Systems 42(6),
706–720 (2013)



Optimization of Controller Structure Using Evolutionary Algorithm 269

13. Cpałka, K., Rutkowski, L.: Flexible Takagi-Sugeno Fuzzy Systems. In: Proceed-
ings of the International Joint Conference on Neural Networks 2005, Montreal,
pp. 1764–1769 (2005)

14. Cpałka, K., Rutkowski, L.: A New Method for Designing and Reduction of Neuro-
fuzzy Systems. In: Proceedings of the 2006 IEEE International Conference on
Fuzzy Systems (IEEE World Congress on Computational Intelligence, WCCI
2006), Vancouver, BC, Canada, pp. 8510–8516 (2006)

15. Cpałka, K., Zalasiński, M.: On-line signature verification using vertical signature
partitioning. Expert Systems with Applications 41, 4170–4180 (2014)

16. Cpałka,K.,Zalasiński,M.,Rutkowski,L.:Newmethod for theon-line signatureveri-
fication based on horizontal partitioning. Pattern Recognition 47, 2652–2661 (2014)

17. Fogel, D.B.: Evolutionary Computation: Toward a New Philosophy of Machine
Intelligence, 3rd edn. IEEE Press, Piscataway (2006)

18. Dziwiński, P., Bartczuk, Ł., Starczewski, J.T.: Fully controllable ant colony sys-
tem for text data clustering. In: Rutkowski, L., Korytkowski, M., Scherer, R.,
Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) SIDE 2012 and EC 2012.
LNCS, vol. 7269, pp. 199–205. Springer, Heidelberg (2012)

19. Dziwiński, P., Starczewski, J.T., Bartczuk, Ł.: New linguistic hedges in con-
struction of interval type-2 fls. In: Rutkowski, L., Scherer, R., Tadeusiewicz, R.,
Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2010, Part II. LNCS(LNAI), vol. 6114,
pp. 445–450. Springer, Heidelberg (2010)

20. Dziwiński, P., Bartczuk, Ł., Przybył, A., Avedyan, E.D.: A New Algorithm
for Identification of Significant Operating Points Using Swarm Intelligence. In:
Rutkowski, L., Korytkowski, M., Scherer, R., Tadeusiewicz, R., Zadeh, L.A.,
Zurada, J.M. (eds.) ICAISC 2014, Part II. LNCS(LNAI), vol. 8468, pp. 349–362.
Springer, Heidelberg (2014)

21. El-Abd, M.: On the hybridization on the artificial bee colony and particle swarm
optimization algorithms. Journal of Artificial Intelligence and Soft Computing
Research 2(2), 147–155 (2012)

22. Gałkowski, T., Rutkowski, L.: Nonparametric fitting of multivariate functions.
IEEE Trans. Automatic Control 31(8), 785–787 (1986)

23. Gabryel, M., Cpałka, K., Rutkowski L.: Evolutionary strategies for learning of
neuro-fuzzy systems. In: I Workshop on Genetic Fuzzy Systems, Granada, pp.
119–123 (2005)

24. Gabryel, M., Rutkowski, L.: Evolutionary Learning of Mamdani-Type Neuro-fuzzy
Systems. In: Rutkowski, L., Tadeusiewicz, R., Zadeh, L.A., Żurada, J.M. (eds.)
ICAISC 2006. LNCS (LNAI), vol. 4029, pp. 354–359. Springer, Heidelberg (2006)

25. Gabryel, M., Rutkowski, L.: Evolutionary methods for designing neuro-fuzzy mod-
ular systems combined by bagging algorithm. In: Rutkowski, L., Tadeusiewicz, R.,
Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2008. LNCS (LNAI), vol. 5097,
pp. 398–404. Springer, Heidelberg (2008)

26. Greblicki, W., Rutkowska, D., Rutkowski, L.: An orthogonal series estimate of
time-varying regression. Annals of The Institute of Statistical Mathematics 35(2),
215–228 (1983)

27. Greenfield, S., Chiclana, F.: Type-reduction of the discretized interval type-2 fuzzy
set: approaching the continuous case through progressively finer discretization.
Journal of Artificial Intelligence and Soft ComputingResearch 1(3), 183–193 (2011)

28. Guderian, F., Schaffer, R., Fettweis, G.: Administration- and communication-
aware ip core mapping in scalable multiprocessor system-on-chips via evolutionary
computing. Journal of Artificial Intelligence and Soft Computing Research 2(2)
(2012)



270 A. Przybył et al.

29. iTNC 530, The Versatile Contouring Control for Milling, Drilling, Boring Ma-
chines and Machining Centers, Information for the Machine Tool Builder

30. Kroll, A.: On choosing the fuzziness parameter for identifying TS models with
multidimensional membership functions. Journal of Artificial Intelligence and Soft
Computing Research 1(4), 283–300 (2011)

31. Lobato, F.S., Steffen Jr., V.: A new multi-objective optimization algorithm based
on differential evolution and neighborhood exploring evolution strategy. Journal
of Artificial Intelligence and Soft Computing Research 1(4), 259–267 (2011)

32. Lobato, F.S., Valder Jr., J.S., Silva Neto, A.: Solution of singular optimal con-
trol problems using the improved differential evolutionary algorithm. Journal of
Artificial Intelligence and Soft Computing Research 1(3), 195–206 (2011)

33. Łapa, K., Przybył, A., Cpałka, K.: A new approach to designing interpretable
models of dynamic systems. In: Rutkowski, L., Korytkowski, M., Scherer, R.,
Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2013, Part II.
LNCS(LNAI), vol. 7895, pp. 523–534. Springer, Heidelberg (2013)

34. Łapa, K., Zalasiński, M., Cpałka, K.: A new method for designing and complex-
ity reduction of neuro-fuzzy systems for nonlinear modelling. In: Rutkowski, L.,
Korytkowski, M., Scherer, R., Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.)
ICAISC 2013, Part I. LNCS(LNAI), vol. 7894, pp. 329–344. Springer, Heidelberg
(2013)

35. Maggio, M., Bonvini, M., Leva, A.: The PID + p controller structure and its con-
textual autotuning, Journal of Process Control, vol. Journal of Process Control 22,
1237–1245 (2012)

36. Michalewicz, Z.: Genetic Algorithms + Data Structures = Evolution Programs.
Springer (1999)

37. Ogata, K.: Modern Control Engineering. Prentice Hall (2001)
38. Peteiro-Barral, D., Guijarro-Berdinas, B., Perez-Sanchez, B.: Learning from het-

erogeneously distributed data sets using artificial neural networks and genetic algo-
rithms. Journal of Artificial Intelligence and Soft Computing Research 2(1) (2012)

39. Prampero, P.S., Attux, R.: Magnetic particle swarm optimization. Journal of Ar-
tificial Intelligence and Soft Computing Research 2(1) (2012)

40. Przybył, A., Cpałka, K.: A new method to construct of interpretable models of
dynamic systems. In: Rutkowski, L., Korytkowski, M., Scherer, R., Tadeusiewicz,
R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2012, Part II. LNCS, vol. 7268, pp.
697–705. Springer, Heidelberg (2012)

41. Przybył, A., Smoląg, J., Kimla, P.: Distributed Control System Based on Real
Time Ethernet for Computer Numerical Controlled Machine Tool. Przeglad Elek-
trotechniczny 86(2), 342–346 (2010) (in Polish)

42. Przybył, A., Jelonkiewicz, J.: State feedback-based control of an induction motor
in a single fixed-point DSP. In: Proceedings of the EPE-PEMC 11th International
Power Electronics and Motion Control Conference, vol. 4, pp. 260–267 (2004)

43. Rutkowski, L.: Sequential pattern-recognition procedures derived from multiple
Fourier-series. Pattern Recognition Letters 8(4), 213–216 (1988)

44. Rutkowski, L.: Application of multiple Fourier-series to identification of multivari-
able non-stationary systems. Int. Journal of Systems Science 20(10), 1993–2002
(1989)

45. Rutkowski, L.: Identification of miso nonlinear regressions in the presence of a wide
class of disturbances. IEEE Trans. Information Theory 37(1), 214–216 (1991)

46. Rutkowski, L.: Computational Intelligence. Springer (2008)



Optimization of Controller Structure Using Evolutionary Algorithm 271

47. Rutkowski, L., Cpałka, K.: Compromise approach to neuro-fuzzy systems. In:
Sincak, P., Vascak, J., Kvasnicka, V., Pospichal, J., (eds.) Intelligent Technologies
- Theory and Applications, vol. 76, pp. 85–90. IOS Press (2002)

48. Rutkowski, L., Cpałka, K.: Neuro-fuzzy systems derived from quasi-triangular
norms. In: Proceedings of the IEEE International Conference on Fuzzy Systems,
Budapest, July 26-29, vol. 2, pp. 1031–1036 (2004)

49. Rutkowski, L., Przybył, A., Cpałka, K., Er, M.J.: Online speed profile generation
for industrial machine tool based on neuro-fuzzy approach. In: Rutkowski, L.,
Scherer, R., Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2010,
Part II. LNCS(LNAI), vol. 6114, pp. 645–650. Springer, Heidelberg (2010)

50. Rutkowski, L., Przybył, A., Cpałka, K.: Novel Online Speed Profile Generation
for Industrial Machine Tool Based on Flexible Neuro-Fuzzy Approximation. IEEE
Transactions on Industrial Electronics 59(2), 1238–1247 (2012)

51. Santucci, V., Milani, A., Vella, F.: A study on the synchronization behaviour of
differential evolution and a self-adaptive extension. Journal of Artificial Intelli-
gence and Soft Computing Research 2(4) (2012)

52. Starczewski, J.T., Bartczuk, Ł., Dziwiński, P., Marvuglia, A.: Learning methods
for type-2 FLS based on FCM. In: Rutkowski, L., Scherer, R., Tadeusiewicz, R.,
Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2010, Part I. LNCS(LNAI), vol. 6113,
pp. 224–231. Springer, Heidelberg (2010)

53. Szczypta, J., Przybył, A., Cpałka, K.: Some aspects of evolutionary designing opti-
mal controllers. In: Rutkowski, L., Korytkowski, M., Scherer, R., Tadeusiewicz, R.,
Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2013, Part II. LNCS(LNAI), vol. 7895,
pp. 91–100. Springer, Heidelberg (2013)

54. Vivekanandan,P., Nedunchezhian,R.:Mining rules of concept drift using genetic al-
gorithm. Journal of Artificial Intelligence and Soft Computing Research 1(2) (2011)

55. Zalasiński, M., Cpałka, K.: Novel algorithm for the on-line signature verification.
In: Rutkowski, L., Korytkowski, M., Scherer, R., Tadeusiewicz, R., Zadeh, L.A.,
Zurada, J.M. (eds.) ICAISC 2012, Part II. LNCS, vol. 7268, pp. 362–367. Springer,
Heidelberg (2012)

56. Zalasiński, M., Cpałka, K.: Novel Algorithm for the On-Line Signature Verification
Using Selected Discretization Points Groups. In: Rutkowski, L., Korytkowski, M.,
Scherer, R., Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2013,
Part I. LNCS(LNAI), vol. 7894, pp. 493–502. Springer, Heidelberg (2013)

57. Zalasiński, M., Cpałka, K.: New approach for the on-line signature verification
based on method of horizontal partitioning. In: Rutkowski, L., Korytkowski, M.,
Scherer, R., Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2013,
Part II. LNCS(LNAI), vol. 7895, pp. 342–350. Springer, Heidelberg (2013)

58. Zalasiński, M., Cpałka, K., Er, M.J.: New Method for Dynamic Signature Veri-
fication Using Hybrid Partitioning. In: Rutkowski, L., Korytkowski, M., Scherer,
R., Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2014, Part II.
LNCS(LNAI), vol. 8468, pp. 216–230. Springer, Heidelberg (2014)

59. Zalasiński, M., Cpałka, K., Hayashi, Y.: New Method for Dynamic Signature Ver-
ification Based on Global Features. In: Rutkowski, L., Korytkowski, M., Scherer,
R., Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2014, Part II.
LNCS(LNAI), vol. 8468, pp. 231–245. Springer, Heidelberg (2014)

60. Zalasiński, M., Łapa, K., Cpałka, K.: New Algorithm for Evolutionary Selection
of the Dynamic Signature Global Features. In: Rutkowski, L., Korytkowski, M.,
Scherer, R., Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2013,
Part II. LNCS(LNAI), vol. 7895, pp. 113–121. Springer, Heidelberg (2013)


	Optimization of Controller Structure Using Evolutionary Algorithm
	1 Introduction
	2 Evolutionary Method for Designing the New Representation of the Controller Structure
	3 Simulations Results
	3.1 Controlled Object
	3.2 Controller Design
	3.3 Hybrid Evolutionary Algorithm
	3.4 Search Results

	4 Summary
	References




