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Abstract—We consider asymmetric quantum error-correcting codes that detect a single amplitude error. Both optimal additive and non-additive codes are presented.
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I. INTRODUCTION

Quantum error-correction is a vital component of devices for information processing based on quantum mechanics. There is by now a well-established connection between the class of so-called stabilizer quantum error-correcting codes (stabilizer QECC) and classical codes which are self-orthogonal with respect to a symplectic inner product, see e.g., [6]. An important subclass of QECC which are related to pairs of classical codes and the Euclidean inner product are the so-called CSS codes, named after the initial work by Calderbank and Shor [7] as well as Steane [18]. While quite often only the quantum analogues of the Hamming distance and the uniform symmetric channel are considered in the design of quantum codes, already Steane had realized that the CSS construction allows to adjust the error-correction capabilities to more realistic physical channels where an asymmetry between phase and amplitude errors is likely. This situation of asymmetric QECC (AQECC) has been further studied in about 10 years later [12], followed by code constructions based on classical codes, see e.g., [16], [19], [8].

In this work, we investigate quantum codes that can detect a single amplitude error, and which are at the same time able to correct a larger number of phase errors. Our construction is based on self-complementary binary codes and their non-binary generalization. We present a new class of classical linear codes that has the largest possible dimension, extending the results of [2]. Furthermore, we give optimal families of AQECC derived from $\mathbb{Z}_q$-linear codes, and we list the parameters of good AQECC based on non-linear codes.

II. BACKGROUND AND NOTATION

A quantum error-error correcting code $C$ is a $K$-dimensional subspace of the $n$-fold tensor product of complex vector spaces $C^n$, i.e., $C \leq (C^n)^{\otimes n}$. We will denote such a code by $C = \langle (n, K, d) \rangle$, where $d$ denotes the minimum distance of the code. If the dimension $q$ of the subsystems is a prime power, we can chose a basis $\{ |x \rangle : x \in \mathbb{F}_q \}$ of $C^n$ labeled by elements of $\mathbb{F}_q$. For $\alpha, \beta \in \mathbb{F}_q$, we define the operators

$$X^\alpha = \sum_{x \in \mathbb{F}_q} |x + \alpha \rangle \langle x|$$

and

$$Z^\beta = \sum_{y \in \mathbb{F}_q} e^{i \beta |y|} |y\rangle \langle y|,$$

where $\omega_p = \exp(2\pi i/p)$ is a complex primitive $p$th root of unity and $q = p^t$. The operators $X^\alpha$ and $Z^\beta$ correspond to amplitude and phase errors, respectively. General errors can be modeled as products and linear combinations of tensor products of the operators in (1). A QECC is said to have $x$-distance $d_x$ if any error that is a tensor product of less than $d_x$ operators $X^\alpha$ and identity can be detected or has no effect on the code. The $z$-distance $d_z$ is defined analogously. We use the notation $C = \langle (n, K, \{d_x, d_z\}) \rangle$ to denote such an asymmetric QECC. If the code $C$ is a stabilizer code, we use the notation $C = \langle [n, k, \{d_x, d_z\}] \rangle$. Usually we assume that $d_z \geq d_x$ as applying a Fourier transformation over $\mathbb{F}_q$ interchanges the role of $X^\alpha$ and $Z^\beta$.

Our code construction is based on the following result:

Proposition 1: Let $C = \langle (n, Kq, d) \rangle \subset \mathbb{F}_q^n$ be a classical code of size $Kq$ and minimum distance $d$ that can be decomposed into cosets of the repetition code $C_0 = \langle (n, q, n) \rangle$. Then there exists an AQECC $C = \langle (m, K, \{d_x = d, d_z = 2\}) \rangle$.

Proof: Starting with the decomposition of $C$ into cosets given by

$$C = \bigcup_{t \in T} (C_0 + t),$$

we define quantum states

$$|\psi_t\rangle = \frac{1}{\sqrt{q}} \sum_{x \in C_0} |x\rangle.$$

As the cosets $C_0 + t$ are invariant with respect to translation by a vector $\alpha x$, where $x \in \mathbb{F}_q^n$ denotes the all-one vector and $\alpha \in \mathbb{F}_q$, every state $|\psi_t\rangle$ is an eigenvector of the operators of the form $(X^\alpha)^{\otimes n}$. This implies that a single $Z$-error can be detected. Furthermore, an $X$-error $X^{e_1} \otimes \cdots \otimes X^{e_s}$ changes $|\psi_t\rangle$ into $|\psi_{t + e}\rangle$. If the weight of $e$ is strictly smaller than the minimum distance $d$ of the classical code $C$, the erroneous state is orthogonal to the states in (3), and the error can be corrected. In summary, the space $C'$ spanned by the states (3) is an AQECC with parameters $C' = \langle (m, K, \{d_x = 2, d_z = d\}) \rangle$. Applying a Fourier transformation to the code $C'$, we obtain the code $C$ with the desired parameters.

Note that the states in (3) are similar to the basis states of CSS codes, where a classical code $C_1$ is decomposed into...
corresponds to a subcode $C_2 \leq C_1$. Therefore, we call the codes of Proposition 1 CSS-like.

In the binary case, a code with a decomposition (2) contains the all-one vector 1 and is called self-complementary. In the non-binary situation, we call a code fulfilling (2) $n$-shift invariant, as it is invariant with respect to addition of multiples of 1. Clearly, the vector 1 can be replaced by any fixed vector of weight $n$. For linear codes, this yields in particular the following:

**Corollary 2:** Assume that $C = [n, k + 1, d]_q$ is an $F_q$-linear code that contains a word of maximal weight $n$. Then there exists an AQCQE $C = [n, k, \{d_2 = d, d_x = 2\}]_q$.

For self-complementary binary codes, the following upper bound on its size has been derived [10]

**Proposition 3 (Gray-Rankin bound):** Let $C = (n, M, d)_2$ be a self-complementary binary code. Then for $n - \sqrt{n} < 2d \leq n$,

$$|C| = M \leq \frac{8d(n - d)}{n - (n - 2d)^2}. \quad (4)$$

The following generalization to the non-binary case from [1] applies to our situation as well:

**Proposition 4 ($q$-ary Gray-Rankin bound):** Assume the code $C = [n, M, d]_q$ can be partitioned into $M/q$ codes $C_i$ with parameters $C_i = (n, q, n)_q$. Then

$$|C| = M \leq \frac{q^2(n - d)(qd - (q - 2)n)}{n - ((q - 1)n - qd)^2}, \quad (5)$$

provided that $\frac{(q-1)n-\sqrt{n}}{q} < d \leq \frac{q-1}{q}n$.

In the following, we will refer to this bound as the $q$-ary Gray-Rankin bound, abbreviated as $q$-ary GR-bound or just GR-bound. For $q = 2$, the bound reduces to the binary GR-bound. Note that in both cases the bound can only be applied to codes with relatively large minimum distance.

So for small minimum distance, other bounds have to be derived for the LP bound, the condition that a binary code is self-complementary is rather strong because it enforces the distance enumerator to be symmetric. In general, however, we can only add the minor restriction that there are vectors at distance $n$.

Several families of codes achieving the GR-bound are known, in particular for the binary case [13]. In [1], $q$-ary codes with the largest possible distance $n(q - 1)/q$ meeting the GR-bound are given.

Next we present families of $q$-ary linear $n$-shift invariant codes that are optimal with respect to the GR-bound, i.e., their dimension $k$ is the largest such that $M = q^k$ obeys (5). The construction includes the codes from [2] as special case.

### III. Families of Optimal $n$-shift Invariant Codes

In this section, we derive new families of linear codes that contain a vector of maximal weight. Those codes reach the $q$-ary Gray Rankin bound within a factor strictly less then $q$, and hence they are dimension-optimal.

### A. Construction

Let $C_{\text{outer}} = [\nu, 2, \nu - 1]_q$ be an MDS code over $F_q$ of length $\nu$, $2 \leq \nu \leq q^t$, where $q^t > 2$. The concatenation of the code $C_{\text{outer}}$ with the code $C_{\text{inner}} = [q^t - 1, t, (q^t - 1)q^{-1}]_q$ generated by a matrix formed by all the non-zero vectors in $F_q$ as columns yields a code with parameters

$$C_{\text{concat}} = [n, k, d]_q = [(q^t - 1)/t, \nu(q - 1)q^{-1}]_q. \quad (6)$$

The code $C_{\text{concat}}$ has non-zero weights $w_1 = (\nu - 1)(q - 1)q^{-1}$ and $w_2 = \nu(q - 1)q^{-1}$. Note that any non-zero vector in the code $C_{\text{inner}}$ contains every non-zero element of $F_q$ exactly $q^{-1}$ times. Hence every non-zero vector of the concatenated code $C_{\text{concat}}$ contains every non-zero element of $F_q$ exactly the same number of times. The frequency is either $(\nu - 1)q^{-1} - 1$ or $\nu q^{-1}$.

Let $1 = (1, \ldots, 1) \in F_q^n$ denote the all-one vector. Then for a non-zero codeword $c \in C_{\text{concat}}$ and $\beta \in F_q \setminus \{0\}$, we have

$$\text{wgt}(c - \beta 1) = \begin{cases} w_3 = n - (\nu - 1)q^{-1}, & \text{if wgt } c = w_1; \\ w_4 = n - \nu q^{-1}, & \text{if wgt } c = w_2. \end{cases}$$

Hence the non-zero-weights of the augmented code $C = [n, k, d]_q$ with $n = \nu(q - 1)$ and $k = 2t + 1$ generated by $C_{\text{concat}}$ and 1 are

$$w_1 = (\nu - 1)(q - 1)q^{-1} = (\nu - 1)(q^t - q^{-1})$$

$$w_2 = \nu(q - 1)q^{-1} = \nu(q^t - q^{-1})$$

$$w_3 = n - (\nu - 1)q^{-1} = \nu(q^t - q^{-1} - 1) + q^{-1}$$

$$w_4 = n - \nu q^{-1} = \nu(q^t - q^{-1} - 1)$$

$$w_5 = n = \nu(q^{-1}).$$

For $\nu \leq (q - 1)q^{-1}$, we have $w_1 \leq w_4$, and hence the code has minimum distance $d = w_1$; for $\nu \geq (q - 1)q^{-1}$, the minimum distance is $d = w_4$.

We can also extend the code by adding a generalized parity check symbol such that the sum of all coordinates vanishes. First recall that in the codewords of $C_{\text{concat}}$ every non-zero element of $F_q$ occurs $q^{-1}$ times, implying that the sum of all entries vanishes. Hence, for the codewords of weight $w_1$ and $w_2$ in $C$, the additional coordinate is zero. The other codewords in $C$ are linear combinations involving the all-one vector of weight $n = \nu(q^t - 1)$. So if $n \equiv 0 \mod p$, where $p$ is the characteristic of $F_q$, a non-zero element will be added to the codewords of weight $w_3$, $w_4$, and $w_5$. Hence, the extended code $C^{*} = [n + 1, q^{2t+1}, d]_q$ will have non-zero weights

$$w_4' = (\nu - 1)(q - 1)q^{-1} = (\nu - 1)(q^t - q^{-1})$$

$$w_5' = \nu(q - 1)q^{-1} = \nu(q^t - q^{-1})$$

$$w_6' = n - (\nu - 1)q^{-1} = \nu(q^t - q^{-1} - 1) + q^{-1} + 1$$

$$w_7' = n - \nu q^{-1} = \nu(q^t - q^{-1} - 1) + 1$$

$$w_8' = n = \nu(q^{-1} + 1),$$

provided $\nu \equiv 0 \mod p$. For $\nu \leq q^t - q^{-1} + 1$, we have $w_4' \leq w_1$. In summary, we get have the following codes:

**Theorem 5:** For $2 \leq \nu \leq q^t$, there exist linear codes over $F_q$ with $q = p^r$ containing the all-one vector with the following parameters:
1) for $q^t - q^{t-1} \leq \nu < q^t$:  
   $C_1 = [\nu(q^t - 1), 2t + 1, \nu(q^t - q^{t-1} - 1)]_q$

2) for $q^t - q^{t-1} + 1 \leq \nu < q^t$, $gcd(\nu, q) = 1$:  
   $C_{II} = [\nu(q^t - 1) + 1, 2t + 1, 1, \nu(q^t - q^{t-1} - 1) + 1)]_q$

3) for $\nu \leq q^t - q^{-1}$:  
   $C_{III} = [\nu(q^t - 1), 2t + 1, (\nu - 1)(q^t - q^{t-1})]_q$

B. Parameters for optimal codes

In order to apply the bound (5), we need $(q - 1)n - \sqrt{n} < qd \leq (q - 1)n$, or equivalently, $n > ((q - 1)n - qd)^2$ and $qd \leq (q - 1)n$. The second condition is trivially fulfilled by the parameters of an existing code (see Lemma 7 below). So we have to check whether

$$n - ((q - 1)n - qd)^2 > 0.$$  

(7)

For the code $C_1$, this condition reduces to $0 < \nu < q^t - 1$ when substituting the values for $n$ and $d$ as functions of $\nu$. For the code $C_{II}$, the parameter $\nu$ is constrained by $0 < \nu < q^t + 1$. We get a more complicated quadratic condition for the range of $\nu$ for the code $C_{III}$, i.e., $\nu$ has to fall into an interval given by the roots of a quadratic equation depending on $q$ and $t$.

In order to test whether an $n$-shift invariant linear code $C = [n, k, d]_q$ has the maximal possible dimension among such codes, we check whether the size of the code $M = q^k$ is the largest power of $q$ for which the GR-bound (5) holds. This is equivalent to the condition that the right hand side of (5) is strictly smaller than $q^k + 1$ or

$$q^k + 1 - ((q - 1)n - qd)^2 - q^2(n - d)(qd - (q - 2)n) > 0. \quad (8)$$

For the code $C_1$, this condition reduces to

$$\nu < \frac{q^{2t+1} - q^{t+1}}{q^{t+1} + q - 2} = q^t - q^{t-1} + \frac{q^{t+1} - q^3 + 2q^2 - 2q - t^{t-1}}{q^{t+1} + q - 2}. \quad (9)$$

For the code $C_{II}$, we get

$$\nu < \frac{q^{2t+1} + q^{t+1} - 2}{q^{t+1} + q - 2} = q^t - q^{t-1} + 1 + \frac{q^2 + q - 2}{q^{t+1} + q - 2} q^{t-1}. \quad (10)$$

Again, there is a more complicated quadratic conditions on the range of $\nu$ for the code $C_{III}$, i.e., $\nu$ has to lie in the interval between the two roots of a quadratic polynomial in $\nu$.

In summary, the code $C_1$ has the largest possible dimension of a linear code containing a vector of weight $n$ when the parameter $\nu$ is in the range

$$q^t - q^{t-1} \leq \nu < q^t - q^{t-1} + \frac{q^{t+1} - q^3 + 2q^2 - 2q - t^{t-1}}{q^{t+1} + q - 2} \leq q^{t-2}, \quad (11)$$

and $t \geq 2$. The code $C_{II}$ is optimal when $t \geq 2$, and $\nu$ with $gcd(\nu, q) = 1$ is in the range

$$q^t - q^{t-1} + 1 \leq \nu < q^t - q^{t-1} + 1 + \frac{q^{t+1} + q^2 - 2q - t^{t-1}}{q^{t+1} + q - 2} \leq q^{t-2}. \quad (12)$$

Note that for large $q^t$, the length of the interval is approximately $q^{t-2}$.

The code $C_{III}$ is optimal for $\nu$ in the range $\nu_0 < \nu \leq q^t - q^{t-1}$, where $\nu_0$ is the smaller of the roots of the left hand side of condition (8) when substituting $n = \nu(q^t - 1)$ and $d = w_1$.

Remark 6: For $\nu = (q - 1)q^{-1}$, the codes $C_1$ have the same parameters as those in [2].

IV. OTHER KNOWN FAMILIES OF OPTIMAL n-SHIFT INVARIANT CODES

First we consider the situation of a stabilizer AQECC encoding a single qudit, i.e., $k = 1$. For this, we need the following:

Lemmata 7: Let $C = [n, k, d]_q$ with $k > 1$ be an $n$-shift invariant linear code. Then

$$d \leq \frac{q - 1}{q} n. \quad (13)$$

Proof: Without loss of generality, assume that $C$ contains the all-one vector $1$. For any codeword $w \in C$ and any $\beta \in \mathbb{F}_q$, the weight of the linear combination $\beta 1 - w$ is given by

$$\text{wgt}(\beta 1 - w) = |\{i : i \in \{1, \ldots, n\} | w_i \neq \beta\}|. \quad (14)$$

The minimum of (14) over $\beta \in \mathbb{F}_q$ is largest when all elements occur with the same frequency, yielding the bound (13). ■

Theorem 8: There exists stabilizer AQECC with parameters $[n, k, \{1, 2, \ldots, n\}]_q$. Those codes are optimal among linear CSS-type codes.

Note that $d = n(q - 1)/q$ is also the maximal distance for which the GR-bound can be applied. Fixing $n, q$, and $d$, there exists non-additive AQECC with larger dimension from classical codes that achieve the GR-bound:

Theorem 9: For $n = \nu q$, $\nu \in \mathbb{Z}$, there exists non-additive AQECC with parameters $[\nu q, \nu q, \nu q(q - 1)]_q$.

Proof: From [1], we know that for any $q$, there exists $n$-shift invariant classical codes $C = [n, q, n(q - 1)/q]$ achieving the GR-bound when the length $n$ is a multiple of $q$.

The result follows using these codes in the construction from Proposition 1. ■

We note that while these CSS-like codes are based on optimal $n$-shift invariant classical codes, it is open whether the codes are optimal among all AQECC.

In the literature, mainly binary self-complementary codes meeting the GR-bound can be found. We list some of the parameters:

- From [13, Theorem B], a self-complementary linear binary code meeting the Grey-Rankin bound has parameters
  - $C = [2^s - 1, s + 1, s^{s-1} - 1]_2$,
  - $C = [2^{2m-1} + 2^m - 1, 2m + 1, 2^{2m-2} - 2m - 1]_2$,
  - $C = [2^{2m-1} + 2^m - 1, 2m + 1, 2^{2m-2} - 2m - 1]_2$,

  where $s \geq 2$, and $m \geq 3$.

- Provided that there exists a Hadamard matrix of order $2u$ and $u - 2$ or $u - 1$ mutually orthogonal Latin squares, self-complementary binary codes with parameters $(2u^2 - u, 8u^2, u^2 - u)_{2}$ and $(2u^2 + u, 8u^2, u^2)_{2}$, respectively, can be constructed [3].
As demonstrated by Theorems 8 and 9, CSS-like AQECC based on non-linear codes can have a higher dimension than those based on linear codes. It turns out that many of the known families of non-linear binary codes give rise to AQECC.

**Example 10:** The following families of optimal binary codes are self-complementary and hence give rise to families of good asymmetric quantum codes detecting a single bit-flip error.

- The Korodock code $C = (2^{m+1}, 4m+1, 2m - 2(m-1)/2)^2$ for odd $m \geq 3$ yields an AQECC with parameters $((2^{m+1}, 2^{2m+1}, \{2m - 2(m-1)/2, 2\})_2).$
- The Preparata code $P = (2^{m+1}, 2^{2m+1}-2m-2, 6)^2$ for odd $m \geq 3$ yields a qubit AQECC with parameters $((2^{m+1}, 2^{2m+1}-2m-3, \{6,2\})_2).$ They have the largest possible dimension among CSS-like codes as the punctured Preparata codes meet the Johnson bound [15].
- The Goethals code $G = (2^{m+1}, 2^{2m+1}-3m-2, \delta)^2$ for odd $m \geq 3$ yields a qubit AQECC with parameters $((2^{m+1}, 2^{2m+1}-3m-3, \{8,2\})_2).$
- The Delsarte-Goethals codes:
  
$$DG(m+1,\delta) = (2^{m+1}, 2^{(r+1)m+2}, 2^{m}-2^{m-\delta})_2, \text{ odd}, \delta = (m+1)/2 - r, \text{ yields an AQECC with parameters } ((2^{m+1}, 2^{(r+1)m+2}, \{2m - 2^m-\delta, 2\})_2).$$

These codes have been shown to be $Z_4$-linear [11], motivating the following:

**Theorem 11:** Let $C = (n,k,d)_2$ be the image of a $Z_4$-linear code $C' = (n,k,dl_{ee},Z_4).$ Furthermore, assume that $C$ contains the all-one vector, then $C$ is self-complementary.

**Proof:** The code $C$ contains the all-one vector $1 \in \mathbb{F}_2^n$ if and only if the code $C'$ contains the vector $2 = (2,2,\ldots,2) \in Z_4^n.$ Let $\phi$ denote the Gray map. Then for any codeword $c \in C$, $\phi^{-1}(c) + 2 \in C'$ by linearity. Moreover, $\phi(\phi^{-1}(c) + 2) = c + 1 \in C,$ although the Gray map is not linear.

**Corollary 12:** Let $C' = (n,4^k,2^k,dl_{ee},Z_4)$ be a $Z_4$-linear code of length $n$ and minimum Lee-weight $dl_{ee}$ that contains the vector $2 = (2,2,\ldots,2).$

Then there exists a general non-additive AQECC with parameters $((2n,2^{2k+1},k+1,\{dl_{ee},2\})_2).$

**Example 13:** The $Z_4$-linear code $(32,4^{10}2^3,12)$ of [4] contains the vector $2.$ Hence it yields an AQECC with parameters $((64,2^{36},\{12,2\})_2).$ Similarly, the extended $Z_4$-linear QR code $(32,2^{12},14)$ of [5] contains the vector $2,$ yielding an AQECC with parameters $((64,2^{31},\{14,2\})_2).$

The Gray map images of the two $Z_4$-linear codes above are known to have more codewords than the best-known comparable binary linear codes.

In the special case $d_x = d_z = 2,$ we obtain optimal AQECC $[n, n-d, (2,2)]_2$ by applying the CSS-construction to classical MDS code $C_1 = (n, n - 1, 2q)$ and a subcode $C_2 = [n, 1, n_q]$ (see [8]). These codes exists for all parameters with the exception when $q = 2$ and $n$ is odd. In this case, the MDS code $C_1$ contains only words of even weight, and hence the code is not self-complementary. In [17], non-additive qubit quantum codes with parameters $((n,2^{n-2} - \frac{1}{3} (n-1/2), 2)_2$ for $n$ odd have been constructed from self-complementary binary codes. It turns out that these codes are CSS-like asymmetric AQECC with parameters $d_x = d_z = 2.$ With the exception of small length, the codes are best known qubit QEC of odd length detecting a single error; although they have not been shown to be optimal.

**VI. CODES OF SMALL LENGTH**

Finally, we have used various techniques to find $n$-shift invariant classical codes for small length and $q = 2, 3, 4.$ First, we checked whether the best known linear codes of [9] are $n$-shift invariant. We observed that the fraction of such codes increases with the alphabet size. For small parameters, we were able to perform an exhaustive search based on finding a maximum clique in the distance graph of cosets of the repetition code using the program `cliquer` [14]. Furthermore, we have use various randomized search techniques to find good $n$-shift invariant linear or additive codes in the case $q = 4.$ The results are summarized in Tables I–III. Upper bounds are obtained via the GR-bound, using linear programming or from available tables of optimal unrestricted binary codes.
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TABLE II
DIMENSION $K$ OF CSS-LIKE QUTRIT AQECC $(\{n, K, \{d_z, 2\}\})_3$ BASED ON CLASSICAL CODES. FOR LINEAR CODES, WE USE THE NOTATION $3^q$. ONE REMARKABLE EXAMPLE IS THE EXTENDED TERNARY GOLAY CODE [12, 6, 3]$_3$ THAT CONTAINS A WORD OF WEIGHT 12.

<table>
<thead>
<tr>
<th>$n/d_z$</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>15</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>7</td>
<td>29</td>
<td>44</td>
<td>66</td>
<td>66</td>
<td>66</td>
<td>66</td>
<td>66</td>
<td>66</td>
<td>66</td>
<td>66</td>
</tr>
<tr>
<td>8</td>
<td>84</td>
<td>119</td>
<td>171</td>
<td>171</td>
<td>171</td>
<td>171</td>
<td>171</td>
<td>171</td>
<td>171</td>
<td>171</td>
</tr>
<tr>
<td>9</td>
<td>3^2</td>
<td>3^2</td>
<td>3^2</td>
<td>3^2</td>
<td>3^2</td>
<td>3^2</td>
<td>3^2</td>
<td>3^2</td>
<td>3^2</td>
<td>3^2</td>
</tr>
<tr>
<td>10</td>
<td>3^3</td>
<td>3^3</td>
<td>3^3</td>
<td>3^3</td>
<td>3^3</td>
<td>3^3</td>
<td>3^3</td>
<td>3^3</td>
<td>3^3</td>
<td>3^3</td>
</tr>
<tr>
<td>11</td>
<td>3^4</td>
<td>3^4</td>
<td>3^4</td>
<td>3^4</td>
<td>3^4</td>
<td>3^4</td>
<td>3^4</td>
<td>3^4</td>
<td>3^4</td>
<td>3^4</td>
</tr>
<tr>
<td>12</td>
<td>3^5</td>
<td>3^5</td>
<td>3^5</td>
<td>3^5</td>
<td>3^5</td>
<td>3^5</td>
<td>3^5</td>
<td>3^5</td>
<td>3^5</td>
<td>3^5</td>
</tr>
<tr>
<td>13</td>
<td>3^6</td>
<td>3^6</td>
<td>3^6</td>
<td>3^6</td>
<td>3^6</td>
<td>3^6</td>
<td>3^6</td>
<td>3^6</td>
<td>3^6</td>
<td>3^6</td>
</tr>
<tr>
<td>14</td>
<td>3^7</td>
<td>3^7</td>
<td>3^7</td>
<td>3^7</td>
<td>3^7</td>
<td>3^7</td>
<td>3^7</td>
<td>3^7</td>
<td>3^7</td>
<td>3^7</td>
</tr>
<tr>
<td>15</td>
<td>3^8</td>
<td>3^8</td>
<td>3^8</td>
<td>3^8</td>
<td>3^8</td>
<td>3^8</td>
<td>3^8</td>
<td>3^8</td>
<td>3^8</td>
<td>3^8</td>
</tr>
<tr>
<td>16</td>
<td>3^9</td>
<td>3^9</td>
<td>3^9</td>
<td>3^9</td>
<td>3^9</td>
<td>3^9</td>
<td>3^9</td>
<td>3^9</td>
<td>3^9</td>
<td>3^9</td>
</tr>
</tbody>
</table>

TABLE III
DIMENSION $K$ OF CSS-LIKE AQECC $(\{n, K, \{d_z, 2\}\})_4$ BASED ON CLASSICAL CODES. FOR LINEAR AND ADDITIVE CODES, THE PARAMETER $K$ IS GIVEN AS $K = 4^q$ AND $K = 2^m$, RESPECTIVELY.

<table>
<thead>
<tr>
<th>$n/d_z$</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2^2</td>
<td>2^2</td>
<td>2^2</td>
<td>2^2</td>
<td>2^2</td>
<td>2^2</td>
<td>2^2</td>
<td>2^2</td>
<td>2^2</td>
<td>2^2</td>
</tr>
<tr>
<td>6</td>
<td>2^3</td>
<td>2^3</td>
<td>2^3</td>
<td>2^3</td>
<td>2^3</td>
<td>2^3</td>
<td>2^3</td>
<td>2^3</td>
<td>2^3</td>
<td>2^3</td>
</tr>
<tr>
<td>7</td>
<td>2^4</td>
<td>2^4</td>
<td>2^4</td>
<td>2^4</td>
<td>2^4</td>
<td>2^4</td>
<td>2^4</td>
<td>2^4</td>
<td>2^4</td>
<td>2^4</td>
</tr>
<tr>
<td>8</td>
<td>2^5</td>
<td>2^5</td>
<td>2^5</td>
<td>2^5</td>
<td>2^5</td>
<td>2^5</td>
<td>2^5</td>
<td>2^5</td>
<td>2^5</td>
<td>2^5</td>
</tr>
<tr>
<td>9</td>
<td>2^6</td>
<td>2^6</td>
<td>2^6</td>
<td>2^6</td>
<td>2^6</td>
<td>2^6</td>
<td>2^6</td>
<td>2^6</td>
<td>2^6</td>
<td>2^6</td>
</tr>
<tr>
<td>10</td>
<td>2^7</td>
<td>2^7</td>
<td>2^7</td>
<td>2^7</td>
<td>2^7</td>
<td>2^7</td>
<td>2^7</td>
<td>2^7</td>
<td>2^7</td>
<td>2^7</td>
</tr>
<tr>
<td>11</td>
<td>2^8</td>
<td>2^8</td>
<td>2^8</td>
<td>2^8</td>
<td>2^8</td>
<td>2^8</td>
<td>2^8</td>
<td>2^8</td>
<td>2^8</td>
<td>2^8</td>
</tr>
</tbody>
</table>
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