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Abstract. We show that every ∆0
2 Polish space admits a computable topo-

logical presentation given by an effective indexing of some non-empty open

sets in the space.

1. Introduction

The present paper is primarily motivated by the recent works [10, 13, 15] that
aim to establish the foundations of the theory of computably presented separa-
ble structures. This concept follows a similar pattern seen in computable algebra
[7, 9], where the main objects are countable discrete structures. In computable alge-
bra, the classical notions of effective presentability include computably enumerable
(c.e.), co-c.e., and computable presentations due to Mal’tsev [21] and Rabin [28].
The study of effectively presented algebraic structures has been a rather successful
branch of recursion theory; see the books [1, 7] and the recent monograph [24].
Among many other results, the aforementioned notions of effective presentability
have been separated for many algebraic structures including linear orders, broad
classes of groups, and Boolean algebras; e.g., [8, 14, 17]. Conversely, in certain
cases, it is possible to demonstrate that within a specific class, if a structure pos-
sesses a weaker presentation (for example, a c.e. one), then it also has a computable
presentation. Such positive results are relatively uncommon and tend to have in-
teresting and sometimes unexpected consequences. For example, Khisamiev [16]
showed that every c.e. presented torsion-free abelian group has a computable pre-
sentation. Khisamiev was not aware that his theorem implies a positive solution
to a question of Baumslag, Dyer and Miller [2] about the integral cohomology of
finitely presented groups; see [23] for further details. Another example is the the-
orem of Downey and Jockusch [6] who showed that every low Boolean algebra is
isomorphic to a computable one. Their result has recently found a unexpected
application in recursive metric space theory [13].
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In computable structure theory, most of these results comparing different notions
of presentability date back several decades and are generally regarded as classical or
foundational. In contrast, in computable topology similar results are very recent;
see [3, 10, 12, 13, 15, 20]. In fact, several classical notions of effective presentability
have not yet been compared up to homeomorphism. The substantial delay may be
attributed in part to the additional technical challenges presented by the structures
being uncountable. In present paper we prove one such positive result that is
claimed in the title.

We are now ready to introduce the two main definitions of this paper.

Definition 1.1. A Polish presentation of a (Polish) space M is given by a countable
metric space X = ((xi)i∈ω, d) so that the completion of X is homeomorphic to M .
A presentation X is:

- right-c.e. if {r ∈ Q : d(xi, xj) < r} is c.e. uniformly in i, j;
- left-c.e. if {r ∈ Q : d(xi, xj) > r} is c.e. uniformly in i, j;
- computable if it is both left-c.e. and right-c.e.

We call each xi a special point of M .

Right-c.e. and left-c.e. spaces are also called upper- and lower-semicomputable
in the literature. Both left-c.e. and right-c.e. spaces form natural subclasses of ∆0

2

Polish spaces, in which the metric can be computed with the help of the halting
problem. All our spaces are Polish, but of course the definition below can be used
for a much more broad class of topological spaces.

Definition 1.2. A computable topological presentation of a topological space M is
given by a sequence (Bi)i∈ω of non-empty basic open sets of M and a computably
enumerable set W such that

Bi ∩Bj =
⋃
{Bk : (i, j, k) ∈W},

for any i, j ∈ ω.

In computable topology, these two classical notions of effective presentability of
a Polish space have been around for a long time; we cite Ceitin [4], Moschovakis
[25], Nogina [27], and Spreen [30]. It is therefore natural to ask how these classical
notions given in Definitions 1.1 and 1.2 are related.

The following fact is folklore.

Fact 1.3. In any right-c.e. Polish space, the basic open balls {y : d(xi, y) < r} with
rational parameters form a computable topological space.

Until recently not much was known beyond the elementary Fact 1.3. Remarkably,
every computable topological, locally compact Polish group admits a right-c.e. Pol-
ish presentation [18]. But of course, this latter result additionally assumes that
the group operations are effective. Under the seemingly strong extra assumption of
effective regularity, a computable topological space can be effectively metrized [29].
In contrast with these results, there exists a computable topological (locally com-
pact) Polish space not homeomorphic to any hyperarithmetical Polish space [22].
The latter counterexample seems to confirm the intuition that, without additional
assumptions, the notion of a computable topological space is very weak. Can we
extend Fact 1.3 beyond right-c.e spaces? Given that Definitions 1.1 and 1.2 have
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been around for over 60 years, one might expect that the answer to the following
question should be well-known:

Question. Does every left-c.e. Polish space admit a computable topological pre-
sentation?

However, it turns out that the above question is open, and answering the question
requires non-trivial effort. What then is the difficulty? In a computable topological
space, it is Σ0

1 to check that the intersection of two basic open sets is non-empty. In
a left-c.e. space, this condition becomes Σ0

2 in general. Thus, one would naturally
expect some kind of infinite guessing to be necessary to attack the question. We
answer the question stated above in the affirmative.

Theorem 1.4. Every ∆0
2 Polish space admits a computable topological presenta-

tion.

The theorem also appears to be the most general positive result relating Polish and
topological effective presentations known so far. We leave open whether the result
can be extended beyond ∆0

2 Polish spaces, but we conjecture that a much more
general fact should hold. However, the methods developed in this article seem to
be insufficient to iterate our theorem to cover all arithmetic Polish spaces, or even
all ∆0

3 Polish or all ∆0
2 topological presentations. The elementary but important

adjustments which will be detailed shortly in Section 2 should clarify why our meth-
ods seem highly sensitive to even the slightest change in the metric. On the other
hand, our presentation exhibits many further properties beyond those required in
Definition 1.2, because the interpretation of basic sets in the ∆0

2 Polish copy is
arithmetical. We also conjecture that our methods can be used to show that ev-
ery ∆0

2 Polish space has a computable topological presentation with a dense set of
points (xj)j∈ω such that xj ∈ Bi is a c.e. relation (e.g., [30]). We leave this as an
open problem.

We conclude this section with some comments about the techniques developed
in this paper. The key to constructing a computable topological presentation for
a given ∆0

2 Polish space is to guess whether two given basic open balls intersect.
As mentioned before, this is Σ0

2. Therefore one might expect that Theorem 1.4
can be proved by a standard Π0

2-argument, perhaps organised as a typical tree
argument. However, our proof incorporates several non-standard features. We
develop a ‘calculus of terms’ and the construction does not require the Π0

2-predicates
to fire in any coherent way, dispensing the need for a priority tree. Our technique
is loosely related to the e-state methodology used to construct maximal c.e. sets,
which we have not yet seen used in this area.

The remainder of the paper is dedicated to a detailed proof of Theorem 1.4.

2. Preliminary analysis

We begin with a brief discussion of Definition 1.2.

Remark 2.1. Up to a change of notation, in Definition 1.2 we can assume that the
c.e. open set making up the intersection is always either empty or is a single basic
open set, i.e., Bi ∩Bj = Bk for some k. We leave the verification to the reader.

In Definition 1.2 we assume that Bi 6= ∅ for all i. Up to a change of notation,
it is equivalent to saying that {i : Bi 6= ∅} is computably enumerable. In the
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literature, Definition 1.2 is typically used with some extra assumption that implies
the computable enumerability of {i : Bi 6= ∅}.

In [19] and [31] the non-emptiness of basic sets in Definition 1.2 was not made
explicit, but it appears that it was perhaps implicitly assumed there. This assump-
tion was made explicit in, e.g., [11]. Indeed, if we were to drop this assumption,
it would imply that all countably based spaces share the same fixed effective topo-
logical presentation, hence making the notion meaningless. To see why, declare
Bi ∩ Bj = Bk for a very large ‘fresh’ index k > i, j. Iterate this procedure to con-
struct an “effective presentation” that is shared among all countably based spaces.

We now turn to a more detailed analysis of Definition 1.1. Moschovakis [26] says
that a Polish space is ‘recursive’ if, in the notation of Definition 1.1, the relations
d(xi, xj) > r and d(xi, xj) < r are actually computable and not merely Σ0

1. For
example, every computable Polish space with the following property is trivially
recursive.

Definition 2.2. We say that a computable Polish space is irrational if the distance
between any pair of distinct special points is an irrational number.

Lemma 2.3 ([10]). Every computable Polish space is (computably) homeomorphic
to an irrational one.

Proof Sketch. First, without loss of generality assume that d(xi, xj) > 0 for any
i 6= j; see, e.g., [5, 10]. Use a direct Cantor-style diagonalization to produce a
computable real γ > 0 unequal to any real in the uniformly computable sequence

of reals
r

d(xi, xj)
, where i 6= j and r ∈ Q+. Define a new metric d′ = γ · d. �

We write B(x, r) for the basic open ball with rational radius r and centered at
a special point x. We write Bc(x, r) = {y : d(x, y) ≤ r} to denote the respective
closed basic ball, and we write clB(x, r) to denote the closure (the completion) of the
basic open ball. Note that the latter two closed sets are not equal in general; how-
ever, we evidently have clB(x, r) ⊆ Bc(x, r), and Bc(x, r) \ clB(x, r) ⊆ δBc(x, r),
where

δBc(x, r) = {y : d(x, y) = r}
is the (formal) boundary of Bc(x, r). (This is because d(x, ξ) < r would obviously
imply ξ ∈ B(x, r) ⊆ clB(x, r).) Note that δBc(x, r) does not contain special points.
Sometimes we will abuse notation and write δB(x, r) in place of δBc(x, r).

Lemma 2.4. Assume M is an irrational Polish space. Suppose W is an open set,
and let B1, . . . , Bk be basic open balls. Then the following are equivalent:

(1) W \
⋃
i≤k clBi 6= ∅;

(2) W \
⋃
i≤k B

c
i 6= ∅.

As a consequence, if W is c.e. open, then the condition W \
⋃
i≤k clBi 6= ∅ is

(uniformly) Σ0
1.

Proof. (2)⇒ (1) is obvious since clBi ⊆ Bci , for each i.
Assume (1). For a set X ⊆ M , by X we denote its complement M \ X. We

have W \
⋃
i≤k clBi = W ∩

⋃
i≤k clBi = W ∩

⋂
i≤k clBi is open. Furthermore if

it is non-empty, then there is a special point x witnessing this. We also have that
clBi ⊇ Bci , and the difference between the two sets lies in δBci , for each i. But δBci
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has no special points, and therefore x witnessing (1) has to necessarily witness (2)
as well.

To see why W \
⋃
i≤k clBi 6= ∅ is Σ0

1 for a c.e. open W, use (1) ⇐⇒ (2) and the
fact that the set

Bci = {y : d(ci, y) > ri},

where ci is the center of Bi and ri is its radius, is c.e. open uniformly in ci, ri.
Clearly, c.e. open sets are closed under taking intersection. It is Σ0

1 to tell whether
a given c.e. open set is not empty: just wait for a basic open ball to be listed in the
set. �

Write εB to denote the exterior of a basic open B = B(x, r). That is, we
let εB = M \ clB. Naturally, εB is an open set. The following notation will be
convenient.

Notation 2.5. For a basic open ball B and ` ∈ {0, 1}, write

B` =

{
B if ` = 0,

εB = M \ clB otherwise.

Corollary 2.6. In an irrational ∆0
2 Polish space, the relation ‘B`1i1 ∩B

`2
i2
∩. . .∩B`kik =

∅’ is Π0
2 uniformly in k ∈ ω, the indices i1, . . . , ik of basic open balls, and the

parameters `j ∈ {0, 1}, j ≤ k.

Proof. In Lemma 2.4 relativised to 0′, let W be the intersection of those Bik for
which `k = 0. �

Another pleasant feature of irrational spaces that follows directly from the ele-
mentary proof of Lemma 2.4 is as follows.

Corollary 2.7. Let M be an irrational space, and let M̃ = M \
⋃
i∈ω δBi =⋂

i∈ω(M \ δBi), where Bi range over basic open balls. Then

M |= B`1i1 ∩B
`2
i2
∩ . . . ∩B`kik = ∅ if and only if M̃ |= B`1i1 ∩B

`2
i2
∩ . . . ∩B`kik = ∅.

Indeed, M̃ can be replaced with the dense set of special points.

Proof. This is an open set in M , and thus it is non-empty iff there is a special point
in the set. Recall special points cannot lie at the formal boundary of any basic
closed ball. �

Remark 2.8. In an irrational space, consider Bi1 , Bi2 , . . . , Bik . Restrict them and
their exteriors to the open set M \

⋃
j≤k δBij . The operation of taking the exterior

of any such Bij becomes equivalent to taking its complement. If we close these
(restricted) sets under union, intersection, and taking the exterior, we obtain a
Boolean algebra B. Consider the ideal I generated by the elements of B that are
empty under the interpretation restricted to M \

⋃
j≤k δBij . Then a finite union of

terms of the form B`1i1 ∩ B
`2
i2
∩ . . . ∩ B`kik corresponds to a non-zero element of the

(finite) quotient Boolean algebra B/I if, and only if, the respective subset of M is
non-empty.
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3. Informal discussion

We need to produce a computable topological presentation of a ∆0
2 Polish spaceM .

By Lemma 2.3 relativised to 0′, we can assume that the distance between any two
special points in the space is never rational. Recall that to build a computable
topological presentation of M , we need to produce a uniform enumeration of a ba-
sis of its topology D = (Di)i∈ω and an interpretation µ : D → P(M) mapping each
such Di to a non-empty basic open set in M .

3.1. The elementary case of only two balls. Imagine we only worry about two
basic open balls, B0 and B1. It is Π0

2 to test if B0 ∩ B1 = ∅. We can safely set
µD0 = B0, and we wish to think that µD1 equals B1. If it appears that B0∩B1 6= ∅,
we have to declare D0∩D1 ⊇ D̃, for some basic open D̃. Since necessarily µD̃ 6= ∅,
this cannot later be undone.

The idea here is to have many potential versions of B1. For the sake of this

discussion, let us begin with only two D-versions of B1, denote them D1 and D̂1.
(But the reader should keep in mind that these sets can later be ‘initialised’.) The

idea then is to declare µD1 = B1 and µD̂1 = B1 \ clB0 = B1 ∩ εB0, where the

latter definitely does not intersect B0. However, one potential issue with D̂1 is that

B1 ∩ εB0 can be empty in which case D̂1 will have to be initialised; we will clarify
this shortly. For now, assume B1 ∩ εB0 6= ∅.

The ball D1 will “believe” that B0 ∩B1 6= ∅, which is Σ0
2. We will immediately

introduce a basic D̃ and declare it to be in the intersection of D0 and D1. Indeed,
to simplify combinatorics, we set D̃ = D0 ∩ D1, and declare µD̃ = µD0 ∩ µD1;
recall Remark 2.1.

Recall that B0 ∩ B1 6= ∅ is Σ0
2. If this predicate ‘fires’, i.e., a new witness z for

the dual Π0
2 predicate P (0, 1) = ∃∞zR(0, 1, z) is found, we need to redefine µ on

D1 and D̃. In that case, we initialise D1 by setting µD1 = M, i.e., to be the entire
space, and we redefine µ on D̃ accordingly:

µD̃ = µD0 ∩ µD1 = µD0 = B0.

We introduce a new version D1
1 of D1 and set µD1

1 = B1. In a similar way, if the
above predicate fires again, we may be forced to re-define µD1

1 = M and introduce
a new name D2

1 for B1, and so on.
Note that (after resetting µD1) we will also have to introduce a new basic open

D′ and declare D′ = D̂1 ∩D1 and µD′ = µD̂1 ∩ µD1 = µD̂1 = B1 ∩ εB0, assuming
that the latter still appears to be non-empty.

Remark 3.1. Even if there is a chance that some set µDi ∩ µDj has previously
received another D-name, we do not hesitate to put a new name for the set. Recall
that equality does not have to be effective in our presentation. It may seem that
we are doing way too much extra work, but this approach will indeed simplify the
combinatorics in the general case.

Recall that µD̂1 = B1 ∩ εB0 = B1 \ clB0 can potentially be empty. By Corol-
lary 2.6, the predicate B1 ∩ εB0 = ∅ is Π0

2. Every time the Π0
2-predicate ‘fires’, we

declare µD̂1 = M and introduce a new version of D̂1, say D̂1
1, and try again with

µD̂1
1 = B1 ∩ εB0. This may again require us to reset µD̂1

1 = M and introduce a

new D̂2
1, and so on. If B1 ∩ εB0 6= ∅ holds, then eventually some such D̂j

1 will be

stable. Every time we ‘initialise’ D̂j
1 we set its µ-interpretation equal to M , and we
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also introduce new D-sets to denote the intersection of this (now maximally large)
set with any other set which appears in the construction.

Note the general pattern that we follow when we have to redefine µ:

Every time we redefine µ on a ball that previously followed either B1 or
B1 ∩ εB0, we set the new interpretation equal to the entire space. We extend
µ naturally to intersections of sets. Whenever we have two basic D-sets that
appear to intersect non-trivially, and nothing has yet been enumerated into
the intersection, we introduce a new D-set with a new fresh name (index) and
declare this new D-set equal to the intersection.

More generally, we will later follow this pattern when working with combinations
of the form B`1ii ∩B

`2
i2
∩ . . . ∩B`kik that appear in Corollary 2.6.

Note that the case when B0 ∩ B1 = ∅ and εB0 ∩ B1 = ∅ is impossible by
Corollary 2.7, so we end up with only three cases:

Case 1: B0∩B1 = ∅, and thus B1∩εB0 = B1 6= ∅. In this case D1 will be initialised
infinitely often. If Dj

1 denotes the j-th attempt to define µD1 = B1, then we

end up with µDj
1 = M for all j ∈ ω. On the other hand, B1∩εB0 = B1 6= ∅

implies that for some k, D̂k
1 will never be initialized, and

µD̂k
1 = B1 ∩ εB0 = B1

will be stable. Also, µD̂j
1 = M for all j < k, and D̂j

1 was never intro-
duced for j > k. Various finite intersections of these basic sets are defined
recursively, according to the strategy.

Case 2: B0∩B1 6= ∅ and B1∩εB0 = ∅. In this case some Dk
1 will never be initialised

and the interpretation µDk
1 = B1 will be permanent. Also, µDj

1 = M for

j < k and Dj
1 will be undefined for j > k. Since B1 ∩ εB0 = ∅, µD̂j

1 = M
for all j ∈ ω. As before, the intersections are defined according to the
strategy, in particular, for some D̃, we will set D0 ∩ Dk

1 = D̃ and thus

µD̃ = µD0 ∩ µDk
1 = B0 ∩B1.

Case 3: B0 ∩ B1 6= ∅ and B1 ∩ εB0 6= ∅. In this case for some k and n, Dk
1 and

D̂n
1 will never be initialized, the respective types of basic sets with larger

superscripts will never be introduced, and the µ-interpretations of the sets
having smaller superscripts will be set equal to the entire space M . In this

case we end up with µDk
1 = B1 and µD̂n

1 = B1 ∩ εB0, we will also declare

D̃ = D0 ∩Dk
1 and µD̃ = µD0 ∩ µDk

1 = B0 ∩B1 for some D̃. On the other

hand, D0 ∩ D̂n
1 will be kept empty.

The topology generated by the µ-interpretations of the D-sets will be equivalent
to the topology generated by B0, B1, and B1 \ clB0 (under intersection and union).
This is because every D-set is open, and in any case both B0 and B1 appear in the
list of D-sets. This finishes the description of the case of only two balls.

3.2. The general case. The case of only two balls was rather elementary. How-
ever, even with just three balls, the combinatorics can become quite challenging.
The ‘initialised’ balls must still be present in the construction, and so must be their
intersections, and the intersections of their intersections (etc.), and the intersec-
tions of those with all the other balls throughout the entire proof. The case of only
four balls may appear nearly intractable, since there is a great danger to arrive at
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some logical circularity. Note that this combinatorial difficulty is unrelated to the
recursion-theoretic combinatorics of the otherwise straightforward Π0

2-argument.
The proof could potentially be organised using a Π0

2-tree of strategies. But in
our proof, a node in the tree would do nothing except for measuring a certain Π0

2-
predicate. Furthermore, we will set up our notation so that the stages at which
these predicates ‘fire’ do not have to be synchronised along the current true path,
thus making the tree completely redundant; see also (2) below. So we will just keep
the predicates and omit the tree. We informally discuss a few further simplifications
that will help us in the general case:

(1) We will adjust the outcomes to make the notations easier to handle. For
example, in the case analogous to Case 2 above, we will have D1 initially
mapped to (B0 ∩ B1) ∪ (εB0 ∩ B1) ⊆ B1 rather than to B1. Note that it
could be that (B0 ∩ B1) ∪ (εB0 ∩ B1) 6= B1. To circumvent this, we will
define the interpretation of our basic sets in two phases, correcting µ to the
final interpretation ν after the construction is done. (See also Remark 4.4.)

(2) There will be very little correlation between different Π0
2-predicates that

measure the non-emptiness of various sets in the construction. We will al-
ways measure the predicates on the atoms of the (formal) finite Boolean
algebra induced by the (notations of the) first few basic balls that we con-
sider at a stage. Furthermore, if A = C t D and C is non-empty, we do
not have to worry about checking whether A is non-empty; since the subset
relation is not in the language, so we do not have to explicitly maintain
it at every stage. Furthermore, since C and D cannot possibly intersect
(since one is inside the exterior of the other), then we also do not have
to coordinate their respective guessing procedures. We also initialise our
sets by making them equal to the entire space, so there will be almost no
conflict between the strategies.

(3) We will essentially treat our topological presentation as a countable alge-
braic structure. It will be viewed as a certain term algebra, which will also
be a commutative partial monoid. A lot of combinatorics will be handled
by the ‘calculus of terms’ that we present in the section below.

As a consequence of these simplifications and shortcuts, we achieve a surprisingly
concise proof, albeit certainly a non-standard one. For instance, the reader may find
it a bit unusual that there is no actual construction of the presentation. Instead,
there will be a recursive definition that relies on earlier recursive definitions.

4. Proof of Theorem 1.4

4.1. Calculus of B-terms. In the case of more than two balls we need a careful
choice of notation to handle the combinatorics. Before we proceed, recall Nota-
tion 2.5:

B` =

{
B if ` = 0,

εB = M \ clB otherwise,

where B is basic open and ` ∈ {0, 1}. So, for example, B0
0 ∩ B1

1 ∩ B0
2 stands for

B0 ∩ (M \ clB1) ∩B2.

Remark 4.1. In what follows, this interpretation of the superscript notation will
never be applied to D-balls, so in particular D1

1 will not be interpreted as M \clD1.
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Instead, Di will be interpreted as the (i + 1)-th attempt to define D; this will be
clarified later.

Definition 4.2. We call a formal expression of the form B`1i1 ∩ B
`2
i2
∩ . . . ∩ B`kik a

basic B-term, where `i ∈ {0, 1} and i1 < i2 < . . . < ik.

As t = t(B0, . . . , Bn−1) ranges over all basic B-terms in B0, . . . , Bn−1, the (in-
terpretations of) terms Bn ∩ t range over subsets of Bn. If we consider the Boolean
algebra of subsets of

⋃
i≤nBi generated by B0, . . . , Bn and extract their boundaries,

then the basic B-terms of the form Bn ∩ t(B0, . . . , Bn−1) range over all elements in
the ideal of subsets of Bn restricted to M \

⋃
i∈ω δBi.

Notation 4.3. Each basic B-term B`00 ∩. . .∩B`nn can be uniquely coded by a string
σ = 〈`0, . . . , `n〉 ∈ 2n+1. If σ is a string of this form, we denote the respective basic
B-term by tσ. By Corollary 2.6, it is Π0

2 to tell whether each such individual set is
empty. For each such string σ, uniformly fix a Π0

2-predicate Rσ that holds iff the
subset of M corresponding to tσ is empty.

We are also interested only in the terms coding subsets of Bn; these are exactly
those tσ ranging over σ ∈ 2n+1 having its last coordinate equal to 0. In the
definition below, the intended interpretation of Di

n,F is the subset of Bn defined by

term
⋃
σ∈F tσ, where F ∈ P(2n+1) consisting of strings of the form 〈`0, . . . , `n−1, 0〉.

Remark 4.4. As we have already mentioned above, the definition of µ below is
not the final interpretation that will turn our collection of D-sets into a computable
topological presentation of M . The final interpretation will be denoted by ν and
will be obtained from µ by making one further adjustment.

The intuition behind our definition of µDi
n,F below is as follows. We monitor

the Π0
2 predicate measuring whether at least one of tσ, σ ∈ F , is empty. If we

believe (up to (i − 1) witnesses of the Π0
2-predicate) that each of these subsets of

Bn is non-empty, then we interpret µDi
n,F as the union

⋃
σ∈F tσ. If we see more

than i − 1 witnesses, we expand µDi
n,F to be the whole space. We also intend to

introduce Di
n,F into the list of our basic open sets only if µDi

n,F is defined.

Definition 4.5. For each non-empty F ∈ P(2n+1) consisting of strings of the form
〈`0, . . . , `n−1, 0〉 reserve a notation Di

n,F and define

µDi
n,F =


⋃
{
⋂
k≤nB

`k
k : 〈`0, . . . , `n〉 ∈ F} if

∨
σ∈F Rσ fires exactly (i− 1) times;

M if
∨
σ∈F Rσ fires at least i times;

undefined otherwise.

In the rest of the subsection we develop a notation that will help us to consistently
and dynamically extend the definition of µ to arbitrary finite intersections of suchD-
sets.

4.2. Calculus of D-terms.

Definition 4.6. A basic D-term is an expression of the form

Di0
n0,F0

∩Di1
n1,F1

∩ . . . ∩Dij
nj ,Fj

,

where n0, . . . , nj and the respective F0, . . . , Fj (ik, j ∈ ω) have the properties de-
scribed in Definition 4.5 .
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In the definition above, the subscripts may have repetitions, i.e., it could be that
some fixed nk, Fk appear in the term with two different superscripts. On the other
hand, we can safely assume Dik

nk,Fk
∩Dik

nk,Fk
= Dik

nk,Fk
. We therefore say that a basic

D-term is reduced if it has no repetitions among the basic D-sets that make up this
term. If we additionally (effectively) order the generators (e.g., lexicographically
order the terms, finite sets of terms and so on), then such a reduced form becomes
unique. We omit the formal definition of a reduced term as it is rather elementary.

If r denotes the operation of taking the reduced form of a given basic D-term,
then we define the intersection of two basic reduced D-terms τ and τ ′ to be τ ∩τ ′ =
r(τ ∩ τ ′), where the result is of course also a basic D-term. Suppose τ is a reduced
basic D-term. We reserve a notation for each reduced τ , but we may never introduce
it in the construction. We will stretch our terminology and write Dτ to denote
this notation corresponding to a reduced D-term τ . (We thus identify Di

n,F with

DDi
n,F

.)

We also define Dτ ∩Dρ = Dτ∩ρ, which we of course intend to put into the list
of basic sets only if we can make sure it is not empty.

Remark 4.7. This operation of intersection defined on notations obeys several
natural rules. For example, ∩ is commutative and associative, and it is also clear
that Dτ ∩ Dτ = Dτ for any reduced τ . To obtain a commutative monoid, we
could introduce (a notation for) the entire space M and set M ∩ Dτ = Dτ for
any reduced τ . We are interested in the c.e. partial sub-monoid of this monoid
consisting of notations for non-empty subsets of M .

4.2.1. Extending µ to basic D-terms. Without loss of generality, we may assume

that all our basic D-terms are reduced. Suppose τ = Di0
n0,F0

∩Di1
n1,F1

∩. . .∩Dij
nj ,Fj

is

a basic D-term. We reserved (a notation for) the respective basic open Dτ . We also
intend to introduce Dτ into the construction only if it corresponds to a non-empty
set; i.e., if µ(Dτ ) 6= ∅. We intend to define µ on Dτ naturally by setting:

µ(Dτ ) =


µDi0

n0,F0
∩ µDi1

n1,F1
∩ . . . ∩ µDij

nj ,Fj
if µDi0

n0,F0
∩ µDi1

n1,F1
∩ . . .∩

∩µDij
nj ,Fj

6= ∅;
undefined otherwise,

where the µDik
nk,Fk

, k ≤ j, are defined according to Definition 4.5. Evidently, we

assume each individual µDik
nk,Fk

is defined in the first case. We also plan to keep Dτ

out of the effective list of our basic sets until µDτ ↓, if ever. The obvious obstacle
is that for this strategy to work, the condition used in the definition of µ(Dτ ) has
to be Σ0

1.

Lemma 4.8. Let τ = Di0
n0,F0

∩ Di1
n1,F1

∩ . . . ∩ Dij
nj ,Fj

be a reduced basic D-term.

Then the relation µDi0
n0,F0

∩ µDi1
n1,F1

∩ . . . ∩ µDij
nj ,Fj

6= ∅ is (uniformly) Σ0
1.

Proof. Recall that, according to Definition 4.5, µDi
n,F is the subset of Bn described

by
⋃
σ∈F tσ, unless some of these tσ describes the empty set, and the predicate

measuring this fact fires at least i times. We also write µs to denote the value µ after
observing s stages of the respective predicates used in its definition (Definition 4.5).

Suppose s is the first stage at which all µsD
ik
nk,Fk

that appear in µsD
i0
n0,F0

∩
µsD

i1
n1,F1

∩ . . . ∩ µsD
ij
nj ,Fj

become defined. (If such a stage does not exist, we
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are done.) Some of these µsD
ik
nk,Fk

can be already set equal to M ; we eliminate
then from the term. If there are no terms left after this reduction, then evidently

µDi0
n0,F0

∩ µDi1
n1,F1

∩ . . . ∩ µDij
nj ,Fj

= M 6= ∅.
Each Dik

nk,Fk
‘believes’ that each of the open sets tσ (coded by Fk and making

up
⋃
σ∈Fk

tσ) is non-empty. If it is not true, or at least if there is more evidence

that it might be not true, µDik
nk,Fk

will be set equal to the entire space. Thus,

µDi0
n0,F0

∩µDi1
n1,F1

∩. . .∩µDij
nj ,Fj

is indeed equal to the intersection of those µDik
nk,Fk

that will never be redefined.
The basic open sets Bn0 , . . . , Bnk

together with their exteriors B1
n0
, . . . , B1

nk
gen-

erate a Boolean algebra on the dense open subset M \
⋃
i≤k δB

c
ni

of M , where δBcm
is the (formal) boundary of the basic closed ball Bcm; see Remark 2.8.

Each µsD
ik
nk,Fk

is currently equal to the subset of Bnk
described by

⋃
σ∈Fk

tσ.

Interpret µDi0
n0,F0

∩ µDi1
n1,F1

∩ . . . ∩ µDij
nj ,Fj

in the finite formal Boolean algebra

B described above (and in Remark 2.8); in this Boolean algebra the operation
X 7→ X1 plays the role of taking the complement of X. (We currently do not
factor this Boolean algebra B by the ideal I generated by empty sets, as described
in Remark 2.8).

We write
∧
k≤j

∨
σ∈Fk

tσ to denote this element. Since B is a finite Boolean

algebra, so it is uniformly decidable to tell whether B |=
(∧

k≤j
∨
σ∈Fk

tσ
)
6= 0B. If

it is the case, then we declare µDi0
n0,F0

∩µDi1
n1,F1

∩ . . .∩µDij
nj ,Fj

6= ∅. Otherwise do

nothing and wait for µ to be changed (if ever). If µDik
nk,Fk

is ever adjusted and set
equal to M for some k at a later stage, repeat the procedure above to see if we can

declare µDi0
n0,F0

∩ µDi1
n1,F1

∩ . . . ∩ µDij
nj ,Fj

6= ∅.
We argue by induction that the procedure above makes sense, i.e., if it ever

declares the intersection to be non-empty then it is indeed non-empty.
Each µDik

nk,Fk
‘believes’ that it is composed of non-empty sets. Assume this is

indeed true and all these µ-interpretations are final. Then we claim that µDi0
n0,F0

∩
µDi1

n1,F1
∩. . .∩µDij

nj ,Fj
6= ∅. First, assume nj is the largest index among n0, n1, . . . , nj .

Then µDi0
n0,F0

∩µDi1
n1,F1

∩ . . .∩µDij
nj ,Fj

has to be a subset of Bnj composed of basic

B-terms. Recall that D
ij
nj ,Fj

considers combinations of all balls of smaller indices

in the definition of its interpretation; µ(D
ij
nj ,Fj

) =
⋃
σ∈Fj

tσ, where each tσ has an

instance of Bj and mentions each Bk, k < j, or its exterior.
As explained in the second half of Remark 2.8, restricting the interpretation of

such terms to M \
⋃
i≤j δB

c
ni

preserves the property of being non-empty. On the
other hand, in the Boolean algebra B obtained by means of this restriction, such
tσ correspond to atoms; each of these atoms is known to have a non-empty inter-
pretation (with or without the boundaries). We also see that µDi0

n0,F0
∩ µDi1

n1,F1
∩

. . . ∩ µDij
nj ,Fj

, interpreted as the element of B, has to be non-zero, and thus has to

be equal to a finite subset of these atoms tσ making up the last set µD
ij
nj ,Fj

in the

intersection. Since we have that each such individual atom is non-empty (as stably

measured in the definition of µD
ij
nj ,Fj

), it makes the intersection non-empty too.

On the other hand, suppose the ‘belief’ of some µDik
nk,Fk

in not correct, i.e., its
interpretation will be eventually set equal to M . In terms of the Boolean algebra
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(equivalently, in terms of restricting the interpretation µ to M\
⋃
i≤j δB

c
ni

), this cor-

responds to replacing the respective
∨
σ∈Fk

tσ with 1B in
∧
m≤j

∨
σ∈Fm

tσ. Clearly,

in B this gives an element b ≥
∧
m≤j

∨
σ∈Fm

tσ which also has to be non-zero in B.
This means that we can iterate the above argument finitely many times until we
arrive at the stage at which every µDik

nk,Fk
that remains in the intersection achieves

its final value. We either have all of them equal to M or (as explained above al-

ready) µDi0
n0,F0

∩ µDi1
n1,F1

∩ . . . ∩ µDij
nj ,Fj

6= ∅ (with or without the restriction to

M \
⋃
i≤j δB

c
ni

).
We conclude that the procedure described above indeed gives a correct answer,

and thus the lemma follows. �

4.3. The definition of a computable topological presentation. Since µsD
ik
nk,Fk

can change at most once for each individual Dik
nk,Fk

, lims µsD
ik
nk,Fk

exists, where µs
is the value of µ as calculated after approximating the respective predicates for s
steps.

Definition 4.9. Let P (τ) be the Σ0
1 predicate measuring whether τ = µDi0

n0,F0
∩

µDi1
n1,F1

∩ . . . ∩ µDij
nj ,Fj

6= ∅ given by Lemma 4.8. Set

µs(Dτ ) =

{
µsD

i0
n0,F0

∩ µsDi1
n1,F1

∩ . . . ∩ µsD
ij
nj ,Fj

if P (τ) = 1;

undefined otherwise.

Since µsD
ik
nk,Fk

(if ever defined) can change at most once for each Dik
nk,Fk

, we

can define µDτ = lims µsDτ , assuming that P (τ) = 1. Also, observe that µDτ ↓ iff
∃s µsDτ ↓, which is obviously Σ0

1. In other words, the domain of µ is Σ0
1. Having

this property of µ in mind, we arrive at the following definition.

Definition 4.10. Let D = {Dτ : τ is a basic D-term such that µ(Dτ ) ↓}, and for
any Dτ , Dρ ∈ D define

Dτ ∩Dρ =

{
Dτ∩ρ if µDτ∩ρ ↓;
∅ otherwise.

As was mentioned earlier, µ is not the final interpretation of D, but it will be
used to produce an interpretation that will work.

Proposition 4.11. There exists an interpretation ν : D → P(M) that turns D into
a computable topological presentation of M .

Proof. We first discuss several basic properties of µ. Lemma 4.8 ensures that if µs
is ever defined on Dτ , then the final value µDτ = lims µsDτ is well-defined and is
necessarily non-empty. Thus, D consists of non-empty sets (under µ). Similarly, the
definition of Dτ ∩Dρ ensures that we put Dτ∩ρ in D and set µ(Dτ∩ρ) = µDτ ∩µDρ

only if µDτ ∩ µDρ 6= ∅. As we have already mentioned above, the domain of µ is
Σ0

1, which makes the definition of D effective.
We now need to adjust µ to get a ν so that {ν(D) : D ∈ D} forms a (sub)basis of

topology compatible with the given metric on M . We would also like to have that
νD 6= ∅ iff µD 6= ∅, and that νDτ∩ρ = νDτ ∩ νDρ. (It should be clear to the reader

that µ induces a computable topological presentation of M̃ = M \
⋃
i∈ω δBi).

To see how this can be done, we restrict our attention to Dτ where τ is just a
singleton intersection, i.e., a set of the form Di

n,F . (Recall Definition 4.5 and recall



EVERY ∆0
2 POLISH SPACE IS COMPUTABLE TOPOLOGICAL 13

that we identify Di
n,F with DDi

n,F
.) Here F ∈ P(2n+1) is non-empty and consists

of strings of the form 〈`0, . . . , `n−1, 0〉. Informally, µDi
n,F is the subset of the basic

ball Bn described by
⋃
σ∈F tσ (and in this case all of them are non-empty), or it is

equal to M . Take the collection G of all strings of the form 〈`0, . . . , `n−1, 0〉 that
describe non-empty subsets of B.

In the space M̃ = M \
⋃
i∈ω δBi, we have that Bn �M̃= µDi

n,G for some i. For

this particular set, define νDi
n,G = Bn. Otherwise keep ν = µ for all other versions

Dj
n,F . We go over all basic Bn and all respective D-balls having a correct guess

about (non-emptiness of) its subsets, and we adjust the definition of µ to get the
definition of ν. This defines ν(Dτ ) for any singleton τ .

The material of Section 2 (specifically Corollary 2.7) guarantees that, at least
when τ is a singleton, νDτ 6= ∅ iff µDτ 6= ∅. We extend this definition naturally
by setting νDτ∩ρ = νDτ ∩ νDρ, if the latter is non-empty. We claim that it
is non-empty if, and only if, µDτ∩ρ is non-empty. This is again guaranteed by
Corollary 2.7. Thus, having or not having a boundary in the interpretation does not
affect the procedure described in Lemma 4.8, and we can keep exactly the same Σ0

1

predicate. This means that we still use µ in the verification and in Definition 4.10,
but then use ν to define the interpretation of D. Since every basic open ball is
listed among the D-sets, and also every D-set is evidently open in M , we have that
(D, ν) is a computable topological presentation of M . �

This finishes the proof of Theorem 1.4.
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