Numerical Algorithms
https://doi.org/10.1007/s11075-022-01300-3

ORIGINAL PAPER .

®

Check for
updates

A hybridizable discontinuous triangular spectral
element method on unstructured meshes
and its hp-error estimates

Bingzhen Zhou' - Bo Wang' @ . Li-Lian Wang? - Ziging Xie'

Received: 18 August 2021 / Accepted: 10 March 2022
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022

Abstract

In this paper, a hybridizable discontinuous triangular spectral element method
(HDTSEM) using tensorial nodal basis functions on unstructured meshes is pro-
posed and analyzed. The elemental local basis is constructed from the one-to-one
rectangle-to-triangle transform (Li et al., Lecture Notes in Computational Sciences
and Engineering 76:237-246, 2011) and glued together under the hybridizable dis-
continuous Galerkin (HDG) framework. This offers much flexibility allowing for
mismatch in nodal points across elements, substantial reduction in global degree of
freedoms (DoFs) and excellent mesh adaptivity without sacrificing the high accu-
racy of a typical spectral element method (SEM). Here, optimal L2-error estimates
are obtained on quasi-uniform unstructured meshes and ample numerical results are
provided to validate the theoretical results.
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1 Introduction

The spectral element method was first introduced by Patera [29] and had many fur-
ther developments (merged with the A p finite element method) and wide applications
in, e.g., fluid dynamics (cf. [2, 9, 20, 23]). The SEM integrates the high-order accu-
racy of a spectral method with the geometric flexibility and high parallelizability
of a finite element method. The standard SEM uses tensorial nodal basis functions
on quadrilateral (2D) or hexahedral (3D) meshes that substantially facilitates both
the implementation (e.g., the imposition of continuity across elements) and analysis,
as many numerical tools and analysis arguments in one dimension can be directly
transplanted to multiple dimensions.

In many applications, it is more desirable to employ the SEM on unstructured
triangular or tetrahedral meshes (which can be generated automatically by software
and produce better approximations to complex domains). In the past two decades,
much progress has been made in developing triangular/tetrahedral spectral element
method (TSEM). The first is based on the approximation by a nodal basis on spe-
cial nodal points [4, 16, 17, 28, 36]. The second is the modal TSEM based on
Koornwinder-Dubiner (KD) polynomials (cf. [11, 22, 33]). The third is the use of the
non-polynomial basis functions constructed by the collapsed Duffy’s transform [3,
11, 12, 20, 24, 34, 35] or its important variants [25, 26, 32, 37].

The development of the TSEM using polynomial basis functions has suffered from
at least the following three difficulties. Firstly, the optimal nodal set for the con-
struction of nodal basis on triangular/tetrahedral element is difficult to achieve. For
example, the well-known Fekete points on triangle is difficult to be generalized to the
3-dimensional case. Secondly, the high-order modal basis based on KD polynomials
on simplex is too complicate to be used in the real applications. Thirdly, the TSEM
using polynomial basis is less efficient in 3D simulations due to the lack of tensorial
structure in the employed high-order basis functions.

As a result, much effort has been devoted to developing TSEMs using the non-
polynomial tensorial basis in triangle/tetrahedron [3, 24, 26, 34, 37]. By using some
rectangle-to-triangle transforms, e.g., Duffy’s transform and the one-to-one trans-
form first introduced in [26], these methods generate rational or irrational basis
functions on triangles from standard tensorial polynomial basis functions in reference
rectangle. Coordinate transform from a reference cube to a tetrahedron was also sug-
gested in [26], though implementation for 3D problems using tetrahedral meshes has
not been reported in the literature so far. The main difficulties in developing the 3D
version of these methods are two folds: (i) the singularity induced by the transform
will be much stronger; and (ii) the spectral element nodes generated by mapping the
tensorial nodes in the reference cube do not match across the elemental interfaces.

In this paper, we propose a hybridizable discontinuous triangular spectral element
method (HDTSEM) to overcome the abovementioned difficulties without sacrific-
ing the spectral accuracy. The HDTSEM is drawn on a HDG formulation [6] using
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rectangle-to-triangle transform based non-polynomial nodal basis. The HDG for-
mulation has three important advantages. Firstly, the singularity induced by the
transform can be canceled by the Jacobian in the weak form of the first-order sys-
tem adopted in the HDG framework. Secondly, the HDG framework allows the
unmatched spectral element nodes. Thirdly, the reduction of the global degree of
freedom improves the efficiency significantly when high-order polynomials are used
in the construction of non-polynomial basis functions. Moreover, we can rigourously
show that the HDTSEM can achieve an optimal convergence rate in terms of both
the mesh size & and the polynomial degree p. We provide ample numerical results to
further demonstrate the optimality.

The rest of the paper is organized as follows. In Section 2, we start with the
rectangle-to-triangle mapping, and then construct the discontinuous spectral element
space on unstructured triangular meshes. We demonstrate that the unmatched nodes
across the elemental interfaces are unavoidable when we extend the idea to 3D tetra-
hedral mesh. Then, we formulate and implement the HDTSEM for elliptic problems
in Section 3, and conduct rigorous hp-error estimates in Section 4. In Section 5,
numerical results are provided to show the flexibility and robustness of the method
and also validate the theoretical analysis. Some concluding remarks are given in
Section 6.

2 Discontinuous triangular/tetrahedral spectral element spaces

In this section, we construct the discontinuous triangular spectral element approx-
imation spaces based on the rectangle-to-triangle transform [26] of the standard
polynomial basis, and discuss the 3D counterpart as well. Due to the singularity of
the transform, the resulting spectral element grids usually have unmatched nodes
across elemental interfaces. In particular, we can show this situation is unavoidable
in the 3D case. To this end, the use of the discontinuous Galerkin technique to glue
the elements is deemed desirable.

2.1 The rectangle-to-triangle transform

The collapsed Duffy’s transform adopted in [11, 12, 20, 24, 34, 35] can be general-
ized to the rectangle-to-triangle transform which pulls one edge of the triangle into
two edges of the rectangle at a given point on this edge (cf. [26, 37], see Fig.1 (a)). In
particular, one can choose the middle point resulting the transform (cf. [26, 32, 37]):

1 1
TEé,n): )?=§(1+§)(3—77), 9=§(3—$)(1+n), vé,np e, (@0
where
A={x,y) :0<x,y<l, O0<x+y<l1}, O:={E&n:-1<&n<l1}

are the standard reference triangle and the reference square, respectively. The above
transform 7 pulls the hypotenuse of A into two edges of L] at the point (%, %) (see
Fig. 1).
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(0,0) (1,0) (-1, —1) =

(@) T:0~A (b) LGL points on O (¢) mapped LGL points on A

Fig. 1 An illustration of the transform 7' : [0 — A defined in (2.1). (a) T : O — A. (b) LGL points on
0. (c¢) Mapped LGL points on A

The Jacobian matrix and determinant of (2.1) are

% 9y 3—-n 1+
& o0& 8 8
JE,m =  an | = , 2.2
EM=10% a5 | =] 148 3-¢ 22)
an an 8 8
and
2-&—n
Alternatively, the Jacobian in (X, y)-coordinates is given by
. F=9>+41-x-9
IaG, ) = YE=S 23 @.4)

8

Throughout this paper, the subscript A is used to indicate that the arguments are in the
reference triangular coordinates (X, y). Moreover, the inverse transform is given by

E=14+5—9—\GE—92+40—%—9),

T1(&, 9) (2.5)
P=1-f 49—\ -9 Ha0— -9,
with the Jacobian matrix
0 on
_ 0x 0x 1 3—&1+ n:|
Y& = = . 2.6
€= 5 ay w@m)L+é3—n 2.6)
ay 9y
If the transform is confined on the elemental edges, we have
T@J):£=%U+EL ﬁ=%6—$x TE —-1): 2=3(014&, =0
T(l,n): x=z8-n), y=z0+n; T(ln: x=0, 5’=%(1+n)-
2.7

Apparently, T : [1 — A becomes linear in such cases.
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Compared with the Duffy’s transform, (2.1) defines a one-to-one mapping with a
much weaker singularity [32]. Actually, 1/J (&, n) is integrable as

1
— dfdn=41n2, 2.8
/DZ—?;:—UE” n (2.8)

while that of the Duffy’s transform is not integrable.
2.2 Discontinuous triangular spectral element spaces

Hereafter, let I = (—1, 1), and for any integer p > 1, denote by P, (1) the set of all
algebraic polynomials of degree at most p. Two standard polynomial spaces on the
reference A and [J are

Pp(L) i=span{R'$/ : 0<i+j<p}, Qy@):=P,()®P,(I). (2.9
Define the non-polynomial approximation space
Yp(2) = Q@) o T = (P,(1)®P,(I) o T, (2.10)

which consists of all images of the tensorial polynomials in Q,,(CJ) under the inverse
transform 7! in (2.5). In practice, we use the nodal basis of Q, (). Denote by
{{i}fzo the Legendre-Gauss-Lobatto (LGL) points on I and {h,, ({)}Zzo the corre-
sponding Lagrange interpolation basis, i.e., by, € Pp(I) and hy, (&) = Spn (Where
Smn 18 the Kronecker Delta symbol). Then

Q, () = span{gmn : mn(§, ) = hy(E)hn(n), 0 <m,n < p}, (2.11)

which leads to the nodal basis of Y, (A):

Yp(8) = span{Vimn : Yn (R, ) = @ua o T (%, 9), 0<m,n<p}  (212)

Let 75 := {K} be a shape regular quasi-uniform triangular mesh of a polygonal
domain 2 in the sense that there exist positive constants cp and ¢y such that

h% h
max — <c¢y, —— <cj. (2.13)
KeT, | K| min hg
KeTy,

Here, we denote by hx = diam(K) the diameter of element K, | K| the measure of
K, mesh size h = max{hg}. On each element K, we define the local spectral element
spaces

VIK) = {vf : vf o Tk €Y, (D)), VIEK) = (VV(K)), (2.14)

where F#k : A — K the standard affine mapping from the reference triangle A to a
physical element K € 7. It is evident that the nodal basis of the above local spectral
element spaces is associated with the spectral element nodes which are the images
of the LGL points under the mapping #k o T (see Fig. 2 (c)). Note that the spectral
element grid may not match along the interior edges, for example, along the interior
edge K N K’ in Fig. 2 (b). Although the inconsistency can be avoided in the 2D case
with a careful orientation of the singular edges in the unstructured meshes (cf. [37]),
it becomes not possible for the 3D tetrahedral mesh (see some detailed discussions
in the next subsection). As a result, we feel compelled to develop the discontinuous
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T~

| <\
Ty ~J \\ E
(a) triangular mesh (b) spectral element grids (c) &,: refined mesh skele-
with mismatched nodes ton

Fig.2 Spectral element grid generation on a simple triangular mesh with polynomial degree p = 6. (a)
Triangular mesh. (b) Spectral element grids with mismatched nodes. (c) £, : refined mesh skeleton

Galerkin method to achieve spectral accuracy in the presence of unmatched nodes.
For this purpose, we define the discontinuous triangular spectral element spaces on
Tr as follows

VI ={vl eL*(Q) : vl |k eV (K), YK Ty}, VE(T)= (Vh”(’r,,))z. (2.15)
2.3 Discontinuous tetrahedral spectral element spaces

A similar one-to-one transform from the reference cube [z := (—1, 1)? to the reference
tetrahedron A3z = {(X, 9,2) : 0 < X, y,Z, %X + y + Z < 1} is also available (cf. [26]):

1
X = ﬁ(l +8)(7 = 2n—2¢ +n¢),
1
T3(8,n,¢): 9=g(1+”)(7—25—24“ +£0), (2.16)
1
z= ﬂ(l +0)(7—2§ = 2n+&n).

This transform pulls the center of the face with vertices (1,0,0), (0, 1,0) and
(0, 0, 1) and the middle points of its three edges to vertices of the reference cube [3
(see Fig. 3). Define the tensorial polynomial space
Qp(3) = span{g;j : @ijk(€, 1, 8) = hi E)h;(Mhe(£), 0=<i,j k< p} (2.17)
Then the nodal basis of ¥, (A3) := Q,(03) o T5 ' is given by
Yp(A3) = span{iji : ViR, $.2) = @ije o Ty ' (R, 3,2), 0<i,j. k< p).
(2.18)

Let 7;13‘1 = {K} be a shape regular quasi-uniform tetrahedral mesh on a polyhedral
region 2. On each tetrahedral element K, we define the local spectral element spaces

VI(K) = [l ol o Fx € Yp(039)), VEK) = (V/(K)), (2.19)

where Fk is the standard affine mapping from the reference tetrahedron Az to the
physical tetrahedron K. Apparently, the nodes associated with the above local spec-
tral element spaces are unmatched on some interior faces and edges. Below, we will
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P\5(07 Oa 1)

Vi1, -1,-1) By(1,0,0)

(a) Reference cube (b) Reference tetrahedron

Fig.3 Reference cube (3 = (—1, 1)? and reference tetrahedron A3

give an example to show that the unmatched nodes always occur even for a very
simple tetrahedral mesh.

By tuning the affine mapping %k : A3 — K, one can determine which face
of the tetrahedron K will be pulled into three faces in the reference cube under the
transform T3_1 o Fk . For a set of affine mapping {.#x } associated to the elements of
734, we mark the pulled face and its three edges element-by-element. The tetrahedral
mesh 7;13”1 = {K} together with the mapping set {#g} generates matched spectral
element grids if and only if each element K € 7;?‘1 has and only has one face and its
edges marked (see the two situations in Fig. 4 (a)—(b)).

Suppose a tetrahedral mesh 7;l3d together with a set of affine mappings {#x} and
the cube-to-tetrahedron mapping 73 generate matched spectral element nodes. Then,
regarding the marked faces and edges in 7'3" {K} determined by the mapping set
{FKk}keT;,>» we have the following two observatlons.

(i) For two adjacent elements K = {V;, V;, Vi, Vi} and K’ = {V;, V;, Vi, Vj,} in
T34, if edge V;V; is marked, then either the shared face Ay, ViVi is marked (see
Fig. 4 (a)), or both faces Ay, ViVi and Ay, V;V,, are marked (see Fig. 4 (b)).

() If Ky = {Vi,V;, Vi, i}, K2 = {V;, Vj, Vin, Vit and K3 = {Vi, V;, Vi, Vin}
are three adjacent elements such that K1 N K N K3 = V;V;, and the edge

Vi v
Vi Vi Vi Vi e ’
! !/
K K K B K
v, Vi
Vi Vi Vi v,
‘/l Vm Vi V;n Vin
v; v v; V; K v

(a) (b) (c)

Fig.4 (a) Two adjacent elements with a shared face marked; (b) two adjacent elements with a shared face
not marked; (c) an interior edge shared by three elements
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ViVi ¢ K,forVK € 7;13‘1/{1(1, K>, K3}, ViV, ¢ 9934 then the edge V;V; and
the faces Avy,v.v,, Av,v;v, and Ay, y,y, are not marked (see Fig. 4 (c)).

The first observation is straightforward and the second one can be justified by
contradiction. Actually, if edge V;V; is marked, then one of the three faces AV,—V]- Vis
Avy,y,v, and Ay, vy, v, must be marked. Without loss of generality, we assume that the
face AV,.VJ. v, is marked. Applying Observation (i) to the adjacent elements K, K3,
we conclude that the face Ay, V;Vin is marked, i.e., the element K, has two marked
faces. This contradicts the basic fact that each element in a node matched spectral
element grid can not have two marked faces.

Now, we are ready to give a simple tetrahedral mesh 7, (see Fig. 5) which unavoid-
ably generate unmatched nodes under the mapping 73 : [l3 — Ajz. The six vertices
are

V1(0,0,+/3), V2(0,0,—+/3), V3(1,+/3,0), Vi(l, —+/3,0),
V5 (37 07 0)7 V6(_25 07 0)7

and the five elements are

Ky ={VivaVsVy}, Ko ={ViV3W4Vs}, K3 ={VoV3V4Vs},
K4 ={ViVaVeV3}, Ks={V1VaVsV4}

in 7. Assume that there is an affine mapping set {Z } such that a consistent spectral
element grid can be generated for 7. by using the transform 73. In view of Obser-
vation (ii), the interior edges V1V, and V3V4 shared by elements {K, K4, K5}, and
{K1, K2, K3}, respectively, are not marked, and the faces Ay, v, v;, Ay, v,v,, Avivav,
and Avy,y,y, are not marked. That is the element K| does not have any marked face
which contradicts the fact that each element must have one marked face.

3 HDTSEM: Implementation

In this section, we introduce the HDTSEM for an elliptic problem, and describe the
detailed implementation.

i
de VG
Va 2
(a) Domain (b) Mesh 7e (c) Element splitting

Fig. 5 A simple tetrahedral mesh which can not generate a consistent spectral element grid under the
mapping 73 : 3 — Aj3. (a) Domain. (b) Mesh 7. (c) Element splitting

@ Springer



Numerical Algorithms

3.1 The HDG scheme

Consider the elliptic boundary value problem
—V-Bx)Vu)+yxu= f(x) in Q; ulpg=0, (3.20)

where x = (x, y) and Q is an open, bounded and polygonal domain. Assume that
the coefficients B, y are given positive functions in 2. By introducing an auxiliary
variable ¢, the elliptic (3.20) can be rewritten as the following first-order system

g+ pBVu =0 in Q,
V.g+yu=f in Q, (3.21)
u=0 on 0Q.

The HDG method introduces an approximation for the unknown function u on the
mesh skeleton &, := {e : e € dK,VYK € Tp}. Therefore, a piecewise polynomial
space defined on the mesh skeleton is needed. We call the edge ¢ € K is pulled
edge of the triangular element K € 7Ty, if the middle point of edge e is the image
of the vertex (1, 1) under the mapping .%k o T, where %k is the standard affine
mapping from the reference triangle A to K. Noting that the HDG framework will
be adopted, the nodes in neighboring elements are allowed to be mismatched on the
shared edge, see Fig. 2 (b) for an illustration. Therefore, we can set the pulled edge

for each element freely. This is the main advantage of using DG framework compared
with our previous work [37] using CG framework. The mesh skeleton &, will be

decomposed into two parts &, = 5}(;]) u 5,52), where
8}(12) i={e:e=KNK' €&, isapulled edge of element K or K'},
& =g,
As depicted in Fig. 2 (b), the interior edge e = K N K’ € 5,(12), is the pulled edge of

the element K, but not the pulled edge of the element K'. For any edge e € 5,&2), we

divide it into two subedges e and e, from its middle point. Denote by SN,EZ) the set of
all subedges and define a refined mesh skeleton as follows (see Fig. 2 (c)):

En=EVUED. (3.22)
Accordingly, the approximate trace space on (E’Nh is defined as
MPE) = {ul € LXE) : 1lle 0 Fo € Py(I), Ve € &), (3.23)

where .7, is the linear transform from the reference interval / := (-1, 1) to an edge
e € c‘:h.
The HDTSEM is to find (g}, , ul,, @})) € V' (Tp) x VI (Th) x M (E) such that

B~'q}. 07 — W}, V- o), + Gaf v -n)y, = 0, (3.242)
—(qp, Vw)T, + (up, w7, + (G - whar, = (fiw),  (3.24b)
Gy, -n.mamnoa= O, (3.24c)

@r, waee= 0, (3.24d)
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for all (v, w, ) € V¥ (Tw) x VP (Th) x M,f(gh), and on 37}, we require

i =af + 70wl —if)n, (3.25)

with n is the outward unit normal vector of 97, and t is a positive and mesh
independent constant (cf. [31]). In (3.24a) and what follows, we denote

d
W, v)7; ==Y i, )7, W07 = Y @V, W)y = Y (U, vk,

i=1 KeTh KeTh

where (1, v) g and (u, v)yx denote the integral of uv over an element K and its edge
dK, respectively.

3.2 Efficientimplementation

The HDTSEM solutions on any given triangle K ; € T are given by

PP PP
aplk; =D D Qi (T ), ulli; = D0 D Unid ¥ (T (3, 1)),
m=0n=0 m=0n=0 '
(3.26)
while the approximate trace can be represented as
P
i =Y UPha(Fp (x. ), VF; €& (3.27)
n=0
Substituting (3.26)—(3.27) into (3.24a)—(3.25) leads to the linear system
Kyt Ko Kiz | | @ 0
Ko1 Koo Koz U|l=|F]|, (3.28)
K31 K32 K33 | | U 0

where the global matrices K, (n, m = 1, 2, 3) and the right-hand side F is obtained
from the local contributions (or elements)AKf,],-,), (n,m = 1,2,3), FY) via sub-
assembly. The unknown vectors @, U and U consist of nodal values of q,’l’ , u,f and
ﬁg . As in the HDG method, Q and U are local unknowns which can be solved from
U element-by-element, i.e.,

0 1[0 ~1 [ Kiz| 5 K Ki
= A — A U, A = y 329
[U | F Ka3 Ko Koz (3:29)
and A is block diagonal. Therefore, the linear system (3.28) can be reduced to
[Kai Ka] A K13 ~ K33 ) U = [Ks; K] A~ 0 (3.30)
Ko Fl .

We emphasize that U only involves the unknowns on the mesh skeleton. The global
unknowns in (3.30) is of order O(ph~2) while the classical quadrilateral SEM has
global degree of freedom O(p>h~2). Although the hybridization or static conden-
sation technique can be applied to the quadrilateral SEM (cf. [15, 19, 21, 30]), the
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new HDTSEM is comparable to the classic SEM on quadrilateral meshes in terms of
efficiency.

As in the classic SEM, high-order polynomials are more preferable in the HDT-
SEM for both efficiency and accuracy. However, the usage of high-order polynomials
will result in large dense local systems in (3.29). For these dense linear systems, the
tensorial structure in the basis functions is crucial for the construction of fast solvers
(cf. [9, 15, 19, 30]). As the basis functions {1/, (X, y)} are constructed by the tensor
products of one-dimensional Lagrange basis functions {%,,(£), h,(n)}, we are able
to write the local matrices KS,J,,)l (n,m = 1,2, 3) as the Kronecker products of one-
dimensional local matrices. For this purpose, we first assume that S(x) and y (x)
are plecew1se constants and ,8 x) = B; Y y(x) = y;,V¥x € K;. Define the matrices

(M,,,,r) M= (M,,,,/) C= (C,m/) C= (C,m/) with the entries

Muy = [ @y ©)dE, My = [} hy(E)hyr (6)EE,
- : } b | ) (3.31)
Cont = [ ha @R, ()dE,  Cow = [1 ha(§IR],(£)EdE,
and denote by
Wi (6, 3) 1= Y (Fig (6. 9)), mon=0,1,-+, p, (3.32)

i.e., the restrictions of typical basis functions to a given element K ;. Then

[, Wi (e, )W) (x, y)dedy
= 2|K Ifg m(E)h (n)h '(S)h mJ(E, n)dédn (3-33)
= ‘K (2Mmm’Mnn _Mmm/Mnn _Mmm’Mnn/)

where the expression (2.3) of J (£, n) is used. Similarly,

S, Wi (e, VLD (x, y)dedy

= 2K o b O3 [ G 5 o

_ \K/|J_1 (35mm/ - mm )Mnn’ + Mmm’(Cnn + Cnn’)
+ (Cmm’ + Cmm’)Mnn’ + Mmm’(3cnn’ - nn’)

(3.34)

by the expression (2.3) and (2.2). For the integrals along the edges, we have

fBK \Ijl(n]rg(x y)\lj(/ ,(x, y)ds
o (‘Smp‘sm/lﬂf hn G <'7>d'7+8np8nfpf hon (6 <s)ds) (3.35)
|c [8m 05,,1/()] B (M), (n)d77+ \5 05,,/()/ o (E)ho (E)E

where {e!, €2, e3} are the edges of the triangle K j and &y, is the Kronecker sym-
bol. With the formulations (3.33)—(3.35) and the numerical scheme (3.24a), the local
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contributions (or elements) K,(,],,)l (n,m = 1,2) can bes written in terms of the
Kronecker products as follows
() _IKjl YRy S y Sy Sy S Y
K =5 L®(2MM-M®M-Me® M),
J
() j () GNT
KY =[x k9], K =-&)".
w0 =T+ af0) o+ @ (@f T +a{T))
G Kl (= (DB o D D (3.36)
Ky —TJ 4’ C+ay C) @ M+ M® (a5 C+ a3y C)],
| M ® M — M @ M)

p | lejl ~ o~ les] ~ |€;|~
+— _(Epp®M+M®Epp)+TEOO®M+TM®EOO )

where [, is the identity matrix of size n, E,,,, = (E,s) is the matrix of size (p + 1) X
(p + 1) with only one nonzero entry E,,, = 1, and

i 1|3-111
@hea=35 775 1]

The Kronecker product formulations can also be obtained for K3, Ks,,, (m =
1,2,3) by using integral formulas similar to (3.35). As they only involve one-
dimensional integrals, we omit the detailed expressions for simplicity. To extend
the idea to general variable coefficients S(x), y(x), the coefficients are firstly
approximated by interpolation, we refer to [9] for more details.

4 HDTSEM: hp-error estimates

We first introduce some necessary notation. Given an open bounded domain D, the
weighted Sobolev space H], (D) with r > 0 is defined as in Adams [1], and its norm

and semi-norm are denoted by || - ||,w,p and | - |, w,p, respectively. In particular, if
r = 0, we denote the inner product and norm of sz(D) by (-, Jw.p and || - lw. D,
respectively. We further define the broken Sobolev space
Hy(Ty) = ] Hy®) (4.37)
KeTy,

with norm |||l .. 7; := 21@77, I-Il-w,x and semi-norm |-|,,, 7 = ZKe'ﬁ, [lrw k-
If r = 0, we denote the space by sz (7) and its inner product and norm by (-, -)y, 7,
and || - |, 7;, respectively. If w = 1, we drop it from the notion.

For any function v(x, y) € Vhp (K), we always denote by

(X, ) ==voFk(X, ), & n:=00T(E, n),

the transformed functions in the reference triangle and square, respectively. Fur-
ther, denote by Jx the Jacobian matrix of the affine mapping %k, and by Ji its
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determinant, which are constant matrices and scalar quantities depending on the
element K.

Due to the use of the [ — A transform and the non-polynomial basis in the phys-
ical space, some useful tools for the analysis of classic SEM are not available in this
setting. Therefore, the error analysis for the HDTSEM in (3.24a) can not directly
follow the general framework for HDG method developed by Cockburn and collabo-
rators in [7, 8, 31]. Below, we have some insights into the differences and connections
of the approximation spaces between the classic SEM and the HDTSEM. Denote the
pth-order polynomial space on K by

Pp(K) = span{x'y/ : 0 <i+j < p}.

Proposition 1 For the discontinuous spectral element spaces V}f’ (K), Vhp (K),
Mfl (&) defined in (2.14) and (3.23), we have

(i) Pp(K) C V/(K) C HY(K), forall K € Tp;
(i) (JoT o.Zg)Vve VI(K) holds forallv e VI (K), K € Ty;
(i) V' (K)lax C MP(Ep)lak holds for all K € Th.

Proof It was shown in [32] that P,(A) C Y,(A). As Fk is an affine mapping from
A to K, the definition (2.14) of V; (K) implies P, (K) C V[ (K).
Given v € Vhp(K), VK € Tp, we have

/ |Vo2dxdy = / Tl Vi 2dids = / I JII T IVoPdedy.  (4.38)
K A O

The expression (2.6) shows that JJ ! is a matrix of first-order polynomials in (&, 1)
coordinates. Therefore, we have

/ |Vu|?dxdy =/ JxJ NI I V2dedn < 4M In2,
K O

by using (4.38) and (2.8). Here, M := max5 16JK|JE1JJ_1$17|2 is the bound of a
polynomial on [—1, 1]°. This implies V;” (K) C H!(K).
From the chain rule, we have

Vo =1J'Vio = I 171V

As shown~above, JJ~!is a matrix of linear polynomials in (£, n) coordinates. Thus,
JI 7V € (Q,())? for any v € V/(K), which implies (J o T o Fk)Vv €
V,’Z (K). In the analysis of the HDG method, we know that Vv belongs to the corre-
sponding vector polynomial space as v is a polynomial in the physical domain. This
motivates us to introduce weighted projections in the error analysis below.
According to (2.7), T : O — A is a linear mapping when it is restricted to the
elemental edges, so Y,(A)|sa consists of piecewise pth-order polynomials. After
the affine mapping %k, we have Vhp (K)|ax is a piecewise pth-order polynomial
space too. As all pulled edges are considered as two separate edges in 5~h, piecewise
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polynomial space Mﬁ (gh) confined on a pulled edge is still a piecewise pth-order
polynomial space. Therefore, we always have Vhp (K)|sx C Mﬁ Elask- O

As Vhp (K) and V,f’ (K) consist of non-polynomial basis functions, we do not have
Vv € V}f' (K) for all v € Vhp (K). Instead, the conclusion (ii) in Proposition 1
holds. Therefore, the standard L>-projection is not suitable for the error analysis. In
light of this, we introduce the following J ~!-weighted projections. Let M7 and "
be the standard Lz—projections from L2(0) to Q, () and L*[O) = (L*(@))?* to
0,0):= (Q p(D))z, respectively. We define the elemental operators:

P .y2 p P (TIP5 -1 4 -1
l'I5 : Lz(K) — Vhp(K), l'[,lgu (quN) oT —10 /6{(_1, (4.39)
Oy : L7(K) - V,(K), Ogq={"q)oT " o Fy,
for all K € 7j. They are actually weighted projection operators as one can verify that

(u— Ru, w) ;-1 g = k]| /D(ﬂ — Pa)wdédn =0, VYw e VI(K), (4.40)

where the weight J ! is the inverse of the Jacobian defined in (2.3). Accordingly, we
define the piecewise projection operators:

Ny :LX(Tw) — VP(Tw), [wlx =08 wlk), VYK €T,

4.41
n’ LT — VAT, (Mllk =00Glx)., YK eT. 4D

Then, the orthogonality of the standard L2-projection operator in the reference (£, 1)
coordinates implies:

Proposition 2 Ifu € L*>(T,) and q € L*(Ty,), then

w—Mlu, wy, =0, YweV/ (T,
—Tu, V-v)yy, =0, YveV(T; (4.42)
(¢ -Mrq, Vu), =0, YweV/(Th.

Proof We only need to verify the local projection of the first two equations and the
third one can be obtained in the same fashion as for the second one. The expression
(2.3) and the definition of Vhp(K) imply that Jw € Q,(J) forall w € VhIF1 (K).
Thus,

(u—NRu, wyg = Jx @ — 0P, Ji)g = 0.

From the expression (2.6), we have

_1_1 3—&n+1

which implies (JJ”%) v e Qp) forall v € V,f’(K). Note that V - v =
(J?J*]%) - 9, then

u—TRu, V-v)g = Jg(a -7, JTgJI7'V) )5 =0. (4.44)
This completes the proof. O
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By the assumption that 7 is a shape regular quasi-uniform mesh of the domain
2, we have the following two lemmas.

Lemma 1 (see [5]) Forany K € Tp, and v € H*(K) with s > 0,
ls.x < Ch' 7 [Dlsa, 1Blsa < CR 7 Mols ks (4.45)

where C is a generic constant independent of h.

Lemma 2 (see [13]) Forany K € Tj, and u € HT'(K) with s > 0, there exists a
polynomial u, € P,(K) such that

)4 P : _
Sl =yl + ,/Zuu —upllax + IV —up)llx < Cs h™™MPS p=S |y 4y &,

where C; is a generic constant depending only on s.

The estimates for the weighted projections Hfl' and IT ;’: are the key ingredients for
the error analysis. As they are piecewisely defined on each element K, we conduct
the error analysis on each element.

Lemma 3 Forany K € Ty, ifu € Hl(K), then
lu — Mhullx < Chllii — TPillg < Chp™'|uli k. (4.46)

Proof Using the transform from the triangle K to the reference square [] gives
lu — gl = Ik VTG = TTPi) o < Chli — TPil|o. (4.47)

For the error estimate of the standard L?-projection, we recall the result directly
obtained from [18, Lemma 3.4] and the Stirling’s formula, i.e.,

~ ~ o~ _ 1 ~ 1 ~
li — MPilo < Cp~ (111 — €D 28edllg + 111 — n*)2d,ilio). (4.48)

Noting that

0x 0y 3— 1
deil = =i + 2 agn = ~—aca — —aga,
o A 8 8 4.49)
g R By 38y, 18,
U= _—ogU+ —adyu = pu — Tu,
1 an " an > g 7 g
then
. ~
11— £%)3 021 =fD(1—€2)|3su|2d§d77
3—n. . l1+n.
2/ (1—¢% —"a,gu——”a;,u dedp (4.50)
O 8 8

I N L
Ta,;u — Tayu dxdy.

_/(l—s%
= |~
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Forall (¢, ) € O, wehave | —& < 2—&—n = 16J. Therefore, (1—£2)/J, (3—n)/8
and (1 + n)/8 are bounded for all (&, ) € [J. Together with Lemma 1, we arrive at

L. N
(1= &%20¢al12, < Clal} o < Clulf g 451)
By swapping X <> § and & <> 7, we also have
] ~
(1 = 0?28, < Clulf & (4.52)
A combination of (4.47)—(4.48) and (4.51)—(4.52) leads to the desired result. O

The following two lemmas will be useful in deriving the error bound for the
projection I'I}'}u on the boundary of K.

Lemma 4 Givenu € H'(K) and vector & = (£, 1), then
IVii - Elo < Clul k. (4.53)
Proof Recalling that

L __ 1% 4 veneD
JE.m 2-t—n— o P ES

we have
S~ S~ ~ ~12 ,—
IV - &l12y < IVa - £15- o =/D|$35u+n3nu| J~dgdy. (4.54)

On the other hand, one can verify that the matrix

B_F—swnﬁ%s1+n}_[szsn}
T 1+&3—n] |1+E3—n] |&nn?
[ 6+ (2—§)°? 6+2§+2n—3§n:|
6426427361 6+Q2—n> |

is a positive semidefinite matrix for all (&, n) € 0. In fact, its diagonal entries are
positive and its determinant

det(B) = 6(6 — n)* +4(1 — £)(1 — n)(16 — 2&n), (4.55)
which is non-negative for all (¢, n) € 0. Therefore, it holds (%ﬁ)TB(%ﬁ) >0, 1i.e,
T
=.1|3—&1+n 3=&§1+n|g.  S~T|é =
(Vi) [1+§ 3] |1463-9 Vi — (Vi) , [ n]Vi>=0, (4.56)
for all (&, n) € [, or equivalently
~ -2 ~ ~12 ~ ~12
|E0gii + ndyi|” < |3 —&)dgii + (1 + m)dyit|” + |(1 +£)dgit + (3 — n)dyit|” .

Together with the expression

Sr _rotgs L [G=8)dgi + (1 +n)dyit
Vi=J'"Vi=— - e )
w=J"Vi=27 [(1 4 &)+ (3 — n)dyii |’ 4.57)
we obtain
|E0sii + nogit|” ' < 64J1Val, V(& ) e 0. (4.58)
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Substituting the above estimate into (4.54) and applying Lemma 1 leads to

IVii - £12) < 64117 o < Clulf g (4.59)
This completes the proof. O
Lemma5 Ifve H'(K)N L%,l(K), then

13150 = 2181 + 265, V3 - ), (4.60)
where & = (&, ).

Proof The result can be obtained by mimic the proof of Lemma 2.19 in [10]. The
only change here is that we have

E-n=1 on 30,

where n is the unit outer normal of d[J. The identity (4.60) follows from
15130 = / (%) - nas = / V- (5%) dsdn
od O

%.(525)=52%.5+25%.§=252+25%-g.

and

The assumption v € H L(K)Nn L2_1 (K) ensures that the integral

| [ (%) dean
IR g + vl g + ol (@D

is finite. O]

205lodblo + D + 21V - £lg

A

IA

Remark 1 Noting that J~!(&, n) is singular only at a boundary point and the integral
(2.8) is finite, the assumptions Li-l (K) can be satisfied if u € L*°(K).

Lemma 6 Ifu € H (K)N L?,,I(K), then
L1
lu — MR ullagx < ChZp~Zlul k.
Proof As mentioned in (2.7), T : 0 — A is a piecewise affine mapping when it is
confined to the boundary dJ. Therefore,
lu — Thul3, < Chlla — 7|24 (4.62)

By Lemma 5, the boundary error can be written as

li — P 2g = 2lli — TPal4 + 2 — 0Pa, V@ — [Pa) - &g, (4.63)
Noting that %(ﬁpﬁ) -& € Q,(0J), we obtain

(i — P, V@@ — T7q) - &)g = (@ — 1174, Vi - §)

o~ N o~ (4.64)
< llu — DPaliglVa - &llg < llu — DPallglul k.
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by using the orthogonality of M7, the Cauchy-Schwarz’s inequality and Lemma 4.
Therefore, (4.62)—(4.64) gives the estimate

lu — R ull?x < Ch(la — TIPa + lld — TPl olul, k).

Using the estimate ||z — Mra lo < Cp~ul 1,k in Lemma 3 completes the proof. []

With the results in Lemmas 3 and 6, we can summarize the error estimates for the
projection operators H,’l’ and H,f as follows.

Theorem 1 Suppose ulg € HPTY(K) N Lg_l(K) and qlg € (HP(K))? N
(L%,1 (K))2 hold for any K € Tp,. Then

lu — MPully, < Ch p~luls 75, I<s<p+1, (4.652a)
lg —Myqll, <  Ch p~'lql.7,. 1<r<p, (4.65b)
I —TPullyr, < Ch ™ 2p2=ul, 7., l<s<p4+1, (465
lg — Mgy < CH ™ 2p>~Igl.  l<r<p.  (465d)

Proof We only consider the error estimates (4.65a) and (4.65c). The other two can
be obtained similarly. By Lemma 2 and Proposition 1, there exists u, € P,(K) C
Vhp (K) such that

lu—uphx <CH* ' p' Slulsk, VI<s<p+l (4.66)

Apparently, i, € H (D) as i p is still a polynomial on (. By using the fact 1'[1;< w =
w forall w € Vhp (K) and the estimates in Lemma 3 and (4.66), we obtain

e — gl = 1l = up) — Mg (u — up)|x 4.67)
< Chp~'lu —upli,x < Ch*p~°luls k. '
foralll <s <p+1.
Using Lemma 6 and following the above proof, we can obtain
lu — Mg ullag = 11w —up) — g  — up)llox 4.68)

11 11
< ChZp 2lu—upl,x < Ch* " 2p2 " |ulsk,

forall 1 < s < p + 1. By the quasi-uniform mesh assumption, we can collect the
estimates (4.67)—(4.68) to obtain (4.65a) and (4.65c¢). O

Denote by P, (e) the set of all polynomials of degree at most p on any edge e € gh.
Let P? be the L? projection from L%(e) to Pp(e), for any e € &,. Define the global
projection operator Pg as follows

PY: L2(&) - MP (&) suchthat (Phu)l, = Pl (ul,), Ve €&,

By the conclusion (iii) in Proposition 1, we have the following orthogonality,
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Lemma 7 Given u € L2(E,), we have
(=Pju, u)g, =0, Vuj € MJEp,

(4.69)
w—"Phu, vl)or;, =0, VI € V().

The standard L2-error estimate for this projection is stated as follows.

Lemma 8 Suppose u|g € H'(K) and q|g € (HS(K))2 hold for any K €Ty,. Then

lu—Plully, < Chip>lulyg. 1<s<p+l.  (470a)

IA

1 1
lg-n—Pjg -nlyy, < Ch" 2p27"|ql,7;, 1<r<p+1. (4.70b)

In the rest of this section, we will take three steps to prove the L2-error estimate
of the HDTSEM solutions. For simplicity, we take S(x) = 1 and y(x) = 0O in the
analysis. The main theoretical results are presented in Theorems 3 and 4.

Step 1: The error equation Define
ey :=H£u—uf, eq :=l'[flq—q;:, ey :=Pgu—ﬁ£,
Sy =u—Tlu, &5:=q—TMq.

Lemma 9 Let (u, q), (u}’:, q}:, ﬁfl’) solve (3.21) and (3.24a), respectively, with the
coefficients f(x) =1, y(x) = 0. Then,

(eq: V)T, — (eu, V - V)75 + (éu. v -n)aTh = — (8, v)Th , (4.71a)
—(eq, VW), + (g -1 =gy - n,w)y. =0, (4.71b)
(g -n—q} '”’“)an\m =0, 4.71¢)
(us )y =0, (4.71d)

for all (w, v, n) € Vhp('ﬁ,) X Vhp(ﬁ,) X MZ(gh). In addition, on 9Ty, we have
the following characterization:

q.n—{;,’j-nzeq-n+r§(eu—éu)+5q-n+r%Pg(su. (4.72)

Proof Firstly, we note that the exact solution (u, ¢, u|37,) and the trace ¢ - n sat-
isfy the equations in (3.24a). Hence, by the orthogonal properties (4.42) and (4.69),
we can replace the unknowns by their projections and do some simple algebraic
manipulations to obtain

(g, v)7, — (Wu, V- v)7;, + (Phu,v-n)yr, = (qu —q, v)Th , (4.73a)
—(M}q. Vw)7, + (g -n.whyr, = (frw)7. (4.73b)

(q-n, wymee = 0, (4.73c)

(Plu, pu)aq = 0, (4.73d)
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for all (w, v, n) € VI (Tp) x VF(Th) x Mﬁ(gh). The error equations (4.71a) are
obtained by subtracting the equations (3.24a) from (4.73a), respectively.
Recalling the conclusion Vhp (K)lax C Mfl (En)lak in Proposition 1, we have

MPulsx € MP(Elok. Hence, PY (NP uly7) = Ml uls7, and
ﬁf—uﬁ :ﬁfl—Pgu+Pgu—Pgl'[£u+P§H;:u—uf: = —é,,—I—PgSu—}—eu on 97}.

Together with the expression (3.25), we get

qgn—gh-n= q-n—qZ-n—r% (uy — 7)) = eq-n—i—(Sq-n—i—t% (ew — éu)—I—T%chSu.

This ends the proof. O

Step 2: Estimate of e, To present error estimate for ¢4, we first define the energy
norm of the error as

N _1 1 A
lew. eq. éull® = legl3 +th™2p2lew — &ull?y. (4.74)

Theorem 2 Suppose that the exact solution of (3.21) satisfies u|lx € H*T1(K) N
L% (K) and q|x € (H*(K)> N\ (L3, (K))’ for any K & Ty Then

N L1 _1 1
lew, e éull® < ChZp=21|3¢ - nllaT, + Ch™2 p21I8ullaT; + 184117, (4.75)
= Chp~(luls+1,7 +1415,73)-

foralll <s < p.

Proof Taking (w, v, u) = (e, eq, &,) in the error equations (4.71a) gives

(eq. eq) Ty — (eus V - )T, +(éus eq - )y = — (8q. ¢¢) 7.« (4.762)

—(eq. Ve )T, +{g -n—ql -n, eu)m =0, (4.76b)
(g-n—q; n, éu)m\m =0, (4.76¢)
(ur éu)yq =0. (4.76d)

Adding up the equations (4.76a) and (4.76b) and applying integration by parts, we
get

(eq- eq)T; + (6w — €ur eq M)y +{q - n =Gy - moeu)yr = — (8g. ¢q) 7, -
Moreover, the equations (4.76c) and (4.76d) imply
(g-n—g} n, é”)an =0.
Thus,

leglZ +(a-n—af -n—eq-n, en—éuyr ==y €7 4.77)
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Substituting the characterization (4.72) into (4.77) and rearranging resulted terms
gives

eureq. 2> = —(8g - + ffpgau, en — é”>a¢ — (8. eg)T.- 4.78)
h

Next, we will give estimate for the right-hand side term-by-term. By the definition
(4.74) and Cauchy-Schwarz inequality, we have

(607, eu =2y | < 13q - mlars lew — ulla;

Lo . 4.79)
= Chzp=2|18q - nllyT; llew, eq, eull-
Similarly,
p ~ 11 ~
(chPFoe ew—ou) = CHT2pIsullam e, eq. 2l (480
and
B, eq)T, = 15gll; llegllT, < 1I5g1l7; llew, eq. eull. (4.81)
We complete the proof by using (4.79)—(4.81) in (4.78) and then applying the error
estimates in Theorem 1. O

As a consequence of the above results, we obtain the /-p error estimate for q,‘:’ as
follows.

Theorem 3 Suppose that the exact solution of (3.21) satisfies u|lx € H*T1(K) N
2
Lifl (K), qlx € (H(K)*N (L%fl (K))” for any K € Ty. Then

lg —qp ll7, < Ch*p~*(ulss1,7; + qls,7). 1<s=<p.

Step 3: Estimate for e, We will adopt the duality argument to obtain the optimal error
estimate for e,. For this purpose, let (¢,0) € H 2(Q) x H(div, Q) be the solution of
the adjoint problem:

Vop—0 =0 in Q,

V-0 =n in Q, (4.82)
¢ =0 on 02.
We assume the solution (¢, ) has the following elliptic regularity property:
1011, + lI¢l2.2 = Clinla. (4.83)

As the Sobolev embedding theorem gives ||¢|lco.@ < C|l¢|2.@, Remark 1 implies
that ¢|x € L3_1 (K) for any K € Tj. In the following analysis, we further assume

that 0|x € (Li_1 (K))? for any K € 7Tj,. This assumption is acceptable as we will
take n = e, which are piecewise polynomial on the mesh 7y,.

Lemma 10 There holds
||eL,||2Th = (eg +38q, My —0)7; + (e — &y, (0—T1,0) -n))m
—(8q -, Pl —T1}d)ar, — (th(ew — ), ¢ — H,’Zcb)m
—(t2Ps,, ¢ — n{;qs)m + (84, VO)T;.
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Proof Taking n = e, in the adjoint problem (4.82), we have
ledll7: = (eur V-0)7; + (eg, V)T, — (g, 0)7;.

Inserting the projections H,’; ¢ and l'[fl’ 0, then applying integration by parts and the
orthogonal properties in Lemma Proposition 2, we obtain

ledll7; = (eus V-TRO)T, + (eq, VI D), — (e, 07,

4.84
+lew. O —TI00) - n),r +eg - n. ¢ —TIN@), . (4.84)
On the other hand, taking (w, v) = (H,’;d), HﬁO) in (4.71a), we have
p p 5 p _
(eq +8¢. IOV, — (ey, V -1} 0)7; + (6, TI}O -n)aTh =0, 455)

—(eq, VI, ®)7, +{q -n — G}, -n, 19}, = 0,
which implies
(eu: V- TIO)T; + (eq, VTN )7, = (eq + 8¢, TUE0)7, + (60, TILO - ),
~D p
+lg-n =gy -n TG0,
Substituting the above equation into (4.84) gives
leull, = (eq + 84, W0 —60)7, + (60, T;0 - n), .
~D p
+(g-n—q" n, ?h‘p)m +{ew. (0 — 1;0) - n), . (4.86)
+leg -n, & —T30) + (8q.0)7,
From error (4.71d), we have ¢, |3q = 0. Together with the fact that ¢, is single-valued
across interior edges, we conclude that (éu, (/] -n)377 = 0. By the (4.71c) and the
homogeneous boundary condition in (4.82), we have (g - n — g}, - n, P} ¢>a77, = 0.
Inserting these two zero terms into (4.86) and using the fact # = V¢ leads to
leully; = (eq + g, T —O)7; +{ew — 2 (6= T10)-m)],
—lg-n—qp-n Pip—T[¢), . +(eg-n. ¢—T¢),. (487
+(q, V) T;,.
By the identity (4.72) and orthogonal properties in (4.69), we have
lg-n—gj-n. Plo—T¢),
= (eg-n+1t8e, — )+ TEPLS,, Plp— H/[;‘f’)m
+(8g -n, Pio—T¢), . (4.88)
= (eq -m+thlen — &) +TiPIS, ¢ —T}9), .
p p
+(8g -n, PJo—T1;0), .
Then, substituting (4.88) into (4.87) and rearranging the resulted terms leads to the
conclusion. O

Theorem 4 Assume that (4.83) holds and the exact solution in (3.21) satisfies u|x €
HtHEK)YN L3_1 (K) and q|g € (H*(K))> N (Li_1 (K))Zfor any K € Ty,. Then we
have

lu —ull7, < CH T p™ " Nulsr 7 + lgls, 7). 1<s<p. (4.89)
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Proof We are going to control each term in the expression given by Lemma 10. The
following estimates are due to Theorems 1-3, Lemma 8 and the Cauchy-Schwarz’s
inequality. The first two terms can be estimated as

(eg +384, WO —0)7, < (legll7; + 18417 1T1},6 — 07,
< Chj+1 pl—f—1<|u|s+1,g +1q15,7:)1011.7; -
< Chzp~z|l(eu, eq. &)l - (6 — TIFO) - nlly7;
< ChH T p=ulsyr 75 + |qls,7)1011,7;
The estimates for the next three terms are given by
(g -m, PIgp—T)¢), . < ||5q||az7,(||Pg¢ —¢lla7 + llp — T Blla7;)
< CR T2 p= Wulggr, 7 + 1415710 12,75,
(theu =2, ¢=T¢)y < ltilew—elor, - ¢ — T ¢laT,

_1 1 N
< Ch2pi|ley, eq,éull - llp — 1) pllo7;
< CM =W ulsi1.7, + 1915.7) 18127,

(e —&u, (0 —T30)-n),

and
(thor. o—T50), . <CRI8/ a7y 1o — T ¢lla7, < ChH p=~Huly 75 1912,7;.-

For the last term, let ¢, € P,(K) C Vhp (K) be the approximation of ¢ which can
be estimates as in Lemma 2. By Proposition 2, we have (84, V¢,)7, = 0. Therefore,
using Lemma 2 leads to

(8q, V)T, = (8g, Vb — Vo)1 < C* T p™7Nigls 716127, - (4.90)

The above estimates together with the regularity assumption (4.83) imply

lell;, < CR T p™"qls 7 + lulss1.73), 1<s<p. (4.91)

Then, the error estimate for u ,’Z is obtained by applying triangular inequality. [

5 Numerical results

Now, we present some numerical results to verify the high-order convergence of the
proposed HDTSEM. We show the convergence rates in both polynomial degree p and
mesh size & for the elliptic problem on complex domains with non-smooth solutions.

In all numerical experiments, we test the elliptic problem (3.20) on various
domains with 8 = ¢*™Y, y = 1. In the HDTSEM, we always set the penalty constant
7 = 1, and choose the smooth exact solution:

u(x, y) = cos(r (x* + y%)), (5.92)

and non-smooth exact solutions:
u(x,y) = (x + )3, (5.93a)
u(x,y) = (@ — 3 + 1), (5.93b)

Hereafter, we denote by E, the L2-error of the numerical solution of u on a fixed
mesh and with the polynomial degree p, Ej, the L%-error for a fixed polynomial
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degree and mesh size h. All L?-errors are calculated by using much higher order Gauss
quadrature element-by-element. The convergence rates against p are measured by

_ln Ep —InEp., _ln Ep, —InEp.,,
Pk — Di+1 In pr — In pry

which are the constants ¢ and r in the expected convergence rates &(e~ ) and
O (p~") for smooth and non-smooth solutions, respectively. The convergence rate in
h is gauged by

InEp, —InEyp, |
lnhk — lnhk+1

Example 1 We first test the accuracy of the proposed HDTSEM by compared with
hybridization discontinuous spectral element method (HDSEM) on Cartesian mesh.
For this purpose, we set = [0, 1]*> and the triangular meshes are generated by
subdividing each element in the corresponding Cartesian meshes into two triangles,
see Fig. 6 for the initial meshes and corresponding LGL-spectral element nodes dis-
tributions. As shown in our previous work [37], we can make the spectral element
nodes generated on triangular meshes matching across the interior edges by applying
the triangle-to-rectangle mapping appropriately to each triangular element (see Fig.6
(b)). However, spectral element grids with unmatched nodes is inevitable if a similar
cube-to-tetrahedron mapping is adopted for establishing HDTSEM for 3D problems
on tetrahedral meshes. The HDTSEM proposed herein allows for unmatched nodes
(see Fig.6 (c)).

Therefore, we also compare the numerical results obtained by HDTSEM on spec-
tral element grids with matched and unmatched nodes. In this case, solution (5.93a)
and (5.93b) belong to H*™® and H>~# for small a, 8 > 0, respectively. Con-
vergence rates presented in Tables 1 and 2 show that the proposed HDTSEM on
triangular meshes and the HDSEM on Cartesian meshes share a very similar conver-
gence behavior no matter spectral element grids with matched or unmatched nodes
are used. Spectral accuracy is obtained for smooth solution and optimal conver-
gence rate is observed for non-smooth solutions. Note that the non-smooth solutions
(5.932)—(5.93b) have boundary point and interior line singularities, respectively, in

| 'y P
D e s DR S &

(a) Cartesian mesh (b) Triangular mesh (c) Triangular mesh
with matched nodes with unmatched nodes

Fig. 6 Initial Cartesian and triangular meshes and LGL-spectral element nodes distribution
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Table 1 LZ-errors and convergence rates against p (fixed mesh) for (3.20)

p HDSEM HDTSEM
Matched nodes Unmatched nodes
Error Rate Error Rate Error Rate
Smooth solution (5.92) 6 1.162E-04 1.744E-05 2.173E-05

9 2255E-07  2.082  3.134E-08  2.107  4.665E-08  2.048
12 2.772E-10 2234  4.108E-11  2.212  5.333E-11  2.258
15 2458E-13 2343  4.216E-14 2294  1.833E-13 1.891

Non-smooth 6 5.180E-07 4.871E-07 4.879E-07

solution (5.93a) 9 3.926E-08 6363  3.808E-08  6.286  3.821E-08  6.282
12 6.242E-09 6.392  6.079E-09 6377  6.108E-09  6.373
15 1.493E-09  6.411 1.447E-09  6.434  1.455E-09 6.429

Non-smooth 6 7.249E-05 5.920E-05 5.939E-05

solution (5.93b) 9 1.802E-05  3.433 1.626E-05  3.187  1.627E-05  3.194
12 7.031E-06 3271  6.593E-06 3.138  6.595E-06  3.139
15  3.432E-06 3215 3.280E-06 3.129  3.281E-06  3.129

the computational domain. The convergence against p could be better than &(p~*)
if a delicate weighted Sobolev norm is used for the convergence analysis, see [14,

Table2 L2-errors and convergence rates against / (fixed p =6) for elliptic problems on the domain [0, 112

h HDSEM HDTSEM
Matched nodes Unmatched nodes
Error Rate Error Rate Error Rate
Smooth solution 1/2 1.162E-04 1.744E-05 2.173E-05

1/4 8.487E-07 7.097 1.608E-07 6.761 1.930E-07 6.815
1/8 4.646E-09 7.513 1.252E-09 7.005 1.546E-09 6.964
1/16 2.830E-11 7.359 9.516E-12 7.039 1.201E-11 7.009

Non-smooth 1/2 5.180E-07 4.871E-07 4.879E-07

solution (5.93a) 1/4 4.627E-08 3.485 4.347E-08 3.486 4.351E-08 3.487
1/8 4.117E-09 3.490 3.866E-09 3.491 3.868E-09 3.492
1/16 3.653E-10 3.494 3.429E-10 3.495 3.430E-10 3.495

Non-smooth 1/2 7.249E-05 5.920E-05 5.939E-05

solution (5.93b) 1/4 8.019E-06 3.176 6.635E-06 3.158 6.646E-06 3.160
1/8 8.926E-07 3.167 7.404E-07 3.164 7.411E-07 3.165
1/16 9.939E-08 3.167 8.249E-08 3.166 8.255E-08 3.166
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+3

PERGRE SERERE

(a) triangular mesh (b) hybrid mesh
Fig.7 Polygonal domains with triangular and hybrid meshes. (a) Triangular mesh. (b) Hybrid mesh

27] for more details. That is why better convergence rates against p are observed in
Table 1 for non-smooth solutions.

Example 2 This example is to show the feasibility and accuracy of the proposed
HDTSEM on unstructured meshes. Consider the polygonal domains with vertices
given by

polygon A: R(cos@k—i—cos g Sinfg +sin %),
R(cos9k+3cos%+2sin%, sinfy +sing), k=0,1,---,7,
polygon B:  (0,0), (1,0), (2, %), (1, 1), (1, %), ©,1)

Table 3 LZ2-errors and convergence rates against p for fixed mesh (unstructured triangular mesh)

P Matched nodes Unmatched nodes
Error Rate Error Rate
Smooth solution 6 7.913E-04 4.901E-04
9 4.972E-06 1.690 3.609E-06 1.637
12 9.787E-09 2.077 8.145E-09 2.031
15 4.560E-12 2.557 5.878E-12 2411
Non-smooth 6 6.754E-07 6.886E-07
solution (5.93a) 9 1.217E-07 4.226 1.304E-07 4.105
12 3.556E-08 4.278 3.956E-08 4.145
15 1.352E-08 4.333 1.552E-08 4.194
Non-smooth 15 1.451E-06 1.263E-06
solution (5.93b) 18 8.269E-07 3.083 7.324E-07 2.989
21 5.196E-07 3.014 4.690E-07 2.891
24 3.450E-07 3.068 3.118E-07 3.059
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Table 4 LZ-errors and convergence rates against h for p = 6 (unstructured triangular mesh)

h Matched nodes Unmatched nodes
Error Rate Error Rate
Smooth solution 1/4 7.913E-04 4.901E-04
1/8 6.679E-06 6.888 6.066E-06 6.336
1/16 4.406E-08 7.244 4.063E-08 7.222
1/32 3.368E-10 7.032 3.117E-10 7.026
Non-smooth 1/4 6.754E-07 6.886E-07
solution (5.93a) 1/8 8.554E-08 2.981 9.131E-08 2915
1/16 1.076E-08 2.991 1.145E-08 2.995
1/32 1.350E-09 2.994 1.408E-09 3.024
Non-smooth 1/4 2.695E-05 2.360E-05
solution (5.93b) 1/8 2.750E-06 3.293 2.720E-06 3.117
1/16 3.013E-07 3.190 2.900E-07 3.230
1/32 3.809E-08 2.984 3.617E-08 3.003
where 6, = @n, R = % cos . Polygon A is triangulated by unstructured trian-

gular meshes and polygon B is triangulated by hybrid meshes (with both rectangular
and triangular elements), see Fig. 7 for initial meshes and spectral element nodes
distributions. Solution (5.93a) and (5.93b) also have point and line singularity in
the computational domain € and belong to H*~* and H3~#. For smooth solution

Table 5 LZ-errors and convergence rates against h left and against p right (mixed mesh)

h Error Rate P Error Rate
Smooth solution 1/2 5.847E-04 6 5.847E-04
1/4 1.061E-05 5.784 9 3.863E-06 1.673
1/8 6.235E-08 7411 12 2.213E-08 1.721
1/16 4.549E-10 7.099 15 6.012E-11 1.969
Non-smooth 1/2 5.181E-07 6 5.181E-07
solution (5.93a) 1/4 4.627E-08 3.485 9 3.927E-08 6.363
1/8 4.117E-09 3.490 12 6.247E-09 6.390
1/16 3.653E-10 3.494 15 1.496E-09 6.406
Non-smooth 1/2 7.281E-05 6 7.281E-05
solution (5.93b) 1/4 8.033E-06 3.180 9 1.802E-05 3.445
1/8 8.929E-07 3.169 12 7.031E-06 3.271
1/16 9.940E-08 3.167 15 3.432E-06 3.214
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(5.92), the L>-errors of the HDTSEM using spectral element grids with matched or
unmatched nodes decay like &'(e~“P) for fixed unstructured mesh, i.e., spectral accu-
racy is obtained (see Tables 3 and 5). Again, optimal convergence rates against &
are obtained, see Tables 4 and 5. For non-smooth solutions (5.93a)—(5.93b), better
convergence rates are observed due to the same reason mentioned in Example 1.

6 Concluding remarks

In this paper, we have proposed a discontinuous triangular spectral element method
on unstructured mesh using nodal basis. It is based on the hybridizable discontinuous
formulation and enjoys the tensorial product property, flexibility in handling complex
domains and significant reduction of global degree of freedoms. We have obtained
optimal hp-error estimates in the L2-norm with delicate treatment of the weak sin-
gularity induced by the triangle-to-rectangle transform. The numerical results have
verified the expected convergence behaviors. We shall report the implementation and
analysis of the 3D HDTSEM on unstructured tetrahedral meshes in a future work.
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