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#### Abstract

We show that the entries of the stiffness matrix, associated with the $C^{0}$ piecewise linear finite element discretization of the hyper-singular integral fractional Laplacian (IFL) on rectangular meshes, can be simply expressed as one-dimensional integrals on a finite interval. Particularly, the FEM stiffness matrix on uniform meshes has a block-Toeplitz structure, so the matrix-vector multiplication can be implemented by FFT efficiently. The analytic integral representations not only allow for accurate evaluation of the entries, but also facilitate the study of some intrinsic properties of the stiffness matrix. For instance, we can obtain the asymptotic decay rate of the entries, so the "dense" stiffness matrix turns out to be "sparse" with an $O\left(h^{3}\right)$ cutoff. We provide ample numerical examples of PDEs involving the IFL on rectangular or $L$ shaped domains to demonstrate the optimal convergence and efficiency of this semianalytical approach. With this, we can also offer some benchmarks for the FEM on general meshes implemented by other means (e.g., for accuracy check and comparison when triangulation reduces to rectangular meshes).
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## 1 Introduction

There has been a fast growing interest in nonlocal models in terms of numerics, analysis and applications, which can be testified by the recent review articles [8,20,31] and mono-

[^0]graphs [19,21], together with many references therein. Among several types of nonlocal operators, the integral fractional Laplacian (IFL) is deemed as one of the most prominent, but challenging operators to deal with. It is known that given a sufficiently nice function $u(\boldsymbol{x}): \mathbb{R}^{d} \rightarrow \mathbb{R}$ and $s \in(0,1)$, its IFL $(-\Delta)^{s} u(\boldsymbol{x})$ has the hypersingular integral representation (cf.[35]):
\[

$$
\begin{equation*}
(-\Delta)^{s} u(x)=C_{d, s} \text { p.v. } \int_{\mathbb{R}^{d}} \frac{u(x)-u(y)}{|x-y|^{d+2 s}} \mathrm{~d} y, \quad C_{d, s}:=\frac{2^{2 s} s \Gamma(s+d / 2)}{\pi^{d / 2} \Gamma(1-s)} \tag{1.1}
\end{equation*}
$$

\]

where "p.v." stands for the principal value and $C_{d, s}$ is the normalisation constant. It can also be defined as a pseudo-differential operator with symbol $|\boldsymbol{\xi}|^{2 s}$ through the Fourier transform:

$$
\begin{equation*}
(-\Delta)^{s} u(x)=\mathscr{F}^{-1}\left[|\boldsymbol{\xi}|^{2 s} \mathscr{F}[u](\mathcal{\xi})\right](x), \quad x \in \mathbb{R}^{d} . \tag{1.2}
\end{equation*}
$$

The nonlocal and singular nature of this operator poses major difficulties in discretisation and analysis.

Most recent concerns are with PDEs involving the IFL operator on an open bounded Lipschitz domain $\Omega \subset \mathbb{R}^{d}$. More precisely, given $f: \Omega \rightarrow \mathbb{R}$ in a suitable space, we look for $u$ on $\Omega$ satisfying the fractional Poisson equation with the (nonlocal) homogeneous Dirichlet boundary condition:

$$
\begin{equation*}
(-\Delta)^{s} u(x)=f(x) \quad \text { in } \Omega ; \quad u(x)=0 \quad \text { on } \Omega^{c}:=\mathbb{R}^{d} \backslash \Omega . \tag{1.3}
\end{equation*}
$$

We also intend to apply the FEM solver to spatial discretisation of the fractional diffusion equation:

$$
\begin{equation*}
u_{t}(\boldsymbol{x}, t)+(-\Delta)^{s} u(\boldsymbol{x}, t)=F(u(\boldsymbol{x}, t)) \text { in } \Omega \times(0, T], \tag{1.4}
\end{equation*}
$$

with the boundary condition: $u=0$ in $\Omega^{c} \times[0, T]$ and the initial condition: $\left.u\right|_{t=0}=u_{0}$ on $\bar{\Omega}$. Here, $F(u)$ is a certain nonlinear functional of $u$.

### 1.1 Contributions

In this paper, we provide a semi-analytic means for computing the piecewise linear FEM stiffness matrix for (1.3) and (1.4) on a rectangular domain $\Omega$ with a rectangular partition, or a more general domain that can be decomposed into occluded rectangular meshes, e.g., an $L$-shaped domain. More specifically, given a uniform partition (with mesh size $h_{x}, h_{y}$ along $x, y$, respectively) of $\Omega$ with the $C^{0}$-piecewise linear tensorial FEM nodal basis: $\left\{\Phi_{m n}(x)=\phi_{m}(x) \phi_{n}(y)\right\}_{1 \leq m \leq M}^{1 \leq n \leq N}, ~ t h e ~ f r a c t i o n a l ~ s t i f f n e s s ~ m a t r i x ~ S ~=~\left(S l l l^{\prime}\right)$ of size $M^{2} N^{2}$ is a block-Toeplitz matrix that can be generated by an $M \times N$ matrix $G=\left(G_{k j}\right)$ and each $G_{k j}$ can be explicitly represented as an one-dimensional integral on $(0, \pi / 2)$. Such an analytic representation is derived from (i) implementation of FEM in the Fourier transformed domain, and (ii) evaluation of the integral in $\mathbb{R}^{2}$ using polar coordinates, and judicious
use of some analytic formulas in e.g., the handbook [26]. In a nutshell, the main finding is

$$
\begin{align*}
S_{l l^{\prime}} & =\left((-\Delta)^{s / 2} \Phi_{m n,}(-\Delta)^{s / 2} \Phi_{m^{\prime} n^{\prime}}\right)_{\mathbb{R}^{2}}=\int_{\mathbb{R}^{2}}|\boldsymbol{\xi}|^{2 s} \mathscr{F}\left[\Phi_{m n}\right](\boldsymbol{\xi}) \overline{\mathscr{F}\left[\Phi_{m^{\prime} n^{\prime}}\right](\tilde{\xi})} \mathrm{d} \xi \\
& =G_{k j}=\int_{0}^{\frac{\pi}{2}} g_{j}^{k}(\theta) \mathrm{d} \theta, \quad j=\left|m-m^{\prime}\right|, k=\left|n-n^{\prime}\right|, 1 \leq m \leq M, 1 \leq n \leq N, \tag{1.5}
\end{align*}
$$

with the index mapping: $l=(n-1) M+m$ and $l^{\prime}=\left(n^{\prime}-1\right) M+m^{\prime}$, where the integrand $g_{j}^{k}(\theta)$ has removable endpoint singularities and some explicitly known interior singular points. In particular, if $h_{x}=h_{y}$, then $G_{k j}=G_{j k}$. As a result, the computation of the entries boils down to evaluating one-dimensional integrals which can be carried out in parallel for each index. We then introduce an efficient and accurate numerical integration technique based upon two essential components: (i) binomial expansions with recursive formulas to remove the endpoint singularities, and (ii) Jacobi-Gauss quadrature with suitable weight functions to absorb interior singularities of $g_{j}^{k}(\theta)$. It is worthwhile to point out that the error of the full algorithm is controllable. Benefited from the block-Toeplitz structure of the stiffness matrix, we can avoid computing and saving the $M N-b y-M N$ matrix $S$, but the $M$-by- $N$ generating matrix $G$ instead. In practice, the fast Fourier transform can be applied to solve the structured linear system (cf.[17]).

Needless to say, we oftentimes see the FEM on complex domains with unstructured meshes. For the IFL operator, one can resort to Acosta, Bersetche and Borthagaray [3], and Ainsworth and Glusa [5,6], which were implemented based on the hypersingular integral representation (1.1). Here, we consider the simple FEM setting (like the finite differences in terms of simple domains, see Duo, Van Wyk and Zhang [22], Duo and Zhang [24], Minden and Ying [34], and Hao, Zhang and Du [28]). Nevertheless, we wish to provide benchmarks for testing general FEM solvers through this simplification, and to study some intrinsic properties of the stiffness matrix (see, for example, Liu et al [32] on the diagonal-dominance of 1D FEM stiffness matrix). Here we find that the entry of $G$ decays like

$$
\begin{equation*}
\left|G_{k j}\right|=O\left(\left(j^{2}+k^{2}\right)^{-(s+1)}\right), \quad s \in(0,1), \tag{1.6}
\end{equation*}
$$

(see Proposition 3.4). This implies that many entries with large $j, k$ can be set to 0 , for a given error tolerance (e.g., $O\left(h^{3}\right)$ ). In this sense, the matrix $S$ is "sparse" (see Fig. 4).

We remark that the setting and idea can be extended to three dimensions using the spherical coordinates for the integral in $\xi \in \mathbb{R}^{3}$. Accordingly, the integrals in (1.5) will be over a two-dimensional box $[0, \pi / 2]^{2}$ with a much more complicated integrand. Moreover, our approach can be extended to the nonuniform mesh in multi-dimensions but much more complicated and without Toeplitz structure, as with [18] in one-dimensional case.

### 1.2 Related works

The FEM counts with a solid and well-established theoretical foundation, so it is also preferable for fractional PDEs, after all the IFL operator has interwoven connections with the fractional Sobolev framework (cf.[35]). There have been many recent works devoted to the FEM analysis for fractional PDEs (see, e.g., [4, 10-12, 25]), but the literature on FEM implementation in multiple dimensions is very limited, where it is accomplished based on either the hypersingular integral representation (1.1) $[3,5,6]$ or the alternative Dunford-Taylor formulation of the IFL operator [9]. Let $\left\{\varphi_{i}\right\}$ be a set of nodal basis functions associated to a triangulation $\mathcal{T}$ of $\Omega$ that vanishes in $\Omega^{c}$. The fractional stiffness matrix requires to compute

$$
\begin{align*}
a_{s}\left(\varphi_{i}, \varphi_{j}\right)= & \frac{C_{d, s}}{2} \int_{\Omega} \int_{\Omega} \frac{\left(\varphi_{i}(\boldsymbol{x})-\varphi_{i}(\boldsymbol{y})\right)\left(\varphi_{j}(\boldsymbol{x})-\varphi_{j}(\boldsymbol{y})\right)}{|\boldsymbol{x}-\boldsymbol{y}|^{d+2 s}} \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \\
& +C_{d, s} \int_{\Omega} \varphi_{i}(\boldsymbol{x}) \varphi_{j}(\boldsymbol{x})\left(\int_{\Omega^{c}} \frac{1}{|\boldsymbol{x}-\boldsymbol{y}|^{d+2 s}} \mathrm{~d} \boldsymbol{y}\right) \mathrm{d} \boldsymbol{x}, \tag{1.7}
\end{align*}
$$

where the former is related to the regional fractional Laplacian and the latter counts the external contribution. First, at the element level, one needs to compute the $2 d$-integral like

$$
\begin{equation*}
\int_{T} \int_{\widetilde{T}} \frac{\left(\varphi_{i}(\boldsymbol{x})-\varphi_{i}(\boldsymbol{y})\right)\left(\varphi_{j}(\boldsymbol{x})-\varphi_{j}(\boldsymbol{y})\right)}{|\boldsymbol{x}-\boldsymbol{y}|^{d+2 s}} \mathrm{~d} x \mathrm{~d} y \tag{1.8}
\end{equation*}
$$

for every pair $T, \widetilde{T} \in \mathcal{T}$ (so the stiffness matrix is dense). If $T \cap \widetilde{T} \neq \varnothing$ (touching element pair), some sufficiently high order quadrature techniques must be devised to evaluate such hyper-singular integrals [6]. Second, to deal with the external part, Acosta et al. [3] proposed to surround $\Omega$ by a suitable ball $B$ and append an auxiliary mesh $\mathcal{T}_{B \backslash \Omega}$, where the real computation was based on (1.7) with $B$ (resp. $B^{c}$ ) in place of $\Omega$ (resp. $\Omega^{c}$ ), i.e., on the mesh $\mathcal{T} \cup \mathcal{T}_{B \backslash \Omega}$, and where over $99 \%$ of the CPU time was devoted to assembly routine. Ainsworth and Glusa [6] reformulated the second term in (1.7) as a boundary integral form

$$
\begin{equation*}
\frac{C_{d, s}}{2 s} \int_{\Omega} \varphi_{i}(x) \varphi_{j}(x)\left(\int_{\partial \Omega} \frac{n_{y} \cdot(x-y)}{|x-y|^{d+2 s}} \mathrm{~d} y\right) \mathrm{d} x, \tag{1.9}
\end{equation*}
$$

so that techniques for the boundary element method could be used for the troublesome external part. We remark that Bonito et al.[9] developed the FEM based on the DunfordTaylor integral form of the IFL, where the sinc quadrature was used in the extra dimension, and a sequence of $d$-dimensional elliptic problems with quadrature node as parameters in $\mathbb{R}^{d}$ had to be solved. The aforementioned FEM approaches are amenable to a general domain, but by no means simple.

The finite difference method for IFL can be implemented more tangibly than the FEM, but it is available for simple domains and has a stronger regularity requirement for the solution. We refer to [22-24, 28, 34] for more details. It is noteworthy that Antil et al. [7] introduced a sinc spectral method for the fractional Laplacian in a hypercube where the

Fourier transform of sinc function has a simple explicit representation so the proposed approach can be implemented efficiently in the frequency domain.

The rest of this paper is organized as follows. In section 2, we derive the analytical one-dimensional integral for the entry of the stiffness matrix. In section 3, we describe the detailed algorithm for computing the resulting integrals. In section 4, we provide ample numerical results to show the efficiency and accuracy. We conclude the paper with some discussions on the extension to three dimensions in the last section.

## 2 Q1-FEM for fractional Laplacian on rectangular meshes

### 2.1 FEM setting

We consider the piecewise linear finite element approximation of (1.3) on $\Omega \subseteq \mathbb{R}^{2}$, which can be partitioned by a non-overlapping rectangular mesh (e.g., a rectangle or an $L$ shaped domain). To fix the idea, we first restrict the discussions to the rectangular domain $\Omega=(a, b) \times(c, d)$ with a partition:

$$
\begin{equation*}
\mathcal{T}_{h}=\left\{\left(a+m h_{x}, c+n h_{y}\right): 0 \leq m \leq M+1,0 \leq n \leq N+1\right\} \tag{2.1}
\end{equation*}
$$

where $h_{x}=\frac{b-a}{M+1}$ and $h_{y}=\frac{d-c}{N+1}$. Accordingly, we define the approximation space

$$
\begin{equation*}
\mathbb{V}_{h}=\operatorname{span}\left\{\phi_{m}(x) \phi_{n}(y), 1 \leq m \leq M, 1 \leq n \leq N\right\} \tag{2.2}
\end{equation*}
$$

where the piecewise linear FEM basis functions are

$$
\phi_{\ell}(\zeta)= \begin{cases}\frac{\zeta-\zeta_{\ell-1}}{\zeta_{\ell}-\zeta_{\ell-1}}, & \text { if } \zeta \in\left(\zeta_{\ell-1}, \zeta_{\ell}\right)  \tag{2.3}\\ \frac{\zeta_{\ell+1}-\zeta}{\zeta_{\ell+1}-\zeta_{\ell}}, & \text { if } \zeta \in\left(\zeta_{\ell}, \zeta_{\ell+1}\right) \\ 0, & \text { elsewhere on } \mathbb{R}\end{cases}
$$

for $\zeta_{\ell}=a+\ell h_{x}$ or $c+\ell h_{y}$.
A weak form of (1.3) with $s \in(0,1)$ is to find $u \in \widetilde{H}^{s}(\Omega):=\left\{v \in H^{s}\left(\mathbb{R}^{2}\right): v=0\right.$ in $\left.\Omega^{c}\right\}$ such that

$$
\begin{equation*}
a_{s}(u, v):=\left((-\Delta)^{s / 2} u,(-\Delta)^{s / 2} v\right)_{\mathbb{R}^{2}}=(f, v)_{\Omega}, \quad \forall v \in \widetilde{H}^{s}(\Omega) \tag{2.4}
\end{equation*}
$$

where $(\cdot, \cdot)_{\mathbb{R}^{2}}$ and $(\cdot, \cdot)_{\Omega}$ are the inner products on $\mathbb{R}^{2}$ and $\Omega$, respectively, and $H^{s}\left(\mathbb{R}^{2}\right)$ denotes the fractional Sobolev space defined by the Fourier transform as usual. Then the FEM for (2.4) is to find $u_{h} \in \mathbb{V}_{h}$ such that

$$
\begin{equation*}
a_{s}\left(u_{h}, v_{h}\right):=\left((-\Delta)^{s / 2} u_{h},(-\Delta)^{s / 2} v_{h}\right)_{\mathbb{R}^{2}}=\left(f, v_{h}\right)_{\Omega}, \quad \forall v_{h} \in \mathbb{V}_{h} \tag{2.5}
\end{equation*}
$$

It is known that both (2.4)-(2.5) are well-posed by the standard Lax-Milgram Lemma.

Given this setting, we intend to explore the best possible analytic information for accurately computating the entries of the stiffness matrix. Write

$$
\begin{equation*}
u_{h}(x, y)=\sum_{n=1}^{N} \sum_{m=1}^{M} \tilde{u}_{m n} \phi_{m}(x) \phi_{n}(y), \tag{2.6}
\end{equation*}
$$

and arrange the unknowns in column-major order, that is,

$$
\begin{equation*}
\tilde{u}=(\underbrace{\tilde{u}_{11}, \tilde{u}_{21}, \cdots, \tilde{u}_{M 1}}_{n=1}, \underbrace{\tilde{u}_{12}, \tilde{u}_{22}, \cdots, \tilde{u}_{M 2}}_{n=2}, \cdots \cdots, \underbrace{\tilde{u}_{1 N}, \tilde{u}_{2 N}, \cdots, \tilde{u}_{M N}}_{n=N})^{t} \in \mathbb{R}^{M N}, \tag{2.7}
\end{equation*}
$$

where we note the one-to-one correspondence: $\tilde{u}_{m n}=\tilde{\boldsymbol{u}}_{l}$ with $l=(n-1) M+m$. Correspondingly, the fractional stiffness matrix $S$ is an $M N \times M N$ symmetric matrix with the entries

$$
\begin{equation*}
S_{l l^{\prime}}=S_{l^{\prime} l}=\left((-\Delta)^{s / 2} \phi_{m} \phi_{n},(-\Delta)^{s / 2} \phi_{m^{\prime}} \phi_{n^{\prime}}\right)_{\mathbb{R}^{2}}, \quad l^{\prime}=\left(n^{\prime}-1\right) M+m^{\prime} . \tag{2.8}
\end{equation*}
$$

The computation of $S_{l l^{\prime}}$ based on the hypersingular integral definition (1.1) in (1.7)(1.8) is rather complicated. Given the rectangular mesh and tensorial basis, we take a different routine as follows.
(i) The entries of $S$ are evaluated in the Fourier transformed domain

$$
\begin{equation*}
S_{l l^{\prime}}=S_{l^{\prime} l}=\int_{\mathbb{R}^{2}}\left(\xi^{2}+\eta^{2}\right)^{s} \mathscr{F}\left[\phi_{m}(x) \phi_{n}(y)\right](\xi, \eta) \overline{\mathscr{F}\left[\phi_{m^{\prime}}(x) \phi_{n^{\prime}}(y)\right](\xi, \eta)} \mathrm{d} \xi \mathrm{~d} \eta . \tag{2.9}
\end{equation*}
$$

The matrix $S$ can be generated by an $M$-by- $N$ generating matrix $G$, whose entries can be represented as a one-dimensional integral on a finite interval.
(ii) $S$ is a symmetric block-Toeplitz matrix with $N^{2}$ blocks, and each block is an $M$-by$M$ symmetric Toeplitz matrix. Thus, the matrix-vector multiplication can be carried out by FFT with $O(M N \log M N)$ operations.

### 2.2 Main result

We first show that the entries of the stiffness matrix can be explicitly represented as onedimensional integrals as follows.

Theorem 2.1. For $s \in(0,1)$, the FEM stiffness matrix $S$ is an $N$-by-N symmetric block-Toeplitz matrix of the form

$$
S=\widehat{C}_{s} \frac{h_{x}^{4-2 s}}{h_{y}^{2}}\left[\begin{array}{ccccc}
\boldsymbol{T}_{0} & \boldsymbol{T}_{1} & \cdots & \boldsymbol{T}_{N-2} & \boldsymbol{T}_{N-1}  \tag{2.10}\\
\boldsymbol{T}_{1} & \boldsymbol{T}_{0} & \ddots & \ddots & \boldsymbol{T}_{N-2} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\boldsymbol{T}_{N-2} & \ddots & \ddots & \boldsymbol{T}_{0} & \boldsymbol{T}_{1} \\
\boldsymbol{T}_{N-1} & \boldsymbol{T}_{N-2} & \cdots & \boldsymbol{T}_{1} & \boldsymbol{T}_{0}
\end{array}\right]
$$

where each block of $S$ is an M-by-M symmetric Toeplitz matrix and the entries are given by

$$
\boldsymbol{T}_{k}=\left[\begin{array}{ccccc}
t_{0}^{k} & t_{1}^{k} & \cdots & t_{M-2}^{k} & t_{M-1}^{k}  \tag{2.11}\\
t_{1}^{k} & t_{0}^{k} & \ddots & \ddots & t_{M-2}^{k} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
t_{M-2}^{k} & \ddots & \ddots & t_{0}^{k} & t_{1}^{k} \\
t_{M-1}^{k} & t_{M-2}^{k} & \cdots & t_{1}^{k} & t_{0}^{k}
\end{array}\right], \quad t_{j}^{k}=\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f_{j}^{k}(\theta) \mathrm{d} \theta,
$$

for $0 \leq k \leq N-1$ and $0 \leq j \leq M-1$, and

$$
\begin{equation*}
f_{j}^{k}(\theta)=f_{j}^{k}(\theta ; s, \varrho)=\frac{1}{\sin ^{4} \theta \cos ^{4} \theta} \sum_{p, q=-2}^{2} c_{p} c_{q}|(j+p) \cos \theta+(k+q) \varrho \sin \theta|^{6-2 s} \tag{2.12}
\end{equation*}
$$

In the above, the constants

$$
\begin{equation*}
\widehat{C}_{s}:=-\frac{1}{4 \pi \Gamma(7-2 s) \sin (s \pi)}, \quad \varrho=\frac{h_{y}}{h_{x}}, \quad c_{ \pm 2}=1, \quad c_{ \pm 1}=-4, \quad c_{0}=6 \tag{2.13}
\end{equation*}
$$

Proof. Let $\left\{\phi_{\ell}\right\}$ be the FEM basis on uniform grids with grid size $h$ given in (2.3). Then from [32, Lemma 2.1], we have

$$
\begin{equation*}
\mathscr{F}_{1}\left[\phi_{\ell}(\zeta)\right](\chi)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} \phi_{\ell}(\zeta) e^{-\mathrm{i} \chi \zeta} \mathrm{~d} \zeta=\sqrt{\frac{2}{\pi}} \frac{e^{-\mathrm{i} \zeta_{\ell} \chi}}{h} \frac{1-\cos (h \chi)}{\chi^{2}}, \quad \forall \chi \in \mathbb{R} \tag{2.14}
\end{equation*}
$$

where $\mathscr{F}_{1}$ denotes the one-dimensional Fourier transform in $\mathbb{R}$. Note that in (2.9), the two-dimensional Fourier transform: $\mathscr{F}\left[\phi_{m}(x) \phi_{n}(y)\right]=\mathscr{F}_{1}\left[\phi_{m}\right](\xi) \times \mathscr{F}_{1}\left[\phi_{n}\right](\eta)$ with $h=h_{x}$ and $h=h_{y}$, respectively. Thus, we derive from (2.14) and direct calculation that

$$
\begin{align*}
S_{l l^{\prime}}= & \frac{4}{\pi^{2} h_{x}^{2} h_{y}^{2}} \int_{\mathbb{R}^{2}}\left(\xi^{2}+\eta^{2}\right)^{s}\left\{e^{\mathrm{i}\left(m-m^{\prime}\right) h_{x} \xi} \frac{\left(1-\cos \left(h_{x} \xi\right)\right)^{2}}{\xi^{4}}\right\}\left\{e^{\mathrm{i}\left(n-n^{\prime}\right) h_{y} \eta} \frac{\left(1-\cos \left(h_{y} \eta\right)\right)^{2}}{\eta^{4}}\right\} \mathrm{d} \xi \mathrm{~d} \eta \\
= & \frac{16}{\pi^{2} h_{x}^{2} h_{y}^{2}} \int_{\mathbb{R}_{+}^{2}}\left(\xi^{2}+\eta^{2}\right)^{s}\left\{\cos \left(\left(m-m^{\prime}\right) h_{x} \xi\right) \frac{\left(1-\cos \left(h_{x} \xi\right)\right)^{2}}{\xi^{4}}\right\} \\
& \cdot\left\{\cos \left(\left(n-n^{\prime}\right) h_{y} \eta\right) \frac{\left(1-\cos \left(h_{y} \eta\right)\right)^{2}}{\eta^{4}}\right\} \mathrm{d} \xi \mathrm{~d} \eta \\
= & \frac{16}{\pi^{2} h_{x}^{2} h_{y}^{2}} \int_{\mathbb{R}_{+}^{2}}\left(\xi^{2}+\eta^{2}\right)^{s}\left\{\cos \left(j h_{x} \xi\right) \frac{\left(1-\cos \left(h_{x} \xi\right)\right)^{2}}{\xi^{4}}\right\}\left\{\cos \left(k h_{y} \eta\right) \frac{\left(1-\cos \left(h_{y} \eta\right)\right)^{2}}{\eta^{4}}\right\} \mathrm{d} \xi \mathrm{~d} \eta \tag{2.15}
\end{align*}
$$

where we denoted $\mathbb{R}_{+}^{2}=(0, \infty)^{2}, j=\left|m-m^{\prime}\right|$ and $k=\left|n-n^{\prime}\right|$. This implies the entry $S_{l l^{\prime}}$ (with $l=(n-1) M+m$ and $l^{\prime}=\left(n^{\prime}-1\right) M+m^{\prime}$ ) only depends on $\left|m-m^{\prime}\right|$ and $\left|n-n^{\prime}\right|$, so $S$ is a block Toeplitz matrix.

In view of the non-separable factor $\left(\xi^{2}+\eta^{2}\right)^{s}$ for $s \neq 1$, we resort to the polar coordinate transformation $\xi=\rho \cos \theta, \eta=\rho \sin \theta$, and rewrite the above double integral as

$$
\begin{align*}
S_{l l^{\prime}}= & \frac{16}{\pi^{2} h_{x}^{2} h_{y}^{2}} \int_{0}^{\frac{\pi}{2}} \frac{1}{\cos ^{4} \theta \sin ^{4} \theta} \int_{0}^{\infty} \rho^{2 s+1}\left\{\cos \left(j h_{x} \rho \cos \theta\right) \frac{\left(1-\cos \left(h_{x} \rho \cos \theta\right)\right)^{2}}{\rho^{4}}\right\} \\
& \cdot\left\{\cos \left(k h_{y} \rho \sin \theta\right) \frac{\left(1-\cos \left(h_{y} \rho \sin \theta\right)\right)^{2}}{\rho^{4}}\right\} \mathrm{d} \rho \mathrm{~d} \theta=\frac{16}{\pi^{2} h_{x}^{2} h_{y}^{2}} \int_{0}^{\frac{\pi}{2}} \frac{g_{j}^{k}(\theta)}{\cos ^{4} \theta \sin ^{4} \theta} \mathrm{~d} \theta, \tag{2.16}
\end{align*}
$$

where we denoted

$$
\begin{equation*}
g_{j}^{k}(\theta):=\int_{0}^{\infty} \rho^{2 s-7} \tilde{f}_{j}^{k}(\rho, \theta) \mathrm{d} \rho, \tag{2.17}
\end{equation*}
$$

with

$$
\begin{aligned}
& \tilde{f}_{j}^{k}(\rho, \theta)=\cos \left(a_{j} \rho\right)\left(1-\cos \left(a_{1} \rho\right)\right)^{2} \cos \left(b_{k} \rho\right)\left(1-\cos \left(b_{1} \rho\right)\right)^{2}, \\
& a_{j}:=a_{j}(\theta)=j h_{x} \cos \theta, \quad b_{k}:=b_{k}(\theta)=k h_{y} \sin \theta .
\end{aligned}
$$

Using the fundamental trigonometric identities, we find

$$
\cos \left(a_{j} \rho\right)\left(1-\cos \left(a_{1} \rho\right)\right)^{2}=\cos \left(a_{j} \rho\right)\left(\frac{3}{2}-2 \cos \left(a_{1} \rho\right)+\frac{1}{2} \cos \left(2 a_{1} \rho\right)\right)=\frac{1}{4} \sum_{p=-2}^{2} c_{p} \cos \left(a_{j+p} \rho\right)
$$

and

$$
\begin{aligned}
\tilde{f}_{j}^{k}(\rho, \theta) & =\frac{1}{16}\left(\sum_{p=-2}^{2} c_{p} \cos \left(a_{j+p} \rho\right)\right)\left(\sum_{q=-2}^{2} c_{q} \cos \left(b_{k+q} \rho\right)\right) \\
& =\frac{1}{16} \sum_{p, q=-2}^{2} c_{p} c_{q} \cos \left(a_{j+p} \rho\right) \cos \left(b_{k+q} \rho\right) \\
& =\frac{1}{32} \sum_{p, q=-2}^{2} c_{p} c_{q}\left(\cos \left(\left(a_{j+p}+b_{k+q}\right) \rho\right)+\cos \left(\left(a_{j+p}-b_{k+q}\right) \rho\right)\right) \\
& =\frac{1}{32} \sum_{p, q=-2}^{2} c_{p} c_{q}\left(\cos \left(\alpha_{p q} \rho\right)+\cos \left(\beta_{p q} \rho\right)\right)
\end{aligned}
$$

where

$$
\begin{align*}
& \alpha_{p q}:=\left|a_{j+p}+b_{k+q}\right|=\left|(j+p) h_{x} \cos \theta+(k+q) h_{y} \sin \theta\right| \\
& \beta_{p q}:=\left|a_{j+p}-b_{k+q}\right|=\left|(j+p) h_{x} \cos \theta-(k+q) h_{y} \sin \theta\right| . \tag{2.18}
\end{align*}
$$

It is evident that the $n$-th partial derivative is

$$
\begin{equation*}
\partial_{\rho}^{n} \tilde{f}_{j}^{k}(\rho, \theta)=\frac{1}{32} \sum_{p, q=-2}^{2} c_{p} c_{q}\left\{\left(\alpha_{p q}\right)^{n} \cos \left(\alpha_{p q} \rho+\frac{n \pi}{2}\right)+\left(\beta_{p q}\right)^{n} \cos \left(\beta_{p q} \rho+\frac{n \pi}{2}\right)\right\} . \tag{2.19}
\end{equation*}
$$

We proceed with the calculation by using integration by parts. For clarity, we consider two cases: $s \in\left[\frac{1}{2}, 1\right)$ and $\left(0, \frac{1}{2}\right)$, separately.
(i) $s \in\left[\frac{1}{2}, 1\right):$ We derive from (2.17) and integration by parts that

$$
\begin{align*}
& g_{j}^{k}(\theta)=\int_{0}^{\infty} \rho^{2 s-7} \tilde{f}_{j}^{k}(\rho, \theta) \mathrm{d} \rho=\left.\frac{\rho^{2 s-6}}{2 s-6} \tilde{f}_{j}^{k}(\rho, \theta)\right|_{0} ^{\infty}-\frac{1}{2 s-6} \int_{0}^{\infty} \rho^{2 s-6} \partial_{\rho} \tilde{f}_{j}^{k}(\rho, \theta) \mathrm{d} \rho \\
& =-\frac{1}{2 s-6} \int_{0}^{\infty} \rho^{2 s-6} \partial_{\rho} \tilde{f}_{j}^{k}(\rho, \theta) \mathrm{d} \rho=\cdots=-\frac{1}{(2 s-6) \cdots(2 s-2)} \int_{0}^{\infty} \rho^{2 s-2} \partial_{\rho}^{5} \tilde{f}_{j}^{k}(\rho, \theta) \mathrm{d} \rho \\
& =\frac{\Gamma(2-2 s)}{\Gamma(7-2 s)} \int_{0}^{\infty} \rho^{2 s-2} \partial_{\rho}^{5} \tilde{f}_{j}^{k}(\rho, \theta) \mathrm{d} \rho, \tag{2.20}
\end{align*}
$$

Recall the integral identity (cf. [26, p. 440]):

$$
\begin{equation*}
\int_{0}^{\infty} x^{\mu-1} \sin (a x) \mathrm{d} x=\frac{\Gamma(\mu)}{a^{\mu}} \sin \left(\frac{\mu \pi}{2}\right), \quad a>0, \mu \in(0,1), \tag{2.21}
\end{equation*}
$$

which holds for $\mu=0$ by understanding $\lim _{\mu \rightarrow 0} \Gamma(\mu) \sin (\mu \pi / 2)=\pi / 2$. This corresponds to the Sine integral (cf. [26, p. 423]):

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\sin (a x)}{x} \mathrm{~d} x=\frac{\pi}{2}, \quad a>0 . \tag{2.22}
\end{equation*}
$$

Then, by (2.19) and (2.21) with $\mu=2 s-1$ (and (2.2) for $s=1 / 2$ and $\mu=0$ ), we obtain

$$
\begin{align*}
& \int_{0}^{\infty} \rho^{2 s-2} \partial_{\rho}^{5} \tilde{f}_{j}^{k}(\rho, \theta) \mathrm{d} \rho=-\frac{1}{32} \sum_{p, q=-2}^{2} c_{p} c_{q} \int_{0}^{\infty} \rho^{2 s-2}\left(\left(\alpha_{p q}\right)^{5} \sin \left(\alpha_{p q} \rho\right)+\left(\beta_{p q}\right)^{5} \sin \left(\beta_{p q} \rho\right)\right) \mathrm{d} \rho \\
& =-\frac{\Gamma(2 s-1)}{32} \sin \left(\frac{(2 s-1) \pi}{2}\right) \sum_{p, q=-2}^{2} c_{p} c_{q}\left(\left(\alpha_{p q}\right)^{6-2 s}+\left(\beta_{p q}\right)^{6-2 s}\right)  \tag{2.23}\\
& =\frac{\Gamma(2 s-1)}{32} \cos (s \pi) \sum_{p, q=-2}^{2} c_{p} c_{q}\left(\left(\alpha_{p q}\right)^{6-2 s}+\left(\beta_{p q}\right)^{6-2 s}\right),
\end{align*}
$$

which holds for $s=\frac{1}{2}$ with the understanding $\lim _{s \rightarrow 1 / 2} \Gamma(2 s-1) \cos (s \pi)=-\frac{\pi}{2}$.
Thus, we derive from (2.17), (2.20), and (2.23) that

$$
\begin{align*}
g_{j}^{k}(\theta) & =\frac{\Gamma(2-2 s) \Gamma(2 s-1)}{32 \Gamma(7-2 s)} \cos (s \pi) \sum_{p, q=-2}^{2} c_{p} c_{q}\left(\left(\alpha_{p q}\right)^{6-2 s}+\left(\beta_{p q}\right)^{6-2 s}\right) \\
& =-\frac{1}{64 \Gamma(7-2 s) \sin (s \pi)} \sum_{p, q=-2}^{2} c_{p} c_{q}\left(\left(\alpha_{p q}\right)^{6-2 s}+\left(\beta_{p q}\right)^{6-2 s}\right), \tag{2.24}
\end{align*}
$$

where in the last step, we used the property:

$$
\begin{equation*}
\Gamma(z) \Gamma(1-z)=\frac{\pi}{\sin \pi z}, \quad z \neq 0,-1, \cdots \tag{2.25}
\end{equation*}
$$

(ii) $s \in\left(0, \frac{1}{2}\right):$ Recall the integral identity (cf. [26, p. 441]):

$$
\begin{equation*}
\int_{0}^{\infty} x^{\mu-1} \cos (a x) \mathrm{d} x=\frac{\Gamma(\mu)}{a^{\mu}} \cos \left(\frac{\mu \pi}{2}\right), \quad a>0, \mu \in(0,1) . \tag{2.26}
\end{equation*}
$$

We integrate the equation (2.20) by parts one more time and obtain

$$
\begin{equation*}
g_{j}^{k}(\theta)=\int_{0}^{\infty} \rho^{2 s-7} \tilde{f}_{j}^{k}(\rho, \theta) \mathrm{d} \rho=\frac{\Gamma(1-2 s)}{\Gamma(7-2 s)} \int_{0}^{\infty} \rho^{2 s-1} \partial_{\rho}^{6} \tilde{f}_{j}^{k}(\rho, \theta) \mathrm{d} \rho . \tag{2.27}
\end{equation*}
$$

Then, by (2.19) and (2.26) with $\mu=2 s \in(0,1)$, we obtain

$$
\begin{aligned}
\int_{0}^{\infty} \rho^{2 s-1} \partial_{\rho}^{6} \tilde{f}_{j}^{k}(\rho, \theta) \mathrm{d} \rho & =-\frac{1}{32} \sum_{p, q=-2}^{2} c_{p} c_{q} \int_{0}^{\infty} \rho^{2 s-1}\left(\left(\alpha_{p q}\right)^{6} \cos \left(\alpha_{p q} \rho\right)+\left(\beta_{p q}\right)^{6} \cos \left(\beta_{p q} \rho\right)\right) \mathrm{d} \rho \\
& =-\frac{\Gamma(2 s)}{32} \cos (s \pi) \sum_{p, q=-2}^{2} c_{p} c_{q}\left(\left(\alpha_{p q}\right)^{6-2 s}+\left(\beta_{p q}\right)^{6-2 s}\right) .
\end{aligned}
$$

Hence, following the same lines as the previous cases, we can derive (2.24) with $s \in\left(0, \frac{1}{2}\right)$ similarly. A combination of (2.16), (2.18) and (2.24) leads to

$$
S_{l l^{\prime}}=\widetilde{C}_{s} \int_{0}^{\frac{\pi}{2}} \sum_{p, q=-2}^{2} c_{p} c_{q} \frac{|(j+p) \cos \theta+(k+q) \varrho \sin \theta|^{6-2 s}+|(j+p) \cos \theta-(k+q) \varrho \sin \theta|^{6-2 s}}{\cos ^{4} \theta \sin ^{4} \theta} \mathrm{~d} \theta
$$

where $\widetilde{C}_{s}=\widehat{C}_{s} h_{x}^{4-2 s} / h_{y}^{2}$ with $\widehat{C}_{s}$ given in (2.13). Introducing $f_{j}^{k}(\theta)$ in (2.12), we can rewrite the integral and then use a simple substitution to obtain

$$
S_{l l^{\prime}}=\widetilde{C}_{s} \int_{0}^{\frac{\pi}{2}}\left(f_{j}^{k}(\theta)+f_{j}^{k}(-\theta)\right) \mathrm{d} \theta=\widetilde{C}_{s}\left(\int_{0}^{\frac{\pi}{2}} f_{j}^{k}(\theta) \mathrm{d} \theta+\int_{-\frac{\pi}{2}}^{0} f_{j}^{k}(\theta) \mathrm{d} \theta\right)=\widetilde{C}_{s} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f_{j}^{k}(\theta) \mathrm{d} \theta
$$

Finally, by the relation between the indices, that is, $l=(n-1) M+m, l^{\prime}=\left(n^{\prime}-1\right) M+m^{\prime}$, $j=\left|m-m^{\prime}\right|$, and $k=\left|n-n^{\prime}\right|$, we can derive the desired formulas.

Remark 2.1. Vollmann and Schulz [42] explored the multilevel Toeplitz structures of the FEM on rectangular meshes for general nonlocal operators with translation and reflection invariant kernels. In contrast to our approach, the implementation was performed in the physical space based on the hypersingular integral (1.7).

We observe from the Toeplitz-structure of $S$ that it can be generated from the matrix $G \in \mathbb{R}^{M N}$ with the entries $G_{k j}=t_{j}^{k}$, and the value of $t_{j}^{k}$ only depends on the mesh ratio $\varrho$ and the fractional order $s$. In particular, if $h_{x}=h_{y}=h$ (i.e., $\varrho=1$ ), we can show that $t_{j}^{k}=t_{k}^{j}$ for $0 \leq j, k \leq \min \{N, M\}-1$. In what follows, we shall restrict our attention to this case, but with different $M, N$. In fact, the algorithm can be extended to $h_{x} \neq h_{y}$ without difficulty.

As each entry can be computed independently, we do not specify the dependence of the notation on $j, k$ and $s$. Denote

$$
\begin{equation*}
x_{j+p}:=|j+p| h, \quad y_{k+q}:=|k+q| h, \quad 0 \leq j \leq J:=M-1,0 \leq k \leq K:=N-1 \tag{2.28}
\end{equation*}
$$

for $p, q \in\{0, \pm 1, \pm 2\}$. The following alternative formulation of $t_{j}^{k}$ is more convenient for computation.
Corollary 2.1. If $h_{x}=h_{y}=h$, then we can rewrite $t_{j}^{k}$ in Theorem 2.1 as

$$
\begin{equation*}
t_{j}^{k}=\int_{0}^{\frac{\pi}{2}} F_{j}^{k}(\theta) \mathrm{d} \theta, \quad 0 \leq j \leq J, 0 \leq k \leq K \tag{2.29}
\end{equation*}
$$

where the integrand

$$
\begin{equation*}
F_{j}^{k}(\theta)=\frac{h^{-\gamma}}{\sin ^{4} \theta \cos ^{4} \theta} \sum_{p, q=-2}^{2} c_{p} c_{q}\left\{\left|x_{j+p} \sin \theta-y_{k+q} \cos \theta\right|^{\gamma}+\left|x_{j+p} \sin \theta+y_{k+q} \cos \theta\right|^{\gamma}\right\} \tag{2.30}
\end{equation*}
$$

with $\gamma=6-2 s$ and $\left\{c_{i}\right\}$ given in (2.13). Moreover, we have $t_{j}^{k}=t_{k}^{j}$ for $0 \leq j, k \leq \min \{J, K\}$.
Proof. In view of (2.11)-(2.12), we make the change of variable $\theta \rightarrow-\theta$ for $\theta \in(-\pi / 2,0)$ and obtain

$$
\begin{aligned}
t_{j}^{k} & =\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f_{j}^{k}(\theta) \mathrm{d} \theta=\int_{0}^{\frac{\pi}{2}}\left(f_{j}^{k}(\theta)+f_{j}^{k}(-\theta)\right) \mathrm{d} \theta=\int_{0}^{\frac{\pi}{2}}\left(f_{j}^{k}(\pi / 2-\theta)+f_{j}^{k}(\theta-\pi / 2)\right) \mathrm{d} \theta \\
& =\int_{0}^{\frac{\pi}{2}}\left(f_{k}^{j}(\theta)+f_{j}^{k}(\theta-\pi / 2)\right) \mathrm{d} \theta=\int_{0}^{\frac{\pi}{2}}\left(f_{k}^{j}(\pi / 2-\theta)+f_{j}^{k}(\theta)\right) \mathrm{d} \theta:=\int_{0}^{\frac{\pi}{2}} F_{j}^{k}(\theta) \mathrm{d} \theta
\end{aligned}
$$

where we used the substitution $\theta \rightarrow \frac{\pi}{2}-\theta$ in the last step, and denoted the integrand by $F_{j}^{k}(\theta)$. Note from (2.30) that $F_{j}^{k}(\theta)=F_{k}^{j}(\pi / 2-\theta)$, so we find from (2.29) immediately that $t_{j}^{k}=t_{k}^{j}$.

To conclude this section, we remark that the proposed approach can recover the standard FEM stiffness matrix:

$$
\begin{equation*}
\boldsymbol{S}=\boldsymbol{S}_{x} \otimes \boldsymbol{M}_{y}+\boldsymbol{M}_{x} \otimes \boldsymbol{S}_{y} \tag{2.31}
\end{equation*}
$$

where

$$
S_{z}=\frac{1}{h_{z}} \operatorname{diag}(-1,2,-1), \quad \boldsymbol{M}_{z}=\frac{h_{z}}{6} \operatorname{diag}(1,4,1), \quad z=x, y
$$

are the usual tridiagonal FEM stiffness and mass matrices in one dimension, respectively. When $s=1$, the factor $\left(\xi^{2}+\eta^{2}\right)^{s}$ is separable, so we derive from (2.15) and direction calculation that

$$
S_{l l^{\prime}}=\frac{16}{\pi^{2} h_{x}^{2} h_{y}^{2}}\left(\int_{0}^{\infty} \frac{w\left(\xi ; j, h_{x}\right)}{\xi^{2}} \mathrm{~d} \xi \int_{0}^{\infty} \frac{w\left(\eta ; k, h_{y}\right)}{\eta^{4}} \mathrm{~d} \eta+\int_{0}^{\infty} \frac{w\left(\xi ; j, h_{x}\right)}{\xi^{4}} \mathrm{~d} \xi \int_{0}^{\infty} \frac{w\left(\eta ; k, h_{y}\right)}{\eta^{2}} \mathrm{~d} \eta\right)
$$

where

$$
w(x ; \ell, h)=\frac{1}{4} \sum_{p=-2}^{2} c_{p} \cos ((\ell+p) h x) .
$$

Using integration by parts, we find

$$
\begin{aligned}
& \int_{0}^{\infty} \frac{w(x ; \ell, h)}{x^{2}} \mathrm{~d} x=-\frac{h}{4} \sum_{p=-2}^{2} c_{p}(\ell+p) \int_{0}^{\infty} \frac{\sin ((\ell+p) h x)}{x} \mathrm{~d} x=-\frac{\pi h}{8} \sum_{p=-2}^{2} c_{p}|\ell+p|, \\
& \int_{0}^{\infty} \frac{w(x ; \ell, h)}{x^{4}} \mathrm{~d} x=\frac{h^{3}}{24} \sum_{p=-2}^{2} c_{p}(\ell+p)^{3} \int_{0}^{\infty} \frac{\sin ((\ell+p) h x)}{x} \mathrm{~d} x=\frac{\pi h^{3}}{48} \sum_{p=-2}^{2} c_{p}|\ell+p|^{3},
\end{aligned}
$$

where we used the formula (2.2) (see [26, P. 423]): for $a \in \mathbb{R}$,

$$
\int_{0}^{\infty} \frac{\sin (a x)}{x} \mathrm{~d} x=\frac{\pi}{2} \operatorname{sign}(a) .
$$

One verifies readily that

$$
\sum_{p=-2}^{2} c_{p}|z+p|=\left\{\begin{array}{ll}
-4, & \text { if } z=0 \\
2, & \text { if } z=1, \\
0, & \text { if } z \geq 2,
\end{array} \quad \sum_{p=-2}^{2} c_{p}|z+p|^{3}= \begin{cases}8, & \text { if } z=0 \\
2, & \text { if } z=1 \\
0, & \text { if } z \geq 2\end{cases}\right.
$$

A combination of the above leads to the assembled matrix form given in (2.31).

## 3 Fast and accurate computation of the one-dimensional integral $t_{j}^{k}$

In this section, we describe the algorithm for computing the one-dimensional integrals $\left\{t_{j}^{k}\right\}$ in (2.29)-(2.30). Note that their values only depend on the fractional order $s$, and it suffices to compute $\left\{t_{j}^{k}\right\}$ with $j \geq k \geq 0$ (as $t_{j}^{k}=t_{k}^{j}$ ), and $J \geq K$. Indeed, for $J \leq K$, the generating matrix can be obtained by the transpose $G^{t}$. As a result, we always assume that

$$
\begin{equation*}
j \geq k \geq 0, \quad 0 \leq j \leq J, \quad 0 \leq k \leq K \leq J . \tag{3.1}
\end{equation*}
$$

The main focus will be placed on how to deal with the singularities of the integrand $F_{j}^{k}(\theta)$. As shown in Fig. $1, F_{j}^{k}(\theta)$ exhibits some local steep peaks that need to be located and resolved.

We find from (2.30) readily that $F_{j}^{k}(\theta)$ has a low regularity at $\theta$ satisfying $x_{j+p} \sin \theta-$ $y_{k+q} \cos \theta=0$, but $x_{j+p} \neq 0, y_{k+q} \neq 0$, that is, at

$$
\begin{equation*}
\vartheta_{p}^{q}:=\arctan \left(\frac{y_{k+q}}{x_{j+p}}\right)=\arctan \left(\frac{|k+q|}{|j+p|}\right) \in(0, \pi / 2), \quad \forall p \in Y_{j}, \forall q \in \mathrm{Y}_{k}, \tag{3.2}
\end{equation*}
$$



Figure 1: Profiles of $F_{j}^{k}(\theta)$ with $\theta \in[0, \pi / 2]$ for $s=0.7$.
where the index set

$$
\begin{equation*}
Y_{\ell}=\{i: i \in\{0, \pm 1, \pm 2\}, i \neq-\ell\}, \quad \ell \geq 0 . \tag{3.3}
\end{equation*}
$$

Based on the location and nature of the singularities, we split the integral (2.29) into

$$
\begin{align*}
t_{j}^{k} & =\int_{0}^{\theta_{1}} F_{j}^{k}(\theta) \mathrm{d} \theta+\int_{\theta_{1}}^{\theta_{2}} F_{j}^{k}(\theta) \mathrm{d} \theta+\int_{\theta_{2}}^{\frac{\pi}{2}} F_{j}^{k}(\theta) \mathrm{d} \theta  \tag{3.4}\\
& :=\mathcal{I}_{j}^{k}\left(\theta_{1}\right)+\mathcal{J}_{j}^{k}\left(\theta_{1}, \theta_{2}\right)+\mathcal{I}_{k}^{j}\left(\pi / 2-\theta_{2}\right),
\end{align*}
$$

where $0<\theta_{1}<\theta_{2}<\pi / 2$ are two constants to be specified later such that all the interior "singular" points $\vartheta_{p}^{q} \in\left(\theta_{1}, \theta_{2}\right)$. Here the relation between the first and third integrals in (3.4) follows from a simple change of variable and the property $F_{k}^{j}(\theta)=F_{j}^{k}(\pi / 2-\theta)$. We proceed to compute $\mathcal{I}_{j}^{k}\left(\theta_{1}\right)$ by using the binomial expressions at $\theta=0, \pi / 2$, and $\mathcal{J}_{j}^{k}\left(\theta_{1}, \theta_{2}\right)$ by a suitable Jacobi-Gauss quadrature where the weight function is chosen to absorb the interior "singularities" of the integrand.

### 3.1 Computation of $\mathcal{I}_{j}^{k}\left(\theta_{1}\right)$

To reduce the roundoff errors in computation (particularly for $j \gg k$ ), we adopt the normalisation

$$
\begin{equation*}
\bar{x}_{j+p}:=\frac{x_{j+p}}{x_{j+2}}=\frac{|j+p|}{j+2} \leq 1, \quad \bar{y}_{k+q}:=\frac{y_{k+q}}{y_{k+2}}=\frac{|k+q|}{k+2} \leq 1, \quad \forall p \in \mathrm{Y}_{j}, \forall q \in \mathrm{Y}_{k}, \tag{3.5}
\end{equation*}
$$

and define the normalised sine and cosine as

$$
\begin{equation*}
\mathcal{S}_{j}(\theta):=x_{j+2} \sin \theta, \quad \mathcal{C}_{k}(\theta):=y_{k+2} \cos \theta . \tag{3.6}
\end{equation*}
$$

For simplicity, we introduce two constants involved in the following proposition:

$$
C_{2 n}^{j, k}:=\left(\sum_{|p|=0}^{2} c_{p} \bar{x}_{j+p}^{2 n+4}\right)\left(\sum_{q \in \mathrm{Y}_{k}} c_{q} \bar{y}_{k+q}^{2-2 n-2 s}\right), \quad \widetilde{C}^{j, k}:= \begin{cases}c_{-k} \sum_{|p|=0}^{2} c_{p} \bar{x}_{j+p}^{\gamma}, & \text { if } k \leq 2  \tag{3.7}\\ 0, & \text { if } k \geq 3\end{cases}
$$

We can compute $\mathcal{I}_{j}^{k}\left(\theta_{1}\right)$ by the following binormal expansion which indicates the singularity of $F_{j}^{k}(\theta)$ in (2.29) at $\theta=0$ is removable.
Proposition 3.1. Let $s \in(0,1)$. If $\tan \vartheta<\tan \vartheta_{p}^{q}$, i.e., $0 \leq \vartheta<\vartheta_{p}^{q}$ for all $p \in \mathrm{Y}_{j}, q \in \mathrm{Y}_{k}$, then

$$
\begin{equation*}
\mathcal{I}_{j}^{k}(\vartheta)=\int_{0}^{\vartheta} F_{j}^{k}(\theta) \mathrm{d} \theta=\frac{2 x_{j+2}^{4} y_{k+2}^{4}}{h^{\gamma}}\left\{\widetilde{C}^{j, k} \widetilde{R}(\vartheta)+\sum_{n=0}^{\infty} \frac{(\gamma)_{2 n+4} C_{2 n}^{j, k}}{(2 n+4)!} R_{2 n}(\vartheta)\right\} \tag{3.8}
\end{equation*}
$$

where $\gamma=6-2 s,(\gamma)_{m}=\gamma(\gamma-1) \cdots(\gamma-m+1)$ is the counting down Pochhammer symbol, and

$$
\begin{equation*}
R_{2 n}(\vartheta):=\int_{0}^{\vartheta} \frac{\left(\mathcal{S}_{j}(\theta)\right)^{2 n}}{\left(\mathcal{C}_{k}(\theta)\right)^{2 n+2+2 s}} \mathrm{~d} \theta, \quad \widetilde{R}(\vartheta):=\int_{0}^{\vartheta} \frac{\left(\mathcal{S}_{j}(\theta)\right)^{2-2 s}}{\left(\mathcal{C}_{k}(\theta)\right)^{4}} \mathrm{~d} \theta \tag{3.9}
\end{equation*}
$$

with the constants $C_{2 n}^{j, k}$ and $\widetilde{C}^{j, k}$ given in (3.7). Moreover, we have the recurrence relation

$$
\begin{equation*}
R_{2 n-2}(\vartheta)=-\frac{2 n+1+2 s}{2 n-1}\left(\frac{k+2}{j+2}\right)^{2} R_{2 n}(\vartheta)+\frac{1}{2 n-1} \frac{k+2}{j+2} \frac{\left(\mathcal{S}_{j}(\vartheta)\right)^{2 n-1}}{\left(\mathcal{C}_{k}(\vartheta)\right)^{2 n+1+2 s}} \tag{3.10}
\end{equation*}
$$

and the explicit representation

$$
\begin{equation*}
\widetilde{R}(\vartheta)=\frac{\sin (2 \vartheta)\left(1+2 s \cos ^{2} \vartheta\right)}{6} \frac{\left(\mathcal{S}_{j}(\vartheta)\right)^{2-2 s}}{\left(\mathcal{C}_{k}(\vartheta)\right)^{4}}+\frac{2 s(s-1)}{3} \frac{x_{j+2}^{2-2 s}}{y_{k+2}^{4}} B\left(\sin ^{2} \vartheta ; 3 / 2-s, 1 / 2\right), \tag{3.11}
\end{equation*}
$$

where $B(x ; a, b)$ is the incomplete Beta function.
We sketch the derivation in Appendix A to avoid distraction from the main topic. Note that the expansion (3.8) is valid for all

$$
0 \leq \vartheta<\vartheta_{\min }^{j, k}:=\min _{p, q}\left\{\vartheta_{p}^{q}: p \in \mathrm{Y}_{j, q}, q \in \mathrm{Y}_{k}\right\}= \begin{cases}\arctan \left(\frac{k-2}{j+2}\right), & \text { if } k \geq 3  \tag{3.12}\\ \arctan \left(\frac{1}{j+2}\right), & \text { if } 0 \leq k \leq 2\end{cases}
$$

In practice, we have to truncate the infinite sum and approximate $\mathcal{I}_{j}^{k}(\vartheta)$ by

$$
\begin{equation*}
\widetilde{\mathcal{I}}_{j}^{k}(\vartheta)=\frac{2 x_{j+2}^{4} y_{k+2}^{4}}{h^{\gamma}}\left\{\widetilde{\mathrm{C}}^{j, k} \widetilde{R}(\vartheta)+\sum_{n=0}^{N_{\delta}-1} \frac{(\gamma)_{2 n+4} \mathrm{C}_{2 n}^{j, k}}{(2 n+4)!} R_{2 n}(\vartheta)\right\}, \tag{3.13}
\end{equation*}
$$

where the cut-off number $N_{\delta}$ can be determined by the truncation error for some $0<\delta<1$ and under the condition

$$
\begin{equation*}
\frac{x_{j+p} \sin \vartheta}{y_{k+q} \cos \vartheta} \leq \delta<1 \text {, i.e., } 0 \leq \vartheta \leq \arctan \left(\delta \vartheta_{\min }^{j, k}\right):=\theta_{1} . \tag{3.14}
\end{equation*}
$$

Proposition 3.2. Let $s \in(0,1)$ and let $\delta \in(0,1)$ be given. Then under the condition (3.14), we have the truncation error

$$
\begin{equation*}
\left|\mathcal{I}_{j}^{k}(\vartheta)-\widetilde{\mathcal{I}}_{j}^{k}(\vartheta)\right| \leq \widehat{C}_{j, k}^{s}(\vartheta) \frac{\mathrm{e}^{-2|\ln \delta| N_{\delta}}}{|\ln \delta| N_{\delta}^{7-2 s}}, \tag{3.15}
\end{equation*}
$$

where

$$
\widehat{C}_{j, k}^{s}(\vartheta):=\frac{c \Gamma(7-2 s)|\sin (2 s \pi)| \vartheta}{2^{6-2 s} \pi(\cos \vartheta)^{2+2 s}}\left(\sum_{|p|=0}^{2}\left|c_{p}\right||j+p|^{4}\right)\left(\sum_{q \in Y_{k}}\left|c_{q}\right||k+q|^{2-2 s}\right), \quad c \approx 1 .
$$

We sketch the proof in Appendix B. With the above estimate, we can determine $N_{\delta}$ for a preassigned $\delta \in(0,1)$ and a given error tolerance to compute $\mathcal{I}_{j}^{k}\left(\theta_{1}\right)$, so does $\mathcal{I}_{k}^{j}\left(\pi / 2-\theta_{2}\right)$ with $\theta_{2}=\pi / 2-\theta_{1}$ in a fast manner. In Fig. 2, we depict the subinterval $\left[\theta_{1}, \theta_{2}\right] \subset[0, \pi / 2]$ for fixed $j$ or $k$ with $\delta=0.9$ and $s=0.7$, where in the shaded region, we need to compute $\mathcal{J}_{j}^{k}\left(\theta_{1}, \theta_{2}\right)$.


Figure 2: The distribution of the subinterval $\left[\theta_{1}, \theta_{2}\right]$ with $\delta=0.9$ and $s=0.7$.

### 3.2 Computation of $\mathcal{J}_{j}^{k}\left(\theta_{1}, \theta_{2}\right)$

As illustrated in Fig. 1, the peaks (resulted from local singularities) of the integrand $F_{j}^{k}(\theta)$ in (2.30) are contained in $\left[\theta_{1}, \theta_{2}\right]$. We can show that such singularities can be absorbed by the weight function of a suitable Jacobi-Gauss quadrature. To this end, we introduce the linear transformation:

$$
\begin{equation*}
w_{1}(z)=\frac{\theta_{1}-\vartheta_{p}^{q}}{2} z+\frac{\vartheta_{p}^{q}+\theta_{1}}{2} \in\left(\theta_{1}, \vartheta_{p}^{q}\right), \quad w_{2}(z)=\frac{\theta_{2}-\vartheta_{p}^{q}}{2} z+\frac{\vartheta_{p}^{q}+\theta_{2}}{2} \in\left(\vartheta_{p}^{q}, \theta_{2}\right), \tag{3.16}
\end{equation*}
$$

for $z \in(-1,1)$, where $\vartheta_{p}^{q}$ is defined in (3.2). Define

$$
\begin{equation*}
d_{1}=\frac{\vartheta_{p}^{q}-\theta_{1}}{2}, \quad d_{2}=\frac{\theta_{2}-\vartheta_{p}^{q}}{2} . \tag{3.17}
\end{equation*}
$$

Proposition 3.3. For $s \in(0,1)$ and fixed $j \geq k \geq 0, \mathcal{J}_{j}^{k}\left(\theta_{1}, \theta_{2}\right)$ in (3.4) can be computed by

$$
\begin{equation*}
\mathcal{J}_{j}^{k}\left(\theta_{1}, \theta_{2}\right)=\frac{16}{h \gamma} \sum_{p, q=-2}^{2} c_{p} c_{q}\left(x_{j+p}^{2}+y_{k+q}^{2}\right)^{\frac{\gamma}{2}} \mathcal{I}_{p, q}, \tag{3.18}
\end{equation*}
$$

where for $j \geq k \geq 3$,

$$
\begin{align*}
\mathcal{I}_{p, q}= & \mathcal{I}_{p, q}^{-}+\mathcal{I}_{p, q}^{+}:=\int_{-1}^{1}\left\{\left(\frac{\sin \left(d_{1}(1+z)\right)}{d_{1}(1+z)}\right)^{\gamma} \frac{d_{1}^{\gamma+1}(1+z)^{5}}{\sin ^{4}\left(2 w_{1}(z)\right)}\right. \\
& \left.+\left(\frac{\sin \left(d_{2}(1+z)\right)}{d_{2}(1+z)}\right)^{\gamma} \frac{d_{2}^{\gamma+1}(1+z)^{5}}{\sin ^{4}\left(2 w_{2}(z)\right)}\right\}(1+z)^{1-2 s} \mathrm{~d} z+\int_{\theta_{1}}^{\theta_{2}} \frac{\left|\sin \left(\theta+\vartheta_{p}^{q}\right)\right|^{\gamma}}{\sin ^{4}(2 \theta)} \mathrm{d} \theta, \tag{3.19}
\end{align*}
$$

while for $j \geq k$ and $k \leq 2$,

$$
\begin{equation*}
\mathcal{I}_{p, q}=\frac{2 y_{k+2}^{4}}{x_{j+2}^{2-2 s}}\left(\widetilde{R}\left(\theta_{2}\right)-\widetilde{R}\left(\theta_{1}\right)\right), \tag{3.20}
\end{equation*}
$$

and for $2 \geq j \geq k \geq 0$,

$$
\begin{equation*}
\mathcal{I}_{p, q}=\frac{2 y_{k+2}^{4}}{x_{j+2}^{2-2 s}}\left(\widetilde{R}\left(\pi / 2-\theta_{2}\right)-\widetilde{R}\left(\pi / 2-\theta_{1}\right)\right) . \tag{3.21}
\end{equation*}
$$

Here $\widetilde{R}(\theta)$ is computed explicitly by (3.11).


Figure 3: Maximum errors of quadrature against number of nodes with $s=0.7$. Left: Jacobi-Gauss quadrature for $\mathcal{I}_{p, q}^{-}$. Right: Legendre-Gauss quadrature for $\mathcal{I}_{p, q}^{+}$.

We refer to Appendix C for the derivation. It is seen from (3.19) that the integrals $\mathcal{I}_{p, q}^{-}$ can be computed very accurately by using the Jacobi-Gauss quadrature with the weight $\omega^{(0,1-2 s)}(z)=(1+z)^{1-2 s}$ and a small number of nodes. Meanwhile, the integral $\mathcal{I}_{p, q}^{+}$can be evaluated accurately by the Legendre-Gauss quadrature with a small number of nodes
as well. In Fig. 3, we show the maximum quadrature errors for several $j, k$ with the reference values obtained by a large enough number of nodes. In the worst case with $j \gg k$, we need slightly more nodes than the case when $j, k$ are close. Here, we resort to the Multiprecision Computing Toolbox for Matlab [1] in some extreme cases, so we observe the accuracy up to $10^{-30}$.

We summarise the algorithm for computing the entries $\left\{t_{j}^{k}\right\}$ of the generating matrix $G$ as follows.

```
Algorithm 1: Evaluate \(t_{j}^{k}\)
    for \(k=0, \cdots, K\) do
        for \(j=k, \cdots, J\) do
            Set \(\theta_{1}\) to be the value in (3.14) and \(\theta_{2}=\frac{\pi}{2}-\theta_{1}\);
            Compute \(\widetilde{\mathcal{I}}_{j}^{k}\left(\theta_{1}\right)\) and \(\widetilde{\mathcal{I}}_{k}^{j}\left(\pi / 2-\theta_{2}\right)\) by (3.13);
            Compute \(\mathcal{J}_{j}^{k}\left(\theta_{1}, \theta_{2}\right)\) by (3.18) and the quadrature rule to obtain \(\widetilde{\mathcal{J}}_{j}^{k}\left(\theta_{1}, \theta_{2}\right)\);
            Set
                \(t_{j}^{k}=\widetilde{\mathcal{I}}_{j}^{k}\left(\theta_{1}\right)+\widetilde{\mathcal{J}}_{j}^{k}\left(\theta_{1}, \theta_{2}\right)+\widetilde{\mathcal{I}}_{k}^{j}\left(\pi / 2-\theta_{2}\right)\).
        end
    end
```


### 3.3 Decay rate of $t_{j}^{k}$ and sparsity of the generating matrix

With the analytic formula of $t_{j}^{k}$ in Theorem 2.1 at our disposal, we can show that the entries $\left\{t_{j}^{k}\right\}$ of the generating matrix $G$ decay at a rate $O\left(\left(j^{2}+k^{2}\right)^{-(s+1)}\right)$. As a result, for a given error tolerance (e.g., $O\left(h^{3}\right)$ ), the entries with large $j$ or $k$ can be set as zero, so the matrix $G$ becomes relatively "sparse" (see Fig. 4). The derivation of the following decay rate is essentially based on an alternative representation of the integrand $f_{j}^{k}(\theta)$ in (2.12) derived from the finite difference perspective, which is sketched in Appendix D.
Proposition 3.4. For $s \in(0,1)$ and $h_{x}=h_{y}=h$, the integral $t_{j}^{k}$ in (2.11) behaves like

$$
\begin{equation*}
t_{j}^{k}=O\left(\left(j^{2}+k^{2}\right)^{-(s+1)}\right), \tag{3.22}
\end{equation*}
$$

where the constant in the $O$-term is independent of $j, k$ and $h$.
In Fig. 4 (left), we plot the magnitude of the diagonal entries (i.e., $\left|t_{j}^{k}\right|$ with $j=k$ ) of $G$ against the reference decay rate $\left(j^{2}+k^{2}\right)^{-(s+1)}$ by (3.22) for different $s$, which shows a good agreement. In actual computation, we can directly set $t_{j}^{k}$ with small magnitudes to be zero. More precisely, if the magnitude of the entry of the stiffness matrix $S$ is smaller than $h^{3}$, we set it to be zero. Indeed, by (2.10), $S$ is generated by $G$ with its entry multiplying the factor $\widehat{C}_{s} h^{2-2 s}$, so we can adopt the truncation rule: if $\left|t_{j}^{k}\right|<h^{2 s+1}$, then we set $t_{j}^{k}=0$.


Figure 4: Left: Decay rate of $\left|t_{j}^{k}\right|$ with $k=j$ various $s$. Right: Portion of $\left\{t_{j}^{k}\right\}$ for $1 \leq j \leq J=750$ and $1 \leq k \leq K=512$ needs to be evaluated, where $s=0.3$.

In view of (3.22), we require $\sqrt{j^{2}+k^{2}} \geq h^{\frac{1}{2(s+1)}}-1$. In practice, it is safe to set $t_{j}^{k}=0$ for all $\sqrt{j^{2}+k^{2}}>P:=\left[c(s) h^{-(1+\epsilon)}\right]$ (the integer part) for some small $\epsilon>0$ and $0<c(s)<1$. In fact, we find from many tests that a good choice is $\epsilon=0.07$ and $c(s)=1-0.18 s$, so we take these values in what follows. We illustrate in Fig. 4 (right) the nonzero entries of the modified generating matrix $G$ with $j \geq k$ and $\sqrt{j^{2}+k^{2}} \leq P=357$, where $s=0.3, h=2^{-8}, J=750$, $K=512$. In fact, about $14 \%$ of $\left\{t_{j}^{k}\right\}$ is needed to be evaluated in view of the symmetry and decay properties.

In Table 1, we tabulate the sparsity of modified generating matrix (i.e., the number of zero entries divided by the total number of entries) for $J=K=2 / h$ and various $s$ and $h$, which indicates a substantial saving can be gained. The condition number $\kappa(\boldsymbol{S})$ with/without cut-off for $s=0.3,0.7$ are depicted in Fig. 5 , where both are consistent with the theoretical results $\kappa(\boldsymbol{S})=O\left(h^{-2 s}\right)$ (cf. [5, Theorem 5]).

Although more delicate analysis can be conducted for the cut-off rule, the above numerical evidences demonstrate that the $h^{3}$-rule can be used in practice.

Table 1: Sparsity of the generating matrix $G$ for various $s$ and $h$

|  | $s=0.2$ |  | $s=0.3$ |  | $s=0.4$ |  | $s=0.6$ |  | $s=0.7$ |  | $s=0.8$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $h$ | $P$ | Sparsity | $P$ | Sparsity | $P$ | Sparsity | $P$ | Sparsity | P | Sparsity | $P$ | Sparsity |
| $2^{-3}$ | 8 | 80.7\% | 8 | 80.7\% | 8 | 80.7\% | 8 | 80.7\% | 8 | 80.7\% | 7 | 85.2\% |
| $2^{-4}$ | 18 | 75.3\% | 18 | 75.3\% | 18 | 75.3\% | 17 | 78.1\% | 16 | 80.3\% | 16 | 80.3\% |
| $2^{-5}$ | 39 | 70.9\% | 38 | 72.7\% | 37 | 73.7\% | 36 | 75.6\% | 35 | 76.5\% | 34 | 77.8\% |
| $2^{-6}$ | 82 | 67.8\% | 81 | 68.6\% | 79 | 70.8\% | 76 | 72.3\% | 74 | 73.7\% | 73 | 74.4\% |
| $2^{-7}$ | 173 | 64.9\% | 170 | 65.5\% | 166 | 67.9\% | 160 | 69.9\% | 157 | 70.5\% | 153 | 71.9\% |
| $2^{-8}$ | 363 | 60.5\% | 357 | 61.9\% | 350 | 63.5\% | 336 | 66.1\% | 329 | 67.6\% | 323 | 68.6\% |
| $2^{-9}$ | 763 | 56.4\% | 749 | 58.0\% | 735 | 59.8\% | 706 | 62.7\% | 692 | 64.1\% | 678 | 65.5\% |



Figure 5: Condition Number for fractional stiffness matrix $S$ with/without cutting off. Left: $s=0.3$. Right: $s=0.7$.

Remark 3.1. It is noteworthy that there is much recent interest and attempt in sparse approximation of the IFL stiffness matrix. Karkulik and Melenk [29] developed a conforming FEM on the quasiuniform mesh based on the Caffarelli-Silvestre extension, where the individual blocks of the inverse of stiffness matrix can be approximated by low-rank matrices with an exponentially small error in the rank. Boukaram et al. [14] proposed the hierarchical matrix approximation to reduce the cost of storage requirement and matrix-vector multiplication as the full representation of the stiffness matrix is not affordable. We also refer to the references therein for some relevant approaches, though our method is different from these existing ones.

## 4 Applications and numerical results

In this section, we consider several examples of PDEs with fractional Laplacian and show the accuracy and efficiency of the algorithm for computing the FEM stiffness matrix. We start with the fractional Poisson equation in rectangular and $L$-shaped domains, and then turn to the fractional-in-space Allen-Cahn equation.

### 4.1 Fractional Poisson equation on a rectangular domain

We first consider the model problem (1.3) with the weak form (2.4) and finite-element approximation (2.5). The convergence rate of the finite element approximation to (1.3) has been intensively studied in a more general setting (see, e.g., [4, 10-12,25]). Here, we collect the most relevant estimates summarised in [6] (with original reference to $[4,11]$ ), in order to demonstrate that our solver can achieve the expected accuracy.

Theorem 4.1. Let $\Omega$ be a rectangular domain with a mesh $\mathcal{T}_{h}$ defined in (2.1), and let $u, u_{h}$ be the solution to (2.4) and (2.5), respectively. If $f$ has the following regularity for different ranges
of $s \in(0,1)$, then we have

$$
\left\|u-u_{h}\right\|_{\tilde{H}^{s}(\Omega)} \leq C \begin{cases}h^{\frac{1}{2}}|\log h|\|f\|_{C^{\frac{1}{2}-s}(\bar{\Omega})^{\prime}} & \text { if } s \in(0,1 / 2)  \tag{4.1}\\ h^{\frac{1}{2}}|\log h|\|f\|_{L^{\infty}(\Omega)}, & \text { if } s=1 / 2 \\ h^{\frac{1}{2}} \sqrt{|\log h|}\|f\|_{C^{\beta}(\bar{\Omega})^{\prime}}, & \text { if } s \in(1 / 2,1)\end{cases}
$$

where $h=\max \left\{h_{x}, h_{y}\right\}$ and the constant $C$ depends on the domain $\Omega, s$ and/or $\beta$.
On the other hand, if $u \in H^{s+1 / 2-\varepsilon}(\Omega)$ for any $\varepsilon>0$, we have

$$
\left\|u-u_{h}\right\|_{L^{2}(\Omega)} \leq C \begin{cases}h^{\frac{1}{2}+s-\varepsilon}|u|_{H^{s+\frac{1}{2}-\varepsilon}(\Omega)^{\prime}} & \text { if } 0<s<1 / 2  \tag{4.2}\\ h^{1-2 \varepsilon}|u|_{H^{s+\frac{1}{2}-\varepsilon}(\Omega)^{\prime}} & \text { if } 1 / 2 \leq s<1,\end{cases}
$$

where the positive constant $C$ depends on the domain $\Omega, s$, and $\varepsilon$.
Here, the fractional Sobolev space $H^{s}(\Omega)$ is defined as in [35]. Note that it has a close relation with the fractional space $\widetilde{H}^{s}(\Omega)=\left\{v \in H^{s}\left(\mathbb{R}^{2}\right): v=0\right.$ in $\left.\Omega^{c}\right\}$ (cf. [33, Chapter 3]): (i) for $s>1 / 2, \widetilde{H}^{s}(\Omega)$ coincides with the space $H_{0}^{s}(\Omega)$ which is the closure of $C_{0}^{\infty}(\Omega)$ with respect to the $H^{s}(\Omega)$-norm; (ii) for $s<1 / 2, \widetilde{H}^{s}(\Omega)$ is identical to $H^{s}(\Omega)$; and (iii) for $s=$ $1 / 2, \widetilde{H}^{s}(\Omega) \subset H_{0}^{s}(\Omega)$, where the inclusion is strict. Note that the same regularity estimates on the solution $u$ are derived in [13], but under much less restrictive assumptions on source function $f$.

Now we provide some numerical results and first test the algorithm for (1.3) with an "exact" solution. According to [38,40,41], we can compute the fractional Laplacian of a special function for $s>0$,

$$
\begin{equation*}
(-\Delta)^{s}\left\{\mathrm{e}^{-\frac{\lambda^{2}\|x\|^{2}}{2}}\right\}=2^{s} \lambda^{2 s} \Gamma(s+1)_{1} F_{1}\left(s+1,1,-\lambda^{2}\|x\|^{2} / 2\right):=f_{\lambda}(\|x\|), x \in \mathbb{R}^{2}, \tag{4.3}
\end{equation*}
$$

where ${ }_{1} F_{1}(\because ; ; z)$ is the confluent hypergeometric function as in [36]. As a result, given $f_{\lambda}(\|x\|)$ with $x \in \Omega=(-1,1)^{2}$, we can choose a relatively large $\lambda>0$ such that $u_{\lambda}(x):=$ $\mathrm{e}^{-\lambda^{2}\|x\|^{2} / 2} \approx 0$ for $x \in \Omega^{c}$. In this case, both $u_{\lambda}$ and $f_{\lambda}$ are sufficiently smooth in $\mathbb{R}^{2}$, so we expect the FEM approximation can achieve the optimal second-order convergence for any $s \in(0,1)$, if the stiffness matrix is computed with a satisfactory accuracy. In the test, we take $\lambda=12$. In Fig. 6, we plot in $\log -\log$ scale the $L^{\infty}$-, $L^{2}$-, and $H^{s}$-errors with $s=0.4,0.6$, where we adopt the truncation rule in Table 1 to reduce computational cost. Indeed, we observe from Fig. 6 the optimal second-order convergence in all cases.

Next, we consider (1.3) with $f(x)=1$ and $\Omega=(0,1)^{2}$. We infer from [27, (7.12)] that the solution of (1.3) is singular near the boundary $\partial \Omega$ which behaves like

$$
\begin{equation*}
u(x)=\operatorname{dist}(x, \partial \Omega)^{s} v(x) \tag{4.4}
\end{equation*}
$$

where $\operatorname{dist}(x, \partial \Omega)$ denotes the distance from $x \in \Omega$ to $\partial \Omega$ and $v$ is a smooth function. Indeed, the solution has a regularity as in Theorem 4.1 (cf.[4]). In Fig. 7, we plot $u_{h}$ on


Figure 6: Errors and convergence order of FEM approximation to (1.3) with an "exact" solution given in (4.3). Left: $s=0.4$. Right: $s=0.6$.
sufficiently fine meshes generated by $M=N=2^{10}$ (i.e., $h_{x}=h_{y}=h=2^{-10}$ ) for $s=0.3,0.7$, and observe the singular layers near the boundary which are thinner and sharper for smaller $s$. Moreover, we shall use this as a reference solution to measure the numerical errors below.



Figure 7: Profiles of the FEM solution $u_{h}$ obtained by $M=N=2^{10}$. Left: $s=0.3$. Right: $s=0.7$.
In Fig. 8, we plot the errors in different norms against $h$ for $s=0.2,0.3,0.4,0.6,0.7,0.8$ in $\log$-log scale. Indeed, we observe from Fig. 8 (left) that the $L^{2}$-errors behave like the prediction in (4.2), that is, roughly of the order $O\left(h^{s+1 / 2}\right)$ for $0<s<1 / 2$, and $O(h)$ for $1 / 2<s<1$. Similarly, Fig. 8 (middle) shows that the errors in $H^{s}$-norm agree with the estimates in (4.1), that is, approximately $O\left(h^{1 / 2}\right)$. We also depict the $L^{\infty}$-errors in Fig. 8 (right) which shows a slightly higher convergence order than the finite difference approximation in $[24,28]$ for the same example. We observe the convergence $O\left(h^{s+\gamma}\right)$ with some $\gamma \approx 0.2$ for the FEM versus $O\left(h^{s}\right)$ for the finite difference. Moreover, we plot the numerical error plots for $s=0.1,0.5,0.99$ in Fig. 9 , together with the integer case $s=1$ for comparison. We observe that numerical errors under $L^{2}$-norm and $H^{s}$-norm are in agreement with the theoretical predictions as expected for $s=0.01$ and $s=0.5$, and the convergence behavior up to the second order as $s \rightarrow 1$.


Figure 8: Errors and convergence order of FEM approximation to (1.3) with $f(x)=1$. Left: L2-error. Middle: $H^{s}$-error. Right: $L^{\infty}$-error.


Figure 9: Errors and convergence order of FEM approximation to (1.3) with $f(\boldsymbol{x})=1$. From left to right: $s=0.01, s=0.5, s=0.99$, and $s=1$.

### 4.2 Fractional Poisson equation on an $L$-shaped domain

We next show that the FEM solver can be extended to a bounded domain that can be partitioned by nonoverlapping rectangular meshes. To fix the idea, we consider an $L$ shaped domain $\Omega=\Omega_{1} \cup \Omega_{2} \cup \Omega_{3}$ with each $\Omega_{i}$ being a square (see Fig. 10 (left)). We partition it by a uniform mesh, label all the "interior" first and then "edge" nodes in order. For notational clarity, we denote by $N_{d}$ the total degrees of freedom, and by $M, N$ the number of nodes in the $x$ - and $y$-direction respectively. We further denote by $\widetilde{M}, \widetilde{N}$ the number of "interior" nodes for each sub-domain $\Omega_{i}$ in $x$-direction and $y$-direction, respectively. Thus, we have $M=2 \widetilde{M}+1, N=2 \widetilde{N}+1$ and the degrees of freedom $N_{d}=$ $3 \widetilde{M} \widetilde{N}+\widetilde{M}+\widetilde{N}$. Accordingly, for the partition in Fig. 10 (right), we have $M=N=5, \widetilde{M}=$ $\widetilde{N}=2$ and $N_{d}=16$. The $l$-th basis function on $\Omega$ is given by

$$
\begin{equation*}
\varphi_{l}(\boldsymbol{x})=\phi_{m}(x) \phi_{n}(y), 1 \leq l \leq N_{d} \tag{4.5}
\end{equation*}
$$

where $\phi_{\ell}(\cdot)$ is defined in (2.3), and there exists a one-to-one correspondence between $l$ and $(m, n)$.

Proposition 4.1. With the above setting, the FEM stiffness matrix $S=\left(S_{l l^{\prime}}\right)_{1 \leq l, l^{\prime} \leq N_{d}}$ for


Figure 10: Illustration of an $L$-shaped domain $\Omega$ (left), and its partition and ordering of unknowns (right).
$s \in(0,1)$ has the form

$$
\begin{equation*}
\boldsymbol{S}=\widehat{C}_{s} \frac{h_{x}^{4-2 s}}{h_{y}^{2}}(\widetilde{\boldsymbol{S}}+\widehat{\boldsymbol{S}}), \tag{4.6}
\end{equation*}
$$

where the Toeplitz structure matrix $\widetilde{S}$ and non-Toeplitz structure matrix $\widehat{S}$ are given by

$$
\widetilde{\boldsymbol{S}}=\left[\begin{array}{ccccc}
\mathbb{T}_{11} & \mathbb{T}_{12} & \mathbb{T}_{13} & \mathbb{T}_{14} & 0  \tag{4.7}\\
\mathbb{T}_{12}^{t} & \mathbb{T}_{11} & \mathbb{T}_{23} & \mathbb{T}_{24} & 0 \\
\mathbb{T}_{13}^{t} & \mathbb{T}_{23}^{t} & \mathbb{T}_{11} & \mathbb{T}_{34} & 0 \\
\mathbb{T}_{14}^{t} & \mathbb{T}_{24}^{t} & \mathbb{T}_{34}^{t} & \boldsymbol{T}_{0} & 0 \\
0 & 0 & 0 & 0 & \boldsymbol{T}_{0}
\end{array}\right], \widehat{\boldsymbol{S}}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & \mathbb{D}_{15} \\
0 & 0 & 0 & 0 & \mathbb{D}_{25} \\
0 & 0 & 0 & 0 & \mathbb{D}_{35} \\
0 & 0 & 0 & 0 & \mathbb{D}_{45} \\
\mathbb{D}_{15}^{t} & \mathbb{D}_{25}^{t} & \mathbb{D}_{35}^{t} & \mathbb{D}_{45}^{t} & 0
\end{array}\right],
$$

with $\mathbb{T}_{11}, \mathbb{T}_{12}, \mathbb{T}_{13}$ and $\mathbb{T}_{23}$ being $\widetilde{N}$-by- $\widetilde{N}$ block-Toeplitz matrices, $\mathbb{T}_{14}, \mathbb{T}_{24}, \mathbb{T}_{34}$ being $\widetilde{N}$-by- 1 block-Toeplitz matrices, and $\mathbb{D}_{i 5}, i=1,2,3,4$ being non-Toeplitz matrices whose representations can be referred to Appendix E. In the above, the constant $\widehat{C}_{s}$ is defined in (2.13), and Toeplitz matrix $T_{0}$ is defined in (2.11).

In actual computations, we adopt the conjugate gradient (CG) method where the matrix-vector multiplication can be implemented efficiently as in [17] (but block by block). More precisely, we split the vector $\vec{u}$ into five parts, and evaluate the matrix-vector multiplications $\mathbb{T}_{i 1} \vec{u}_{1}, \mathbb{T}_{i 2} \vec{u}_{2}, \mathbb{T}_{i 3} \vec{u}_{3}, i=1,2,3$, and $\mathbb{T}_{i 4} \vec{u}_{4}, i=1,2,3,4$ one by one, which can be done carried out by using FFT (cf. [43]). The non-Toeplitz part involving $\mathbb{D}_{i 5} \vec{u}_{5}, i=1,2,3,4$, is however of much smaller size.

Here, we first examine the convergence rate of the proposed method on (4.3) with an "exact" solution. Set $\Omega=(-1 / 4,3 / 4) \times(-3 / 4,1 / 4) \backslash[1 / 4,3 / 4] \times[-3 / 4,-1 / 4], h_{x}=h_{y}=h$, and $\lambda=25$ to ensure $u_{\lambda}(x)$ to be nearly zero outside $\Omega$. In this case, we expect a secondorder convergence as before. We tabulate in Table 2 the numerical errors, which indicate a second-order convergence.

Table 2: Errors for the "exact" solution $u_{\lambda}$ with $\lambda=25$ in an $L$-shaped domain.

| $h$ | $s=0.3$ |  |  |  |  | $s=0.7$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L^{\infty}$-error | Order | $L^{2}$-error | Order | $L^{\infty}$-error | Order | $L^{2}$-error | Order |  |
| $2^{-5}$ | $6.78 \mathrm{e}-2$ | - | $9.60 \mathrm{e}-3$ | - | $5.38 \mathrm{e}-2$ | - | $7.70 \mathrm{e}-3$ | - |  |
| $2^{-6}$ | $2.21 \mathrm{e}-2$ | 1.61 | $2.46 \mathrm{e}-3$ | 1.96 | $1.90 \mathrm{e}-2$ | 1.50 | $2.13 \mathrm{e}-3$ | 1.85 |  |
| $2^{-7}$ | $6.03 \mathrm{e}-3$ | 1.87 | $6.26 \mathrm{e}-4$ | 1.97 | $5.44 \mathrm{e}-3$ | 1.80 | $5.68 \mathrm{e}-4$ | 1.92 |  |
| $2^{-8}$ | $1.55 \mathrm{e}-3$ | 1.95 | $1.58 \mathrm{e}-4$ | 1.98 | $1.45 \mathrm{e}-3$ | 1.90 | $1.44 \mathrm{e}-4$ | 1.93 |  |
| $2^{-9}$ | $3.93 \mathrm{e}-4$ | 1.97 | $3.98 \mathrm{e}-5$ | 1.98 | $3.75 \mathrm{e}-4$ | 1.95 | $3.90 \mathrm{e}-5$ | 1.88 |  |

We next test the scheme upon (1.3) with $f(x)=1$. We illustrate the profiles of the numerical solutions obtained by the FEM scheme with $M=N=1024$ in Fig. 11, which clearly exhibits the boundary and corner singularities. In Fig. 12, we plot the $L^{\infty}$ - and $L^{2}$ errors in log-log scale against various $h$ with the reference order of convergence, which, to the best of our knowledge, has not been reported in the literature.


Figure 11: Profile of $u_{h}$ with $M=N=1024$. Left: $s=0.3$. Right: $s=0.7$.


Figure 12: The errors for $f(x)=1$. Left: $s=0.3$. Right: $s=0.7$.

### 4.3 Applications to the fractional-in-space Allen-Cahn equation

Consider the fractional-in-space Allen-Cahn equation of the form

$$
\begin{cases}u_{t}(x, t)+\epsilon^{2}(-\Delta)^{s} u(x, t)+f(u(x, t))=0, & \text { in } \Omega \times(0, T],  \tag{4.8}\\ u(x, t)=0, & \text { in } \Omega^{c} \times[0, T], \\ u(x, 0)=u_{0}(x), & \text { in } \bar{\Omega},\end{cases}
$$

for $s \in(0,1)$, and $\epsilon>0$, where

$$
f(u)=F^{\prime}(u)=\frac{u(u-1)(2 u-1)}{2} \text { with } F(u)=\frac{u^{2}(u-1)^{2}}{4} .
$$

Let $u_{h}^{k}$ be the FEM approximation of $u$ at time $t_{k}=k \tau$. Using the semi-implicit Euler discretization in time and FEM in space, we derive the fully discretised scheme for (4.8) is to find $u_{h}^{k+1} \in \mathbb{V}_{h}$ such that

$$
\begin{equation*}
\frac{1}{\tau}\left(u_{h}^{k+1}-u_{h}^{k}, v_{h}\right)_{\Omega}+\epsilon^{2}\left((-\Delta)^{s} u_{h}^{k+1}, v_{h}\right)_{\Omega}+\left(f\left(u_{h}^{k}\right), v_{h}\right)_{\Omega}=0, \forall v_{h} \in \mathbb{V}_{h} . \tag{4.9}
\end{equation*}
$$

We refer to [30] for more details of such time-stepping schemes for gradient flows. Then the corresponding matrix form reads

$$
\begin{equation*}
\left(\boldsymbol{M}+\tau \epsilon^{2} \boldsymbol{S}\right) U^{k+1}=\boldsymbol{M} U^{k}-\tau F^{k}, \tag{4.10}
\end{equation*}
$$

where $S$ is the stiffness matrix defined in (2.10), and

$$
\begin{aligned}
& U^{k}=\left(\tilde{u}_{11}^{k}, \tilde{u}_{21}^{k}, \cdots, \tilde{u}_{M 1}^{k}, \tilde{u}_{12}^{k}, \tilde{u}_{22}^{k}, \cdots, \tilde{u}_{M 2}^{k}, \cdots \cdots, \tilde{u}_{1 N}^{k}, \tilde{u}_{2 N}^{k}, \cdots, \tilde{u}_{M N}^{k}\right)^{t} \in \mathbb{R}^{M N}, \\
& \boldsymbol{M}=\left(M_{l l^{\prime}}\right)_{1 \leq l, l^{\prime} \leq M N}, \quad M_{l l^{\prime}}=\int_{\Omega} \phi_{m}(x) \phi_{n}(y) \phi_{m^{\prime}}(x) \phi_{n^{\prime}}(y) \mathrm{d} x \mathrm{~d} y,
\end{aligned}
$$

with $l=(n-1) M+m$ and $1 \leq l \leq M N$. Likewise for $F^{k}$, but with the components $f_{m n}^{k}=$ $\left(f\left(u_{n}^{k}\right), \phi_{m} \phi_{n}\right)_{\Omega}$.

### 4.3.1 Accuracy test

We first test the convergence rate of the full discrete scheme (4.9). For this purpose, we consider (4.8) with an exact solution by adding an extra right hand side $g$, that is,

$$
u_{t}(x, t)+\epsilon^{2}(-\Delta)^{s} u(x, t)+f(u(x, t))=g(x, t) \text { in } \Omega \times(0, T] .
$$

We choose $u(x, t)=\mathrm{e}^{-t-\lambda^{2}\|x\|^{2} / 2}$, and find from (4.3) that

$$
\begin{aligned}
g(x, t)= & 2^{s} \lambda^{2 s} \Gamma(s+1) \epsilon^{2} \mathrm{e}^{-t}{ }_{1} F_{1}\left(s+1,1,-\lambda^{2}\|x\|^{2} / 2\right) \\
& -\frac{1}{2} \mathrm{e}^{-t-\lambda^{2}\|x\|^{2} / 2}-\frac{3}{2} \mathrm{e}^{-2 t-\lambda^{2}\|x\|^{2}}+\mathrm{e}^{-3 t-3 \lambda^{2}\|x\|^{2} / 2} .
\end{aligned}
$$

We take $\epsilon=0.1, L=1, T=1, \lambda=12$, and $s=0.7$. To show the convergence of spatial discretization, we set the time step $\tau=10^{-5}$ so that the time discretization error is negligible. We tabulate the spatial maximum errors on the left side of Table 3. To illustrate the temporal error, we choose the mesh size $h=2^{-9}$ so that the temporal error dominates. We list the temporal maximum errors on the right side of Table 3. We can observe that spatial error is of order $O\left(h^{2}\right)$, while the temporal error is of order $O(\tau)$.

Table 3: Errors and convergence rates with respect to $(h, \tau)$.

|  | Spatial convergence |  |  | Temporal convergence |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $h$ | Errors | c.r. | $\tau$ |  | Errors | c.r. |
| $2^{-4}$ | $8.67 \mathrm{e}-2$ | - | $1 / 5$ |  | $6.55 \mathrm{e}-2$ | - |
| $2^{-5}$ | $2.87 \mathrm{e}-2$ | 1.59 | $1 / 10$ |  | $3.42 \mathrm{e}-2$ | 0.93 |
| $2^{-6}$ | $8.02 \mathrm{e}-3$ | 1.84 | $1 / 20$ |  | $1.75 \mathrm{e}-2$ | 0.96 |
| $2^{-7}$ | $1.42 \mathrm{e}-3$ | 2.49 | $1 / 40$ |  | $8.84 \mathrm{e}-3$ | 0.98 |
| $2^{-8}$ | $3.18 \mathrm{e}-4$ | 2.13 | $1 / 80$ | $4.43 \mathrm{e}-3$ | 0.99 |  |
| $2^{-9}$ | $7.36 \mathrm{e}-5$ | 2.11 | $1 / 160$ | $2.21 \mathrm{e}-3$ | 1.00 |  |

### 4.3.2 Phase separation and interfacial width

We take $\Omega=(-2,2)^{2}, \epsilon=0.01, \tau=10^{-4}, M=N=2^{10}$ and the initial data $u_{0}(x)=\frac{4}{5} \mathrm{e}^{-\|x\|^{2}}$. In Fig. 13, we plot the snapshots of the solution at $t=0,4,8,12$ with $s=0.7$. We observe a clear phase separation and see that the interface becomes sharper as time evolves.


Figure 13: The evolution of solution using semi-implicit scheme at $t=0,4,8,12$ with $s=0.7$.
The interfacial width of the fractional-in-space Allen-Cahn equation has been studied numerically in one dimensional case (cf. [16,32,37,39]), and the predicted interfacial is of the order $O\left(\epsilon^{1 / s}\right)$. We also refer to [2] for some interesting analysis on the asymptotic behavior of the interfacial width and free energy functional as $s \rightarrow 0$, which leads to the displacement of the equilibrium states. It is therefore of interest to see what happens to the two-dimensional case. Here, we measure the width of the interface through a profile along the $x$-axis with the threshold $0.01<u(x, 0)<0.99$, i.e., the length of the interval


Figure 14: Left: Interfacial layer against various $\epsilon$ with $s=0.7$ zoomed in $[0.5,0.9]$ at $T=20$. Right: Interfacial width against various $\epsilon$ and $s$ at $T=20$.
$\{x: 0.01<u(x, 0)<0.99, x \in[0,2]\}$. For this purpose, we consider the fractional order $s=0.7$ and take $T=20, \tau=10^{-2}$, and $M=N=2^{10}$. We plot in Fig. 14 (left) the interfacial region at $y=0$ and within a small interval of $x$, for several values of $\epsilon$. We see that the interfacial layer becomes sharper as $\epsilon$ decreases. In Fig. 14 (right), we plot the interfacial width against $\epsilon$ with various $s$, which indicates a behaviour of $O\left(\epsilon^{1 / s}\right)$ as with the onedimensional case.

Finally, we adopt the scheme to simulate (4.8) with two "kissing" bubbles. The initial value is chosen as the two "kissing" bubbles of the form

$$
\begin{equation*}
u_{0}(x)=1-\frac{1}{2} \tanh \left(\frac{d\left(x, x_{1}\right)}{\delta}\right)-\frac{1}{2} \tanh \left(\frac{d\left(x, x_{2}\right)}{\delta}\right) \tag{4.11}
\end{equation*}
$$

where $\delta>0$, the function $d\left(x, x_{i}\right)=\left|x-x_{i}\right|-0.27$, and the two bubbles are initially centered at $x_{1}=(-0.2,-0.2)$ and $x_{2}=(0.2,0.2)$. Here $\Omega=(-1,1)^{2}, \delta=0.03, \epsilon=0.01, M=N=2^{10}$, and the time step $\tau=0.0002$. In Fig. 15, we plot the time evolution of the two bubbles for different $s=0.3,0.7,0.9$. At $t=1$, the two bubbles are connected with each other, and then coalesce into one bubble as time goes on. We observe indeed from each column of Fig. 15 that the coalescence of the two bubbles become much faster as $s$ increases, i.e., the dynamics evolves faster for a bigger fractional power $s$.

## 5 Concluding remarks and discussions

In this paper, we showed that the entries of the FEM stiffness matrix, associated with the IFL with global homogeneous boundary conditions on rectangular meshes, could be explicitly represented as one-dimensional integrals on a finite interval. Then we developed an efficient algorithm for computing the one-dimensional integral based on the binomial expansion and Jacobi-Gauss quadrature for dealing with the boundary and interior singularities, respectively. This allowed for the computation of the entries accurately within any controllable accuracy, and enabled us to study the decay rate the entries that led


Figure 15: Time evolution of two "kissing" bubbles. Top: $s=0.3$. Middle: $s=0.7$. Bottom: $s=0.9$.
to substantial saving in computational cost. As an application, we introduced a semiimplicit scheme for solving the fractional-in-space Allen-Cahn equation. Our numerical experiments demonstrated that our algorithms are efficient and accurate.

Finally, we demonstrate the idea of dealing with the fractional Poisson equation with nonhomogeneous Dirichlet boundary conditions. To this end, let $u(x)$ be a function defined on $\mathbb{R}^{2}$ and denote its restriction on the finite domain $\Omega$ by $u_{\Omega}(x)=\left.u(x)\right|_{x \in \Omega}$. Given $g(x)$ defined on $\Omega^{c}$, we look for

$$
u(x)=\left\{\begin{array}{ll}
u_{\Omega}(x), & x \in \Omega,  \tag{5.1}\\
g(x), & x \in \Omega^{c},
\end{array} \text { i.e., the unknown } u_{\Omega}(x)\right.
$$

such that

$$
\begin{equation*}
(-\Delta)^{s} u(x)=f(x) \text { in } \Omega . \tag{5.2}
\end{equation*}
$$

It is clear that we can write the solution as

$$
u(x)=\tilde{u}_{\Omega}(x)+\tilde{g}(x), \quad x \in \mathbb{R}^{2},
$$

where $\tilde{u}_{\Omega}$ (resp. $\tilde{g}$ ) is the zero extension of $u_{\Omega}$ (resp. $g$ ) on $\Omega$ (resp. $\Omega^{c}$ ) to $\mathbb{R}^{2}$. Then the problem of interest becomes

$$
\begin{equation*}
(-\Delta)^{s} \tilde{u}_{\Omega}(x)=f(x)-(-\Delta)^{s} \tilde{g}(x) . \tag{5.3}
\end{equation*}
$$

Thus our proposed approach can be applied with extra cost for evaluating $(-\Delta)^{s} \tilde{g}(x)$ at the FEM grids. In practice, we can use a suitable approximation of $\tilde{g}(x)$ so that its fractional Laplacian can be computed efficiently or ideally explicitly. For example, a good candidate is the radial basis approximation, since the fractional Laplacian of such a basis can be expressed in terms of hypergeometric functions (cf. [15, (2.4)]).

## Appendix A: Proof of Proposition 3.1

Recall the basic binomial expansion: if $|A|<|B|$ and $B \neq 0$. Then we have

$$
\begin{equation*}
|A-B|^{\gamma}+|A+B|^{\gamma}=|B|^{\gamma}\left(1-\frac{A}{B}\right)^{\gamma}+|B|^{\gamma}\left(1+\frac{A}{B}\right)^{\gamma}=2|B|^{\gamma} \sum_{n=0}^{\infty} \frac{(\gamma)_{2 n}}{(2 n)!}\left(\frac{A}{B}\right)^{2 n} . \tag{A.4}
\end{equation*}
$$

Taking $A=x_{j+p} \sin \theta$ and $B=y_{k+q} \cos \theta$ in (A.4), we obtain immediately that if $\tan \theta<$ $\tan \vartheta_{j+p}^{k+q}$ for all $p \in \mathrm{Y}_{j}, q \in \mathrm{Y}_{k}$ in (3.2), then

$$
\begin{align*}
& \left|x_{j+p} \sin \theta-y_{k+q} \cos \theta\right|^{\gamma}+\left|x_{j+p} \sin \theta+y_{k+q} \cos \theta\right|^{\gamma} \\
& =2|B|^{\gamma} \sum_{n=0}^{\infty} \frac{(\gamma)_{2 n}}{(2 n)!}\left(\frac{A}{B}\right)^{2 n}=2\left(y_{k+q} \cos \theta\right)^{\gamma} \sum_{n=0}^{\infty} \frac{(\gamma)_{2 n}}{(2 n)!}\left(\frac{x_{j+p} \sin \theta}{y_{k+q} \cos \theta}\right)^{2 n}  \tag{A.5}\\
& =2\left(\bar{y}_{k+q} \mathcal{C}_{k}(\theta)\right)^{\gamma} \sum_{n=0}^{\infty} \frac{(\gamma)_{2 n}}{(2 n)!}\left(\frac{\bar{x}_{j+p}}{\bar{y}_{k+q}}\right)^{2 n}\left(\frac{\mathcal{S}_{j}(\theta)}{\mathcal{C}_{k}(\theta)}\right)^{2 n}
\end{align*}
$$

If $k \geq 3$, then $y_{k+q}>0$, then we derive from (2.30) and (A.5) that

$$
\begin{equation*}
F_{j}^{k}(\theta)=\frac{2 x_{j+2}^{4} y_{k+2}^{4}}{h^{\gamma}} \sum_{n=0}^{\infty} \frac{(\gamma)_{2 n} \overline{\mathrm{C}}_{2 n}^{j, k}}{(2 n)!} \frac{\left(\mathcal{S}_{j}(\theta)\right)^{2 n-4}}{\left(\mathcal{C}_{k}(\theta)\right)^{2 n-2+2 s}} \tag{A.6}
\end{equation*}
$$

where the constant

$$
\begin{equation*}
\bar{C}_{2 n}^{j, k}=\sum_{p, q=-2}^{2} c_{p} c_{q} \bar{y}_{k+q}^{\gamma}\left(\frac{\bar{x}_{j+p}}{\bar{y}_{k+q}}\right)^{2 n}=\left(\sum_{|p|=0}^{2} c_{p} \bar{x}_{j+p}^{2 n}\right)\left(\sum_{|q|=0}^{2} c_{q} \bar{y}_{k+q}^{\gamma-2 n}\right) \tag{A.7}
\end{equation*}
$$

Given $\left\{c_{p}\right\}$ in (2.13), we find readily that for $m=0,1,2,3$,

$$
\begin{equation*}
\sum_{|p|=0}^{2} c_{p} \bar{x}_{j+p}^{m}=\frac{1}{(j+2)^{m}} \sum_{|p|=0}^{2} c_{p}(j+p)^{m}=0 \tag{A.8}
\end{equation*}
$$

but for $m=4$, it does not vanish. Then using the substitution: $n \rightarrow n-2$ and denoting $C_{2 n}^{j, k}=\bar{C}_{2 n+4}^{j, k}$, we integrate both sides of the resulted equation over $(0, \vartheta)$ and obtain (3.8) with $j \geq k \geq 3$.

If $k=0,1,2$, then for $q=-k, y_{k+q}=0$, so the corresponding term at the left-hand side of (A.5) can be kept intact. Accordingly, we have

$$
\begin{align*}
F_{j}^{k}(\theta)= & \frac{h^{-\gamma}}{\sin ^{4} \theta \cos ^{4} \theta} \sum_{|p|=0}^{2} c_{p}\left\{2 c_{-k}\left(x_{j+p} \sin \theta\right)^{\gamma}\right. \\
& \left.+\sum_{|q|=0 ; q \neq-k}^{2}\left(\left|x_{j+p} \sin \theta-y_{k+q} \cos \theta\right|^{\gamma}+\left|x_{j+p} \sin \theta+y_{k+q} \cos \theta\right|^{\gamma}\right)\right\}  \tag{A.9}\\
= & \frac{2 x_{j+2}^{4} y_{k+2}^{4}}{h^{\gamma}}\left\{\widetilde{C}^{j, k} \frac{\left(\mathcal{S}_{j}(\theta)\right)^{2-2 s}}{\left(\mathcal{C}_{k}(\theta)\right)^{4}}+\sum_{n=0}^{\infty} \frac{(\gamma)_{2 n} \widetilde{C}_{2 n}^{j, k}}{(2 n)!} \frac{\left(\mathcal{S}_{j}(\theta)\right)^{2 n-4}}{\left(\mathcal{C}_{k}(\theta)\right)^{2 n-2+2 s}}\right\},
\end{align*}
$$

where $\tilde{C}_{2 n}^{j, k}$ is the same as $\bar{C}_{2 n}^{j, k}$ in (A.7) but excluding the term $q=-k$ in the summation $\sum_{|q|=0}^{2}$. In view of (A.8), we have $\tilde{C}_{0}^{j, k}=\tilde{C}_{2}^{j, k}=0$, so with a change of index $n \rightarrow n-2$, denoting $C_{2 n}^{j, k}=\tilde{C}_{2 n+4}^{j, k}$, and integrating both sides over $(0, \vartheta)$, we can obtain (3.8) with $0 \leq k \leq 2$ similarly.

Next, we turn to prove (3.10). Recall the formulas (cf. [26, P. 152]): for any $\mu, v \in \mathbb{R}$ and $v \neq 1$,

$$
\begin{align*}
\int \frac{\sin ^{\mu} \theta}{\cos ^{v} \theta} \mathrm{~d} \theta & =\frac{\sin ^{\mu-1} \theta}{(v-1) \cos ^{v-1} \theta}-\frac{\mu-1}{v-1} \int \frac{\sin ^{\mu-2} \theta}{\cos ^{v-2} \theta} \mathrm{~d} \theta  \tag{A.10a}\\
& =\frac{\sin ^{\mu+1} \theta}{(v-1) \cos ^{v-1} \theta}-\frac{\mu-v+2}{v-1} \int \frac{\sin ^{\mu} \theta}{\cos ^{v-2} \theta} \mathrm{~d} \theta \tag{A.10b}
\end{align*}
$$

Taking $\mu=2 n$ and $v=2 n+2+2 s$ in (A.10a), we obtain (3.10) from the resulted recurrence relation and (3.6) straightforwardly.

Finally, we prove (3.11). Using (A.10b) with $\mu=2-2 s, v=4$ and $\mu=2-2 s, v=2$ consecutively, yields

$$
\int_{0}^{\vartheta} \frac{(\sin \theta)^{2-2 s}}{(\cos \theta)^{4}} \mathrm{~d} \theta=\frac{(\sin \vartheta)^{3-2 s}}{3(\cos \vartheta)^{3}}+\frac{2 s(\sin \vartheta)^{3-2 s}}{3 \cos \vartheta}+\frac{4 s(s-1)}{3} \int_{0}^{\vartheta}(\sin \theta)^{2-2 s} \mathrm{~d} \theta .
$$

With the variable substitution $t=\sin ^{2} \theta$, we find that

$$
\begin{equation*}
\int_{0}^{\vartheta}(\sin \theta)^{2-2 s} \mathrm{~d} \theta=\frac{1}{2} \int_{0}^{\sin ^{2} \theta} t^{\frac{1}{2}-s}(1-t)^{-\frac{1}{2}} \mathrm{~d} t=\frac{1}{2} B\left(\sin ^{2} \vartheta ; 3 / 2-s, 1 / 2\right) . \tag{A.11}
\end{equation*}
$$

Thus, the identity (3.11) follows.

## Appendix B: Proof of Proposition 3.2

Let $\widetilde{F}_{j}^{k}(\theta)$ be the first $N_{\delta}$-term truncation of (A.9) that gives the integrand of $\widetilde{\mathcal{I}}_{j}^{k}(\theta)$ in (3.13). Thus, we have

$$
\begin{aligned}
& F_{j}^{k}(\theta)-\widetilde{F}_{j}^{k}(\theta)=\frac{2 x_{j+2}^{4} y_{k+2}^{4}}{h^{\gamma}} \sum_{n=N_{\delta}}^{\infty} \frac{(\gamma)_{2 n+4} C_{2 n}^{j, k}}{(2 n+4)!} \frac{\left(\mathcal{S}_{j}(\theta)\right)^{2 n}}{\left(\mathcal{C}_{k}(\theta)\right)^{2 n+2+2 s}} \\
& =\frac{2}{h^{\gamma}} \sum_{n=N_{\delta}}^{\infty} \frac{(\gamma)_{2 n+4}}{(2 n+4)!}\left(\sum_{|p|=0}^{2} c_{p} x_{j+p}^{2 n+4}\right)\left(\sum_{q \in \mathrm{Y}_{k}} c_{q} y_{k+q}^{2-2 n-2 s}\right) \frac{(\sin \theta)^{2 n}}{(\cos \theta)^{2 n+2+2 s}} \\
& =\frac{2}{h^{\gamma}(\cos \theta)^{2+2 s}} \sum_{n=N_{\delta}}^{\infty} \frac{(\gamma)_{2 n+4}}{(2 n+4)!}\left(\sum_{|p|=0}^{2} c_{p} x_{j+p}^{4} \sum_{q \in \mathcal{Y}_{k}} c_{q} y_{k+q}^{2-2 s} \frac{\left(x_{j+p} \sin \theta\right)^{2 n}}{\left(y_{k+q} \cos \theta\right)^{2 n}}\right),
\end{aligned}
$$

where we substituted $\mathcal{S}_{j}(\theta)=x_{j+2} \sin \theta, \mathcal{C}_{k}(\theta)=y_{k+2} \cos \theta$ (cf. (3.6)) and $C_{2 n}^{j, k}$ in (3.7) into the above. Under the condition (3.14), we can obtain the bound

$$
\begin{aligned}
\left|F_{j}^{k}(\theta)-\widetilde{F}_{j}^{k}(\theta)\right| & \leq \frac{2}{h^{\gamma}(\cos \theta)^{2+2 s}} \sum_{|p|=0}^{2}\left|c_{p}\right| x_{j+p}^{4} \sum_{q \in Y_{k}}\left|c_{q}\right| y_{k+q}^{2-2 s} \sum_{n=N_{\delta}}^{\infty} \frac{\left|(\gamma)_{2 n+4}\right| \delta^{2 n}}{(2 n+4)!} \\
& \leq \frac{2}{(\cos \theta)^{2+2 s}} \sum_{|p|=0}^{2}\left|c_{p}\right||j+p|^{4} \sum_{q \in Y_{k}}\left|c_{q}\right||k+q|^{2-2 s} \sum_{n=N_{\delta}}^{\infty} \frac{\left|(\gamma)_{2 n+4}\right| \delta^{2 n}}{(2 n+4)!} .
\end{aligned}
$$

Using (2.25) with $z=2 n-2+2 s$, we can rewrite the falling factorial as

$$
(\gamma)_{2 n+4}=(6-2 s)_{2 n+4}=\frac{\Gamma(7-2 s)}{\Gamma(3-2 n-2 s)}=\pi^{-1} \Gamma(7-2 s) \Gamma(2 n+2 s-2) \sin (2 s \pi) .
$$

Using the Stirling's formula, we obtain

$$
\begin{aligned}
& \sum_{n=N_{\delta}}^{\infty} \frac{\left|(\gamma)_{2 n+4}\right| \delta^{2 n}}{(2 n+4)!}=\frac{\Gamma(7-2 s)|\sin (2 s \pi)|}{\pi} \sum_{n=N_{\delta}}^{\infty} \frac{\Gamma(2 n+2 s-2) \delta^{2 n}}{\Gamma(2 n+5)} \\
& \quad \leq \frac{c \Gamma(7-2 s)|\sin (2 s \pi)|}{\pi} \sum_{n=N_{\delta}}^{\infty} \frac{\delta^{2 n}}{(2 n)^{7-2 s}} \leq \frac{c \Gamma(7-2 s)|\sin (2 s \pi)|}{\pi} \int_{N_{\delta}}^{\infty} \frac{\delta^{2 x}}{(2 x)^{7-2 s}} \mathrm{~d} x \\
& \quad \leq \frac{c \Gamma(7-2 s)|\sin (2 s \pi)|}{\pi|\ln \delta|} \frac{\mathrm{e}^{(2 \ln \delta) N_{\delta}}}{\left(2 N_{\delta}\right)^{7-2 s}},
\end{aligned}
$$

where the constant from $c \approx 1$. Therefore, we can bound the truncation error

$$
\left|\mathcal{I}_{j}^{k}(\vartheta)-\widetilde{\mathcal{I}}_{j}^{k}(\vartheta)\right| \leq \int_{0}^{\vartheta}\left|F_{j}^{k}(\theta)-\widetilde{F}_{j}^{k}(\theta)\right| \mathrm{d} \theta
$$

from the above estimates.

## Appendix C: Proof of Proposition 3.3

We obtain from (2.30), (3.4) and the fundamental trigonometric identity that

$$
\begin{align*}
\mathcal{J}_{j}^{k}\left(\theta_{1}, \theta_{2}\right) & =\int_{\theta_{1}}^{\theta_{2}} \frac{h^{-\gamma}}{\sin ^{4} \theta \cos ^{4} \theta} \sum_{p, q=-2}^{2} c_{p} c_{q}\left\{\left|x_{j+p} \sin \theta-y_{k+q} \cos \theta\right|^{\gamma}+\left|x_{j+p} \sin \theta+y_{k+q} \cos \theta\right|^{\gamma}\right\} \mathrm{d} \theta \\
& =\frac{1}{h^{\gamma}} \sum_{p, q=-2}^{2} c_{p} c_{q}\left(x_{j+p}^{2}+y_{k+q}^{2}\right)^{\frac{\gamma}{2}} \mathcal{I}_{p, q}, \tag{C.12}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{I}_{p, q}:=\int_{\theta_{1}}^{\theta_{2}} \frac{\left|\sin \left(\theta-\vartheta_{p}^{q}\right)\right|^{\gamma}}{\sin ^{4} \theta \cos ^{4} \theta} \mathrm{~d} \theta+\int_{\theta_{1}}^{\theta_{2}} \frac{\left|\sin \left(\theta+\vartheta_{p}^{q}\right)\right|^{\gamma}}{\sin ^{4} \theta \cos ^{4}(\theta)} \mathrm{d} \theta \tag{C.13}
\end{equation*}
$$

We can always assume that $x_{j+p}^{2}+y_{k+q}^{2} \neq 0$, as the contribution of the term in (C.12) is zero when $x_{j+p}^{2}+y_{k+q}^{2}=0$. Then, we only need to consider the following two cases to carry out the proof.
(i) $x_{j+p}=0$ or $y_{k+q}=0$ : If $y_{k+q}=0$, i.e., $q=-k(k=0,1,2)$ and $\vartheta_{p}^{q}=0$, then we find from (C.13) and (3.9) that

$$
\begin{equation*}
\mathcal{I}_{p, q}=2 \int_{\theta_{1}}^{\theta_{2}} \frac{\sin ^{\gamma} \theta}{\sin ^{4} \theta \cos ^{4} \theta} \mathrm{~d} \theta=\frac{2 y_{k+2}^{4}}{x_{j+2}^{2-2 s}} \int_{\theta_{1}}^{\theta_{2}} \frac{\left(\mathcal{S}_{j}(\theta)\right)^{2-2 s}}{\left(\mathcal{C}_{k}(\theta)\right)^{4}} \mathrm{~d} \theta=\frac{2 y_{k+2}^{4}}{x_{j+2}^{2-2 s}}\left(\widetilde{R}\left(\theta_{2}\right)-\widetilde{R}\left(\theta_{1}\right)\right) . \tag{C.14}
\end{equation*}
$$

Similarly, if $x_{j+p}=0$, i.e., $p=-j(j=0,1,2)$ and $\vartheta_{p}^{q}=\frac{\pi}{2}$, then

$$
\begin{equation*}
\mathcal{I}_{p, q}=2 \int_{\theta_{1}}^{\theta_{2}} \frac{\cos ^{\gamma} \theta}{\sin ^{4} \theta \cos ^{4} \theta} \mathrm{~d} \theta=\frac{2 x_{j+2}^{4}}{y_{k+2}^{2-2 s}} \int_{\theta_{1}}^{\theta_{2}} \frac{\left(\mathcal{C}_{k}(\theta)\right)^{2-2 s}}{\left(\mathcal{S}_{j}(\theta)\right)^{4}} \mathrm{~d} \theta=\frac{2 y_{k+2}^{4}}{x_{j+2}^{2-2 s}}\left(\widetilde{R}\left(\pi / 2-\theta_{2}\right)-\widetilde{R}\left(\pi / 2-\theta_{1}\right)\right) . \tag{C.15}
\end{equation*}
$$

(ii) $x_{j+p} \neq 0$ and $y_{k+q} \neq 0$ : In this case, we have $0<\theta_{1} \leq \vartheta_{p}^{q} \leq \theta_{2}<\frac{\pi}{2}$. It is evident that the first integrand of (C.13) is singular at $\theta=\vartheta_{p}^{q}$, while that of the second integrand is regular. We only deal with the former, and split it into

$$
\begin{align*}
\int_{\theta_{1}}^{\theta_{2}} \frac{\left|\sin \left(\theta-\vartheta_{p}^{q}\right)\right|^{\gamma}}{\sin ^{4} \theta \cos ^{4} \theta} \mathrm{~d} \theta= & 16 \int_{\theta_{1}}^{\vartheta_{p}^{q}} \frac{\left(\sin \left(\vartheta_{p}^{q}-\theta\right)\right)^{\gamma}}{\sin ^{4}(2 \theta)} \mathrm{d} \theta+16 \int_{\vartheta_{p}^{q}}^{\theta_{2}} \frac{\left(\sin \left(\theta-\vartheta_{p}^{q}\right)\right)^{\gamma}}{\sin ^{4}(2 \theta)} \mathrm{d} \theta \\
= & 16 \int_{-1}^{1}\left\{\frac{\sin \left(d_{1}(1+z)\right)}{d_{1}(1+z)}\right\}^{\gamma} \frac{d_{1}^{\gamma+1}(1+z)^{5}}{\sin ^{4}\left(2 w_{1}(z)\right)}(1+z)^{1-2 s} \mathrm{~d} z  \tag{C.16}\\
& +16 \int_{-1}^{1}\left\{\frac{\sin \left(d_{2}(1+z)\right)}{d_{2}(1+z)}\right\}^{\gamma} \frac{d_{2}^{\gamma+1}(1+z)^{5}}{\sin ^{4}\left(2 w_{2}(z)\right)}(1+z)^{1-2 s} \mathrm{~d} z,
\end{align*}
$$

where we used the variable substitutions $\theta=w_{1}(z)$ and $\theta=w_{2}(z)$ in the second identity, and $d_{1}, d_{2}$ are defined in (3.17). This ends the proof.

## Appendix D: Proof of Proposition 3.4

Our starting point is to show that if

$$
\begin{equation*}
(j+p) \cos \theta+(k+q) \sin \theta \neq 0, \quad \text { i.e., } \quad \theta \neq-\arctan \left(\frac{j+p}{k+q}\right) \tag{D.17}
\end{equation*}
$$

for $p, q \in\{ \pm 2, \pm 1,0\}$ and $j \geq k \geq 0$, but $j^{2}+k^{2} \neq 0$, then the function $f_{j}^{k}(\theta)$ in (2.12) satisfies

$$
\begin{equation*}
f_{j}^{k}(\theta)=\frac{(6-2 s)_{8}}{|j \cos \theta+k \sin \theta|^{2+2 s}}\left\{1+\frac{(1+s)(3+2 s)}{3(j \cos \theta+k \sin \theta)^{2}}+O\left(h^{4}\right)\right\} \tag{D.18}
\end{equation*}
$$

Recall the finite difference formula derived from the Taylor formula:

$$
\begin{align*}
{ }^{c} \mathcal{D}_{x}^{4}[v](x) & :=\sum_{p=-2}^{2} c_{p} v(x+p h)=v(x-2 h)-4 v(x-h)+6 v(x)-4 v(x+h)+v(x+2 h) \\
& =h^{4} v^{(4)}(x)+\frac{h^{6}}{6} v^{(6)}(x)+\frac{h^{8}}{80} v^{(8)}(x)+\sum_{k=5}^{\infty} \frac{\left(2^{2 k+1}-8\right) h^{2 k}}{(2 k)!} v^{(2 k)}(x), \tag{D.19}
\end{align*}
$$

where we assume that all derivatives of $v$ at $x$ exist. In view of (2.12), we define the function

$$
\begin{equation*}
U(x, y):=U(x, y ; \theta)=|x \cos \theta+y \sin \theta|^{\gamma} \tag{D.20}
\end{equation*}
$$

where $\theta \in(-\pi / 2, \pi / 2)$ can be viewed as a parameter. We further introduce a set of "virtual" grids

$$
X_{j}=j h, Y_{k}=k h, \quad-2 \leq j \leq J+2,-2 \leq k \leq K+2
$$

Then, we find from (2.12) and (D.20) that

$$
\begin{equation*}
f_{j}^{k}(\theta)=\frac{h^{-\gamma}}{\sin ^{4} \theta \cos ^{4} \theta}{ }^{c} \mathcal{D}_{y}^{4} \circ^{c} \mathcal{D}_{x}^{4}[U]\left(X_{j}, Y_{k}\right), \quad j, k \geq 0 \tag{D.21}
\end{equation*}
$$

Thus, using (D.21) and (D.19), we have that for $j^{2}+k^{2} \neq 0$

$$
\begin{align*}
& f_{j}^{k}(\theta)=\frac{h^{2 s-2}}{\sin ^{4} \theta \cos ^{4} \theta} \sum_{q=-2}^{2} c_{q}\left\{\partial_{x}^{4} U\left(X_{j}, Y_{k+q}\right)+\frac{h^{2}}{6} \partial_{x}^{6} U\left(X_{j}, Y_{k+q}\right)+O\left(h^{4}\right)\right\}  \tag{D.22}\\
& =\frac{h^{2+2 s}}{\sin ^{4} \theta \cos ^{4} \theta}\left\{\partial_{x}^{4} \partial_{y}^{4} U\left(X_{j}, Y_{k}\right)+\frac{h^{2}}{6} \partial_{x}^{6} \partial_{y}^{4} U\left(X_{j}, Y_{k}\right)+\frac{h^{2}}{6} \partial_{x}^{4} \partial_{y}^{6} U\left(X_{j}, Y_{k}\right)+O\left(h^{4}\right)\right\}
\end{align*}
$$

Direct calculation from (D.20) leads to

$$
\partial_{x}^{2 n} \partial_{y}^{2 m} U(x, y)=(6-2 s)_{2 n+2 m} \sin ^{2 m} \theta \cos ^{2 n} \theta|x \cos \theta+y \sin \theta|^{\gamma-2 n-2 m}
$$

Then the representation (D.18) can be derived from (D.22) directly.

It is seen from (D.19) that the dependence of the integrand on $j^{2}+k^{2}$, where we can write

$$
j \cos \theta+k \sin \theta=\sqrt{j^{2}+k^{2}} \cos \left(\theta-\theta_{j k}^{*}\right), \quad \theta_{j k}^{*}=\arctan (k / j) .
$$

Thus, we can extract the leading asymptotic order in Proposition 3.4.

## Appendix E: The related matrices in Proposition 4.1

For the part with Toeplitz-structure $\widetilde{S}$, the $\widetilde{N}$-by- $\widetilde{N}$ block-Toeplitz matrices $\mathbb{T}_{11}, \mathbb{T}_{12}$, $\mathbb{T}_{13}$ and $\mathbb{T}_{23}$ are given by

$$
\mathbb{T}_{11}=\left[\begin{array}{ccccc}
\boldsymbol{T}_{0} & \boldsymbol{T}_{1} & \ldots & \boldsymbol{T}_{\widetilde{N}-2} & \boldsymbol{T}_{\widetilde{N}-1} \\
\boldsymbol{T}_{1} & \boldsymbol{T}_{0} & \ddots & \ddots & \boldsymbol{T}_{\widetilde{N}-2} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\boldsymbol{T}_{\tilde{N}-2} & \ddots & \ddots & \boldsymbol{T}_{0} & \boldsymbol{T}_{1} \\
\boldsymbol{T}_{\widetilde{N}-1} & \boldsymbol{T}_{\widetilde{N}-2} & \cdots & \boldsymbol{T}_{1} & \boldsymbol{T}_{0}
\end{array}\right], \mathbb{T}_{12}=\left[\begin{array}{ccccc}
\boldsymbol{T}_{\widetilde{N}+1} & \boldsymbol{T}_{\widetilde{N}+2} & \ldots & \boldsymbol{T}_{2 \tilde{N}-1} & \boldsymbol{T}_{2 \tilde{N}} \\
\boldsymbol{T}_{\widetilde{N}} & \boldsymbol{T}_{\widetilde{N}+1} & \ddots & \ddots & \boldsymbol{T}_{2 \widetilde{N}-1} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\boldsymbol{T}_{3} & \ddots & \ddots & \boldsymbol{T}_{\widetilde{N}+1} & \boldsymbol{T}_{\widetilde{N}+2} \\
\boldsymbol{T}_{2} & \boldsymbol{T}_{3} & \cdots & \boldsymbol{T}_{\widetilde{N}} & \boldsymbol{T}_{\tilde{N}+1}
\end{array}\right]
$$

and

$$
\mathbb{T}_{13}=\left[\begin{array}{ccccc}
\widetilde{T}_{\widetilde{N}+1} & \widetilde{T}_{\widetilde{N}+2} & \ldots & \widetilde{T}_{2 \tilde{N}-1} & \widetilde{T}_{2 \widetilde{N}} \\
\widetilde{T}_{\widetilde{N}} & \widetilde{T}_{\widetilde{N}+1} & \ldots & \ddots & \widetilde{T}_{2 \tilde{N}-1} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\widetilde{T}_{3} & \ddots & \ldots & \widetilde{T}_{\widetilde{N}+1} & \widetilde{T}_{\widetilde{N}+2} \\
\widetilde{T}_{2} & \widetilde{T}_{3} & \ldots & \widetilde{T}_{\widetilde{N}} & \widetilde{T}_{\widetilde{N}+1}
\end{array}\right], \mathbb{T}_{23}=\left[\begin{array}{ccccc}
\widetilde{T}_{0} & \widetilde{T}_{1} & \ldots & \widetilde{T}_{\widetilde{N}-2} & \widetilde{T}_{\widetilde{N}-1} \\
\widetilde{T}_{1} & \widetilde{T}_{0} & \ldots & \ddots & \widetilde{T}_{\widetilde{N}-2} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\widetilde{T}_{\widetilde{N}-2} & \ddots & \ldots & \widetilde{T}_{0} & \widetilde{T}_{1} \\
\widetilde{T}_{\widetilde{N}-1} & \widetilde{T}_{\widetilde{N}-2} & \ldots & \widetilde{T}_{1} & \widetilde{T}_{0}
\end{array}\right]
$$

with each block $T_{k}$ (given by (2.11)) and $\widetilde{T}_{k}$ being $\tilde{M}$-by- $\widetilde{M}$ Toeplitz matrix, and

$$
\widetilde{\boldsymbol{T}}_{k}=\left[\begin{array}{ccccc}
t_{\tilde{M}+1}^{k} & t_{\tilde{M}+2}^{k} & \cdots & t_{2 \tilde{M}-1}^{k} & t_{2 \tilde{M}}^{k}  \tag{E.23}\\
t_{\tilde{M}}^{k} & t_{\tilde{M}+1}^{k} & \ddots & \ddots & t_{2 \tilde{M}-1}^{k} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
t_{3}^{k} & \ddots & \ddots & t_{\tilde{M}+1}^{k} & t_{\tilde{M}+2}^{k} \\
t_{2}^{k} & t_{3}^{k} & \ldots & t_{\tilde{M}}^{k} & t_{\tilde{M}+1}^{k}
\end{array}\right] .
$$

The entires of $\widetilde{N}$-by- 1 block-Toeplitz matrix $\mathbb{T}_{i 4}, i=1,2,3$ are given by

$$
\mathbb{T}_{14}=\left[\begin{array}{c}
\boldsymbol{T}_{\widetilde{N}} \\
\boldsymbol{T}_{\widetilde{N}-1} \\
\vdots \\
\boldsymbol{T}_{1}
\end{array}\right], \mathbb{T}_{24}=\left[\begin{array}{c}
\boldsymbol{T}_{1} \\
\boldsymbol{T}_{2} \\
\vdots \\
\boldsymbol{T}_{\widetilde{N}}
\end{array}\right], \mathbb{T}_{34}=\left[\begin{array}{c}
\widetilde{\boldsymbol{T}}_{1}^{t} \\
\widetilde{\boldsymbol{T}}_{2}^{t} \\
\vdots \\
\widetilde{\boldsymbol{T}}_{\widetilde{N}}^{t}
\end{array}\right] .
$$

For the part without Toeplitz-structure $\widehat{S}$, we denote the $\widetilde{M}$-by- $2 \tilde{M}$ matrix

$$
\widetilde{\boldsymbol{D}}=\left[\boldsymbol{D}_{\leftarrow}^{(-1)}, \boldsymbol{D}^{(0)}\right] \text { with } \boldsymbol{D}^{(n)}=\left[\begin{array}{cccc}
t_{\widetilde{M}}^{n+1} & t_{\widetilde{M}}^{n+2} & \ldots & t_{\widetilde{M}}^{\tilde{M}+n} \\
t_{\widetilde{M}-1}^{n+1} & t_{\widetilde{M}-1}^{n+2} & \ddots & t_{\widetilde{M}+n}^{\tilde{M}+1} \\
\vdots & \ddots & \ddots & \vdots \\
t_{1}^{n+1} & t_{1}^{n+2} & \cdots & t_{1}^{\tilde{M}+n}
\end{array}\right] \text {, }
$$

where $D_{\leftarrow}$ denotes the matrix obtained from $\boldsymbol{D}$ by flipping each column of $\boldsymbol{D}$ in the leftright direction. Then, the entries of $\mathbb{D}_{i 5} i=1,2,3,4$ are given by

$$
\mathbb{D}_{15}=\left[\begin{array}{c}
\boldsymbol{D}^{(\tilde{M})} \\
\boldsymbol{D}^{(\tilde{M}-1)} \\
\vdots \\
\boldsymbol{D}^{(1)}
\end{array}\right], \mathbb{D}_{25}=\left[\begin{array}{c}
\widetilde{\boldsymbol{D}}(\tilde{M}) \\
\widetilde{\boldsymbol{D}}(\widetilde{M}-1) \\
\vdots \\
\widetilde{\boldsymbol{D}}(1)
\end{array}\right], \mathbb{D}_{35}=\left[\begin{array}{c}
\widetilde{\boldsymbol{D}}_{\uparrow}(\tilde{M}) \\
\widetilde{\boldsymbol{D}}_{\uparrow}(\widetilde{M}-1) \\
\vdots \\
\widetilde{\boldsymbol{D}}_{\uparrow(1)}
\end{array}\right], \mathbb{D}_{45}=\widetilde{\boldsymbol{D}}(\widetilde{M}+1)
$$

where the $\widetilde{M}$-by- $\widetilde{M}$ matrix $\widetilde{\boldsymbol{D}}(n)=\widetilde{\boldsymbol{D}}(:, n: n+\widetilde{M}-1)$, and $\widetilde{\boldsymbol{D}}_{\uparrow}(n)$ denote each row of $\widetilde{\boldsymbol{D}}(n)$ is flipped in the up-down direction.
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