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#### Abstract

As one myth of polynomial interpolation and quadrature, Trefethen [Math. Today (Southend-on-Sea) 47 (2011), pp. 184-188] revealed that the Chebyshev interpolation of $|x-a|$ (with $|a|<1$ ) at the Clenshaw-Curtis points exhibited a much smaller error than the best polynomial approximation (in the maximum norm) in about $95 \%$ range of $[-1,1]$ except for a small neighbourhood near the singular point $x=a$. In this paper, we rigorously show that the Jacobi expansion for a more general class of $\Phi$-functions also enjoys such a local convergence behaviour. Our assertion draws on the pointwise error estimate using the reproducing kernel of Jacobi polynomials and the Hilb-type formula on the asymptotic of the Bessel transforms. We also study the local superconvergence and show the gain in order and the subregions it occurs. As a by-product of this new argument, the undesired $\log n$-factor in the pointwise error estimate for the Legendre expansion recently stated in Babus̆ka and Hakula [Comput. Methods Appl. Mech Engrg. 345 (2019), pp. 748-773] can be removed. Finally, all these estimates are extended to the functions with boundary singularities. We provide ample numerical evidences to demonstrate the optimality and sharpness of the estimates.


## 1. Introduction

Approximation by polynomials plays a fundamental role in algorithm development and numerical analysis of many computational methods. It is known that for a given continuous function $f(x)$ defined on $[-1,1]$, the best polynomial approximation of $f(x)$ in the maximum norm is a unique polynomial $p_{n}^{*} \in \mathcal{P}_{n}$ (denotes the set of polynomials of degree at most $n$ ) that minimizes

$$
\left\|f-p_{n}^{*}\right\|_{\infty}=\min _{p \in \mathcal{P}_{n}}\|f-p\|_{\infty} .
$$

The best polynomial approximation $p_{n}^{*}(x)$ is optimal, but its computation is nontrivial for a general nonlinear function $f(x)$ [30]. In fact, Trefethen [29] pointed out that for $f(x)=\left|x-\frac{1}{4}\right|$, the pointwise error $\left|f(x)-p_{n}(x)\right|$ by the polynomial

[^0]interpolation $p_{n}$ at the Clenshaw-Curtis points $\left\{x_{j}=\cos \left(\frac{j \pi}{n}\right)\right\}_{j=0}^{n}$ is much smaller than that of the best polynomial: $\left|f(x)-p_{n}^{*}(x)\right|$ for most values of $x$, except for a small subinterval centred around the singular point $x=\frac{1}{4}$ (see Figure 1.1 (left) for an illustration of $n=100$ ).


Figure 1.1. Pointwise error curves of the best polynomial approximation $f(x)-p_{n}^{*}(x)$, Chebyshev interpolation $f(x)-p_{n}(x)$ (left), and Chebyshev truncation $f(x)-S_{n}^{\left(-\frac{1}{2},-\frac{1}{2}\right)}[f](x)$ (right), where $n=100$

Needless to say, the pointwise error is a very useful indication of the approximability and approximation quality of a numerical tool in solving partial differential equations [4, 11, 16. In the past several decades, the error estimates of spectral approximation in Sobolev norms have been intensively studied and well-documented in e.g., [2, 3, 18, 24, 30, 31. However, whenever possible, one would wish to estimate the pointwise error of the approximation [5, 17, 19, 31, 33, 34, 37, 39, though it is usually more challenging.

Compared with the aforementioned Chebyshev interpolation $p_{n}(x)$, the pointwise error of Chebyshev spectral projection $S_{n}^{(-1 / 2,-1 / 2)}[f]$ of $f(x)=\left|x-\frac{1}{4}\right|$ is also much smaller than the best polynomial approximation except for the subinterval near the singular point $x=\frac{1}{4}$, and it is more localized than $f(x)-p_{n}(x)$ near the singularity (see Figure 1.1). This implies some underlying local superconvergence at the points slightly away from the singularity.

Interestingly, such a superconvergence phenomenon also occurs in the Legendre and more general Jacobi expansions (except for an additional small neighbourhood of the endpoints $x= \pm 1$, see Figure (1.2). In fact, we are not the first to unfold this convergence behaviour. In a recent work, Babuška and Hakula [5 provided deep insights into this phenomenon for the Legendre expansion of the class of $\Phi$-functions defined by

$$
f(x)=(x-a)_{+}^{\lambda}=\left\{\begin{array}{ll}
0, & -1 \leq x<a,  \tag{1.1}\\
(x-a)^{\lambda}, & a<x \leq 1,
\end{array} \quad \lambda>-1, \quad a \in(-1,1)\right.
$$



Figure 1.2. Pointwise error curves of the best polynomial approximation $f(x)-p_{n}^{*}(x)$ and the Jacobi truncation $f(x)-S_{n}^{(\alpha, \beta)}[f](x)$ with $\alpha=\beta=0$ (left) and $\alpha=\beta=\frac{1}{2}$ (right), where $n=100$
which appears frequently in various applications [5]. More precisely, define the truncated Legendre series and the pointwise error as

$$
\begin{equation*}
S_{n}^{(0,0)}[f](x)=\sum_{k=0}^{n} a_{k} P_{k}(x), \quad e_{f}(n, x)=\left|f(x)-S_{n}^{(0,0)}[f](x)\right|, \tag{1.2}
\end{equation*}
$$

where $P_{k}(x)$ is the Legendre polynomial of degree $k$ as in [27] and $a_{k}$ are the Legendre expansion coefficients. Taking into account the convergence rates on the piecewise analytic functions in Saff and Totik [23], Babus̆ka and Hakula [5] derived the following estimates.

Theorem 1.1 (See [5]). Let $f(x)$ be a $\Phi$-function defined by (1.1) with $\lambda=0$, i.e., a step function.
(i) For $x \in(-1, a) \cup(a, 1)$, we have $e_{f}(n, x) \leq C(x) n^{-1}$, where $C(x)$ is independent of $n$ and has the behaviours near $x=a, \pm 1$ as follows

$$
\begin{equation*}
C(-1+\xi) \leq D(-1) \xi^{-\frac{1}{4}}, \quad C(1-\xi) \leq D(1) \xi^{-\frac{1}{4}}, \quad C(a \pm \xi) \leq D(a) \xi^{-1} \tag{1.3}
\end{equation*}
$$

for $0<\xi \leq \delta$, where $D( \pm 1), D(a)>0$ and $\delta>0$ are independent of $n$.
(ii) At $x= \pm 1$, a, we have

$$
\begin{equation*}
e_{f}(n, \pm 1) \leq C n^{-\frac{1}{2}}, \quad e_{f}(n, a) \leq C n^{-1} . \tag{1.4}
\end{equation*}
$$

In (1.4) and what follows, we denote by $C$ a generic positive constant independent of $n$ which may have a different value in a different context.

Following Wahlbin [32] and Bary [6, Babuška and Hakula [5] further obtained the following estimates for $\lambda \neq 0$.

Theorem 1.2 (See [5]). Let $f(x)$ be a $\Phi$-function defined by (1.1) with $\lambda>-1$ but $\lambda \neq 0$.
(i) For $x \in(-1, a) \cup(a, 1)$, we have

$$
\begin{equation*}
e_{f}(n, x) \leq C(x) n^{-\lambda-1} \log n \tag{1.5}
\end{equation*}
$$

where $C(x)>0$ is independent of $n$, and has the same behaviour as $C(x)$ in (1.3).
(ii) At $x= \pm 1$, a, we have

$$
\begin{align*}
& e_{f}(n, \pm 1) \leq C n^{-\lambda-\frac{1}{2}} \log n, \\
& e_{f}(n, a) \leq \begin{cases}C n^{-\lambda-1} \log n, & \lambda \text { even }, \\
C n^{-\lambda} \log n, & \lambda>0 \text { and non-even. }\end{cases} \tag{1.6}
\end{align*}
$$

Some remarks are in order.

- From ample delicate numerical experiments, Babus̆ka and Hakula [5] conjectured that the multiplicative factor $\log n$ in Theorem 1.2 seems to be a defect of the analysis technique employed in the proof, and Theorem 1.2 should hold without the $\log n$ factor. This was stated as a hypothesis and claimed "in spite of many attempts, the hypothesis underlines the need for new theory" in 5].
- It is worthy of mentioning that Kruglov extended the numerical study in [5] for the Legendre expansions to the more general Jacobi polynomial cases in the master thesis [15], but the log-term remained as a conjecture in the results therein.
- It is seen from Theorem 1.2 that if $\lambda$ is not an even integer, we have the superconvergence

$$
e_{f}(n, x) \leq C(x) n^{-1} \log n\left\|f-S_{n}^{(0,0)}[f]\right\|_{\infty}
$$

with a gain of convergence rate $\mathcal{O}\left(n^{-1} \log n\right)$ on any closed subinterval that excludes $x=a, \pm 1$.
The main purposes of this paper are twofold. Firstly, using a new technique, we shall show that the log-factor can be removed. Secondly, we shall conduct the optimal pointwise convergence and superconvergence analysis for the Jacobi expansions of the following generalised $\Phi$-functions

$$
f(x)=z(x) \cdot\left\{\begin{array}{ll}
0, & -1 \leq x<a,  \tag{1.8}\\
(x-a)^{\lambda}, & a<x \leq 1,
\end{array} \quad a \in(-1,1), \quad \lambda>-1,\right.
$$

and

$$
\begin{equation*}
f(x)=|x-a|^{\lambda} z(x) \quad(\lambda>-1 \text { is not an even integer }), \tag{1.9}
\end{equation*}
$$

where we set in (1.8) $f(a)=0$ for $\lambda>0$ and $f(a)=\frac{z(a)}{2}$ for $\lambda=0$, and the given function $z(x)$ involved is assumed to be smooth with $z(a) \neq 0$. Denote the Jacobi expansion of $f(x)$ in (1.8) or (1.9) and the pointwise error respectively by

$$
\begin{equation*}
S_{n}^{(\alpha, \beta)}[f](x)=\sum_{k=0}^{n} a_{k}^{(\alpha, \beta)} P_{k}^{(\alpha, \beta)}(x), \quad e_{f}^{(\alpha, \beta)}(n, x)=\left|f(x)-S_{n}^{(\alpha, \beta)}[f](x)\right|, \tag{1.10}
\end{equation*}
$$

where $P_{k}^{(\alpha, \beta)}(x)$ is the Jacobi polynomial of degree $k$ and

$$
\begin{align*}
& a_{k}^{(\alpha, \beta)}=\frac{1}{\sigma_{k}^{(\alpha, \beta)}} \int_{-1}^{1} f(x) P_{k}^{(\alpha, \beta)}(x) \omega^{(\alpha, \beta)}(x) \mathrm{d} x \\
& \omega^{(\alpha, \beta)}(x)=(1-x)^{\alpha}(1+x)^{\beta}  \tag{1.11}\\
& \sigma_{k}^{(\alpha, \beta)}=\frac{2^{\alpha+\beta+1} \Gamma(k+\alpha+1) \Gamma(k+\beta+1)}{k!(2 k+\alpha+\beta+1) \Gamma(k+\alpha+\beta+1)} .
\end{align*}
$$

Using the reproducing kernel of Jacobi polynomials, together with the Hilbtype formula and van der Corput-type Lemma on the asymptotic of the Bessel transforms, we are able to derive the following main results.

Theorem 1.3. Let $f(x)$ be a generalised $\Phi$-function defined in (1.8) or (1.9). Then for $\alpha, \beta>-1$ and $\lambda>-1$, we have the following pointwise error estimates.
(i) For $x \in(-1, a) \cup(a, 1)$, we have

$$
\begin{equation*}
e_{f}^{(\alpha, \beta)}(n, x) \leq C(x) n^{-\lambda-1}, \tag{1.12}
\end{equation*}
$$

where $C(x)$ is independent of $n$ and has the behaviours near $x=a, \pm 1$ as follows

$$
\begin{align*}
& C(-1+\xi) \leq D(-1) \xi^{-\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}} \\
& C(1-\xi) \leq D(1) \xi^{-\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}}  \tag{1.13}\\
& C(a \pm \xi) \leq D(a) \xi^{-1}, \quad 0<\xi \leq \delta
\end{align*}
$$

Here $D( \pm 1), D(a)>0$ and $\delta>0$ are independent of $n$.
(ii) At $x= \pm 1$, we have

$$
\begin{equation*}
e_{f}^{(\alpha, \beta)}(n, 1) \leq C n^{-\lambda+\alpha-\frac{1}{2}}, \quad e_{f}^{(\alpha, \beta)}(n,-1) \leq C n^{-\lambda+\beta-\frac{1}{2}} \tag{1.14}
\end{equation*}
$$

(iii) At $x=a$ and for $\lambda>0$, we have

$$
\begin{align*}
& e_{f}^{(\alpha, \beta)}(n, a) \leq\left\{\begin{array}{ll}
C n^{-\lambda-1}, & \lambda \text { even, } \\
C n^{-\lambda}, & \text { otherwise, }
\end{array} \text { for } f(x)\right. \text { defined by (1.8); }  \tag{1.15}\\
& e_{f}^{(\alpha, \beta)}(n, a) \leq C n^{-\lambda} \text { for } f(x) \text { defined by (1.9) and non-even } \lambda .
\end{align*}
$$

We emphasize that all the above estimates are optimal in the sense that the convergence order cannot be improved, which will be illustrated numerically in Section 3 As a special case, the multiplicative factor $\log n$ in Theorem 1.2 for the Legendre expansion is removed. The asymptotic behaviour of the pointwise error around the endpoints is described clearly. Indeed, we infer from (1.13) and (1.14) that $e_{f}^{(\alpha, \beta)}(n, x)$ achieves the best convergence rate around $x= \pm 1$ when $\alpha, \beta \leq-\frac{1}{2}$. As an example, we consider $f(x)=|x-a|$. It is known that the pointwise error of the best polynomial approximation equally oscillates $N \geq n+2$ times and converges linearly as $n \rightarrow \infty$, i.e., there exist at least $N \geq n+2$ distinct points $x_{1}, x_{2}, \cdots, x_{N}$ on $[-1,1]$ such that

$$
f\left(x_{i}\right)-p_{n}^{*}\left(x_{i}\right)=\varepsilon(-1)^{i}\left\|f-p_{n}^{*}\right\|_{\infty}, \quad\left\|f-p_{n}^{*}\right\|_{\infty} \sim \sigma \sqrt{1-a^{2}} n^{-1}
$$

where $\varepsilon= \pm 1$ and $\sigma \approx 1 / 2 \sqrt{\pi}$ is the Bernstein constant (see [7, 30]). As a comparison, $e_{f}^{(\alpha, \beta)}(n, x)$ shares the same order of convergence $\mathcal{O}\left(n^{-1}\right)$ at $x=a$, but somehow worse in magnitude than that of the best polynomial approximation. Nevertheless, superconvergence appears when $x \in(-1, a) \cup(a, 1)$, where it follows from Theorem 1.3 that $e_{f}^{(\alpha, \beta)}(n, x)=\mathcal{O}\left(n^{-2}\right)$ (also see Figure 1.2).

Incidentally, from the viewpoint of the maximum norm (i.e., the worst-case behaviour of $\left.e_{f}^{(\alpha, \beta)}(n, x)\right)$, the Jacobi truncation $S_{n}^{(\alpha, \beta)}[f](x)\left(\alpha, \beta \leq \frac{1}{2}\right)$ performs as excellent as the best polynomial approximation in the sense of asymptotic rate


Figure 1.3. Comparison of Jacobi expansion and the optimal polynomial approximation to $f(x)=(x-1 / 4)_{+}^{1 / 2}$ by the convergence rates of $\left\|\hat{e}_{f}^{(\alpha, \beta)}\right\|_{\infty}$ (red) versus $\left\|f-p_{n}^{*}\right\|_{\infty}$ (blue)
when $n \rightarrow \infty$ for functions defined in (1.8) and (1.9) where $\lambda>0$, that is,

$$
\left\|f-S_{n}^{(\alpha, \beta)}[f]\right\|_{\infty}=\left\{\begin{array}{lr}
\mathcal{O}\left(n^{\max \left\{\alpha-\frac{1}{2}, \beta-\frac{1}{2}\right\}-\lambda}\right), & \text { if } \max \{\alpha, \beta\}>\frac{1}{2}  \tag{1.16}\\
\mathcal{O}\left(n^{-\lambda}\right), & \text { if } \max \{\alpha, \beta\} \leq \frac{1}{2}
\end{array}\right.
$$

Taking the local behaviour of $e_{f}^{(\alpha, \beta)}(n, x)$ around the boundaries $x= \pm 1$ and singularity $x=a$ into consideration, we consider a new weighted pointwise error function

$$
\begin{equation*}
\hat{e}_{f}^{(\alpha, \beta)}(n, x)=(1-x)^{\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}}(1+x)^{\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}}(x-a) e_{f}^{(\alpha, \beta)}(n, x) . \tag{1.17}
\end{equation*}
$$

Then we deduce from Theorem 1.3 the uniform convergence order

$$
\begin{equation*}
\left\|\hat{e}_{f}^{(\alpha, \beta)}\right\|_{\infty}=\mathcal{O}\left(n^{-\lambda-1}\right) \tag{1.18}
\end{equation*}
$$

which also testifies to the optimality of the estimates on $C(x)$ in (1.13). As a result, a global superconvergence is attained by $\hat{e}_{f}^{(\alpha, \beta)}(x)$, which gains one order higher in convergence rate than the best polynomial approximation (see Figure 1.3).

The rest of this paper is largely devoted to the proof of the results stated in Theorem [1.3 In Section 2 we present the pointwise error formula and some asymptotic results on the Jacobi polynomials. Applying the Hilb-type formula and van der Corput-type Lemma for Bessel transforms, in Section 3, we prove the optimal pointwise error estimates on Jacobi truncation of functions defined in (1.8) and (1.9). Errors in maximum norm and weighted maximum norm (superconvergence analysis) are considered in Section 4 Finally we extend the analysis to functions with boundary singularities and conclude the paper with some remarks in Section 5

## 2. The reproducing kernel and pointwise error formula

Let $\mathrm{d} \omega(x)$ be a given distribution in the Stieltjes sense. Assume that $\left\{p_{k}\right\}_{k=0}^{\infty}$ with $\operatorname{deg}\left(p_{k}\right)=k$ is the set of orthonormal polynomials associated with $\mathrm{d} \omega(x)$

$$
\int_{-1}^{1} p_{j}(x) p_{k}(x) \mathrm{d} \omega(x)=\delta_{j k}, \quad j, k=0,1,2, \cdots
$$

where $\delta_{j k}$ is the Kronecker Delta symbol. In view of the Christoffel-Darboux formula, the reproducing kernel $K_{n}(x, y)$ is defined by (see [27. Theorem 3.22] and Lubinsky [20])

$$
\begin{equation*}
K_{n}(x, y)=\sum_{k=0}^{n} p_{k}(x) p_{k}(y)=\frac{\kappa_{n}}{\kappa_{n+1}} \frac{p_{n+1}(x) p_{n}(y)-p_{n}(x) p_{n+1}(y)}{x-y}, \tag{2.1}
\end{equation*}
$$

where $\kappa_{n}$ is the leading coefficient of $p_{n}(x)$ and $\lim _{n \rightarrow \infty} \frac{\kappa_{n}}{\kappa_{n+1}}=\frac{1}{2}$. It is easy to verify from the orthogonality that

$$
\begin{equation*}
\int_{-1}^{1} K_{n}(x, y) q(y) \mathrm{d} \omega(y)=q(x), \quad \forall q \in \mathcal{P}_{n} . \tag{2.2}
\end{equation*}
$$

We intend to estimate the pointwise error of the Jacobi orthogonal projection $e_{f}^{(\alpha, \beta)}(n, x)$ defined in (1.10). According to Szegö [27, (4.5.2)] and Hesthaven, Gottlieb and Gottlieb [14, Theorem 4.4], the reproducing kernel of the Jacobi polynomials can be represented as follows

$$
\begin{align*}
K_{n}(x, y) & =\sum_{k=0}^{n} \frac{1}{\sigma_{k}^{(\alpha, \beta)}} P_{k}^{(\alpha, \beta)}(x) P_{k}^{(\alpha, \beta)}(y)  \tag{2.3}\\
& =\rho_{n}^{(\alpha, \beta)} \frac{P_{n+1}^{(\alpha, \beta)}(x) P_{n}^{(\alpha, \beta)}(y)-P_{n}^{(\alpha, \beta)}(x) P_{n+1}^{(\alpha, \beta)}(y)}{x-y}
\end{align*}
$$

where

$$
\begin{equation*}
\rho_{n}^{(\alpha, \beta)}:=\frac{2^{-\alpha-\beta}}{2 n+\alpha+\beta+2} \cdot \frac{\Gamma(n+2) \Gamma(n+\alpha+\beta+2)}{\Gamma(n+\alpha+1) \Gamma(n+\beta+1)} \tag{2.4}
\end{equation*}
$$

From (2.2) with $q(x) \equiv 1$ and (2.3), we can derive the following pointwise error formula, which plays a fundamental role in the error analysis.

Theorem 2.1. Let $f(x)$ be a suitably smooth function on $[-1,1]$. For every $x \in$ $[-1,1]$, we denote the Jacobi expansion coefficients of the following quotient in y by

$$
\begin{align*}
& a_{n}^{(\alpha, \beta)}(x ; g)=\frac{1}{\sigma_{k}^{(\alpha, \beta)}} \int_{-1}^{1} g(x, y) P_{n}^{(\alpha, \beta)}(y) \omega^{(\alpha, \beta)}(y) \mathrm{d} y,  \tag{2.5}\\
& g(x, y):=\frac{f(x)-f(y)}{x-y}
\end{align*}
$$

Then the pointwise error of the Jacobi expansion has the compact representation

$$
\begin{equation*}
f(x)-S_{n}^{(\alpha, \beta)}[f](x)=A_{n}^{(\alpha, \beta)} a_{n}^{(\alpha, \beta)}(x ; g) P_{n+1}^{(\alpha, \beta)}(x)-B_{n}^{(\alpha, \beta)} a_{n+1}^{(\alpha, \beta)}(x ; g) P_{n}^{(\alpha, \beta)}(x), \tag{2.6}
\end{equation*}
$$

where

$$
\begin{align*}
A_{n}^{(\alpha, \beta)} & =\frac{2(n+1)(n+\alpha+\beta+1)}{(2 n+\alpha+\beta+2)(2 n+\alpha+\beta+1)},  \tag{2.7}\\
B_{n}^{(\alpha, \beta)} & =\frac{2(n+\alpha+1)(n+\beta+1)}{(2 n+\alpha+\beta+2)(2 n+\alpha+\beta+3)} .
\end{align*}
$$

Proof. From (1.11) and (2.1)-(2.2), we find readily that

$$
\begin{aligned}
S_{n}^{(\alpha, \beta)}[f](x) & =\sum_{k=0}^{n} \frac{P_{k}^{(\alpha, \beta)}(x)}{\sigma_{k}^{(\alpha, \beta)}} \int_{-1}^{1} f(y) P_{k}^{(\alpha, \beta)}(y) \omega^{(\alpha, \beta)}(y) \mathrm{d} y \\
& =\int_{-1}^{1} K_{n}(x, y) f(y) \omega^{(\alpha, \beta)}(y) \mathrm{d} y
\end{aligned}
$$

and

$$
f(x)=\int_{-1}^{1} K_{n}(x, y) f(x) \omega^{(\alpha, \beta)}(y) \mathrm{d} y
$$

Thus, we obtain from (1.11) and (2.3) that

$$
\begin{aligned}
& f(x)-S_{n}^{(\alpha, \beta)}[f](x) \\
& =\int_{-1}^{1} K_{n}(x, y)[f(x)-f(y)] \omega^{(\alpha, \beta)}(y) \mathrm{d} y \\
& =\rho_{n}^{(\alpha, \beta)} \int_{-1}^{1} \frac{f(x)-f(y)}{x-y}\left[P_{n+1}^{(\alpha, \beta)}(x) P_{n}^{(\alpha, \beta)}(y)-P_{n}^{(\alpha, \beta)}(x) P_{n+1}^{(\alpha, \beta)}(y)\right] \omega^{(\alpha, \beta)}(y) \mathrm{d} y \\
& =\rho_{n}^{(\alpha, \beta)}\left[\sigma_{n}^{(\alpha, \beta)} a_{n}^{(\alpha, \beta)}(x ; g) P_{n+1}^{(\alpha, \beta)}(x)-\sigma_{n+1}^{(\alpha, \beta)} a_{n+1}^{(\alpha, \beta)}(x ; g) P_{n}^{(\alpha, \beta)}(x)\right] .
\end{aligned}
$$

Then, the identity (2.6) follows from directly working out the constants $A_{n}^{(\alpha, \beta)}=$ $\rho_{n}^{(\alpha, \beta)} \sigma_{n}^{(\alpha, \beta)}$ and $B_{n}^{(\alpha, \beta)}=\rho_{n}^{(\alpha, \beta)} \sigma_{n+1}^{(\alpha, \beta)}$ by using (1.11) and (2.4).

Now, we take $f(x)$ in the above to be the generalised $\Phi$-function (1.8), and obtain from (2.5) that

$$
a_{n}^{(\alpha, \beta)}(x ; g)=\frac{1}{\sigma_{n}^{(\alpha, \beta)}} \cdot \begin{cases}\int_{a}^{1} g_{1}(x, y) P_{n}^{(\alpha, \beta)}(y) \omega^{(\alpha, \beta)}(y) \mathrm{d} y, & x<a  \tag{2.8}\\ \int_{a}^{1} g_{2}(y) P_{n}^{(\alpha, \beta)}(y) \omega^{(\alpha, \beta)}(y) \mathrm{d} y, & x=a \\ \int_{-1}^{1} g_{3}(x, y) P_{n}^{(\alpha, \beta)}(y) \omega^{(\alpha, \beta)}(y) \mathrm{d} y, & x>a\end{cases}
$$

where $g=g_{i}, i=1,2,3$, are given by

$$
\begin{align*}
& g_{1}(x, y)=\frac{z(y)(y-a)^{\lambda}}{y-x} ; \\
& g_{2}(y)=g_{1}(a, y)=z(y)(y-a)^{\lambda-1},  \tag{2.9}\\
& \lambda>0 ; \\
& g_{3}(x, y)= \begin{cases}\frac{z(x)(x-a)^{\lambda}}{x-y}, & y \leq a, \\
\frac{z(x)(x-a)^{\lambda}-z(y)(y-a)^{\lambda}}{x-y}, & y>a .\end{cases}
\end{align*}
$$

It is important to point out that in (2.6), the convergence rate of $e_{f}^{(\alpha, \beta)}(n, x)$ depends on both $a_{n}^{(\alpha, \beta)}(x ; g)$ and $P_{n}^{(\alpha, \beta)}(x)$. Moreover, the two terms in the right hand side of (2.6) do not cancel each other for almost all $x$, except for the function (1.8) with $\lambda$ being even. Accordingly, we can estimate $a_{n}^{(\alpha, \beta)}(x ; g)$ and $P_{n}^{(\alpha, \beta)}(x)$ separately. The roadmap for the pointwise error analysis is as follows.
(i) We shall bound $\left|P_{n}^{(\alpha, \beta)}(x)\right|$ pointwisely using Theorem 2.3 and Corollary 2.1
(ii) We shall estimate $\left|a_{n}^{(\alpha, \beta)}(x ; g)\right|$ by using the Hilb-type formula in Theorem 2.2 and the van der Corput-type Lemma to be presented in Section 3. together with the regularity analysis of the underlying function $g(x, y)$ in $y$ given in (2.9).
We first recall that Darboux [12] and Szegö [27, Theorem 8.21.12] introduced the following Hilb-type formula on the asymptotics of $P_{n}^{(\alpha, \beta)}(x)$ in terms of a highly oscillatory Bessel function.

Theorem 2.2 (See [12,27]). For $\alpha, \beta>-1$ and $n \gg 1$, we have

$$
\begin{align*}
\theta^{-\frac{1}{2}} & \sin ^{\alpha+\frac{1}{2}}\left(\frac{\theta}{2}\right) \cos ^{\beta+\frac{1}{2}}\left(\frac{\theta}{2}\right) P_{n}^{(\alpha, \beta)}(\cos \theta) \\
& =\frac{\Gamma(n+\alpha+1)}{\sqrt{2} n!\tilde{N}^{\alpha}} J_{\alpha}(\tilde{N} \theta)+ \begin{cases}\theta^{\frac{1}{2}} \mathcal{O}\left(\tilde{N}^{-\frac{3}{2}}\right), & c n^{-1} \leq \theta \leq \pi-\epsilon \\
\theta^{\alpha+2} \mathcal{O}\left(\tilde{N}^{\alpha}\right), & 0<\theta \leq c n^{-1}\end{cases} \tag{2.10}
\end{align*}
$$

where $\tilde{N}=n+(\alpha+\beta+1) / 2$, c and $\epsilon$ are fixed positive numbers, and $J_{\alpha}(z)$ is the first kind of Bessel function of order $\alpha$. The constants in the $\mathcal{O}$-terms depend on $\alpha, \beta, c$, and $\epsilon$, but do not depend on $n$.

Using [27, Theorem 7.32.2] and $P_{n}^{(\alpha, \beta)}(-x)=(-1)^{n} P_{n}^{(\beta, \alpha)}(x)$, Muckenhoupt [21] derived the following pointwise bound.

Theorem 2.3 (See [21, (2.6)-(2.7)]). Let $\alpha, \beta>-1$ and $d$ be a fixed integer. Then for $n \geq \max \{0,-d\}$, we have

$$
\begin{equation*}
\left|P_{n+d}^{(\alpha, \beta)}(x)\right| \leq C E_{n}^{(\alpha, \beta)}(x) \tag{2.11}
\end{equation*}
$$

where $C$ is a positive constant independent of $n$ and $x$, and

$$
E_{n}^{(\alpha, \beta)}(x)= \begin{cases}(n+1)^{\alpha}, & 1-(n+1)^{-2} \leq x \leq 1  \tag{2.12}\\ (n+1)^{-\frac{1}{2}}(1-x)^{-\frac{\alpha}{2}-\frac{1}{4}}, & 0 \leq x \leq 1-(n+1)^{-2} \\ (n+1)^{-\frac{1}{2}}(1+x)^{-\frac{\beta}{2}-\frac{1}{4}}, & -1+(n+1)^{-2} \leq x \leq 0 \\ (n+1)^{\beta}, & -1 \leq x \leq-1+(n+1)^{-2}\end{cases}
$$

As a direct consequence of Theorem 2.3, we have the following useful pointwise upper bound.

Corollary 2.1. For $\alpha, \beta>-1$ and $x \in[-1,1]$, we have

$$
\begin{equation*}
\left|P_{n}^{(\alpha, \beta)}(x)\right| \leq C_{0}(n+1)^{-\frac{1}{2}}(1-x)^{-\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}}(1+x)^{-\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}} \tag{2.13}
\end{equation*}
$$

where $C_{0}=2^{\max \left\{\frac{\alpha}{2}+\frac{1}{4}, \frac{\beta}{2}+\frac{1}{4}, 0\right\}} C$ and $C$ is the same as in (2.11) with $d=0$.
Proof. It is evident that if $-1<\alpha \leq-1 / 2$, then $\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}=0$, and by (2.12),
$\begin{cases}(n+1)^{\alpha} \leq(n+1)^{-\frac{1}{2}}(1-x)^{-\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}}, & 1-(n+1)^{-2} \leq x \leq 1, \\ (n+1)^{-\frac{1}{2}}(1-x)^{-\frac{\alpha}{2}-\frac{1}{4}} \leq(n+1)^{-\frac{1}{2}}(1-x)^{-\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}}, & 0 \leq x \leq 1-(n+1)^{-2} .\end{cases}$
If $\alpha>-1 / 2$, then we have $\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}=\frac{\alpha}{2}+\frac{1}{4}>0$, so apparently (2.12) is valid. Therefore, for $x \in[0,1]$, and $\alpha, \beta>-1$, we have

$$
\begin{aligned}
E_{n}^{(\alpha, \beta)}(x) & \leq(n+1)^{-\frac{1}{2}}(1-x)^{-\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}} \\
& \leq 2^{\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}}(n+1)^{-\frac{1}{2}}(1-x)^{-\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}}(1+x)^{-\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}}
\end{aligned}
$$

Following the same lines as above, we can show that for $x \in[-1,0]$ and $\alpha, \beta>-1$,

$$
\begin{aligned}
E_{n}^{(\alpha, \beta)}(x) & \leq(n+1)^{-\frac{1}{2}}(1+x)^{-\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}} \\
& \leq 2^{\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}}(n+1)^{-\frac{1}{2}}(1-x)^{-\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}}(1+x)^{-\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}} .
\end{aligned}
$$

This completes the proof.
Remark 2.1. In some special cases, the constant $C$ in (2.13) is explicitly known. Indeed, we find from [22, (18.14.3)] that for $-\frac{1}{2} \leq \alpha, \beta \leq \frac{1}{2}$, we have

$$
\left(\frac{1-x}{2}\right)^{\frac{\alpha}{2}+\frac{1}{4}}\left(\frac{1+x}{2}\right)^{\frac{\beta}{2}+\frac{1}{4}}\left|P_{n}^{(\alpha, \beta)}(x)\right| \leq \frac{\Gamma(\max (\alpha, \beta)+n+1)}{\pi^{\frac{1}{2}} n!\left(n+\frac{\alpha+\beta+1}{2}\right)^{\max (\alpha, \beta)+\frac{1}{2}}}, x \in[-1,1] .
$$

Moreover, Förster [13] stated the bound for the Gegenbauer polynomials with $\alpha \geq 1$, that is,

$$
\left(1-x^{2}\right)^{\frac{\alpha}{2}}\left|C_{n}^{(\alpha)}(x)\right| \leq \frac{(2 \alpha-1) \Gamma\left(\frac{n}{2}+\alpha\right)}{\Gamma(\alpha) \Gamma\left(\frac{n}{2}+1\right)}, \quad x \in[-1,1],
$$

where

$$
C_{n}^{(\alpha)}(x)=\frac{\Gamma\left(\alpha+\frac{1}{2}\right) \Gamma(n+2 \alpha)}{\Gamma(2 \alpha) \Gamma\left(n+\alpha+\frac{1}{2}\right)} P_{n}^{\left(\alpha-\frac{1}{2}, \alpha-\frac{1}{2}\right)}(x)
$$

Remark 2.2. The above bound of $P_{n}^{(\alpha, \beta)}(x)$ can precisely characterise its behaviour near the endpoints, which allows us to describe $C(1-\xi)$ and $C(-1+\xi)$ for $\xi \in(0, \delta)$ in (1.13).

## 3. Pointwise error estimate for the Jacobi expansion of the GENERALISED $\Phi$-FUNCTION

This section is devoted to the asymptotic analysis of the Jacobi expansion coefficient $a_{n}^{(\alpha, \beta)}(x ; g)$ of $g(x, y)$ in (2.8)-(2.9). With this and the preparations in Section [2] we shall be able to prove the main results stated in Theorem 1.3 ,
3.1. Useful lemmas. A critical tool for the analysis is the following asymptotic formulas involving a highly oscillatory Bessel functions related to the Jacobi polynomials in (2.10), which extend the classical van der Corput Lemma on the Fourier transform [25, pp. 332-334] to the Bessel transform. They are therefore dubbed as the generalised van der Corput-type Lemmas.

Let $\Omega=(a, b) \subset \mathbb{R}$ be a finite open interval. Denote by $\operatorname{AC}(\bar{\Omega})$ the space of absolutely continuous functions on $\bar{\Omega}$. We further introduce the space

$$
W_{\mathrm{AC}}(\Omega)=\left\{\psi: \psi \in \operatorname{AC}(\bar{\Omega}), \quad \psi^{\prime} \in L^{1}(\Omega)\right\}
$$

equipped with the norm

$$
\|\psi\|_{W_{\mathrm{AC}}(\Omega)}=\|\psi\|_{L^{\infty}(\Omega)}+\left\|\psi^{\prime}\right\|_{L^{1}(\Omega)} .
$$

Indeed, according to Stein and Shakarchi [26, pp. 130] and Tao [28, pp. 143-145], we have the integral representation for any $\psi \in W_{\mathrm{AC}}(\Omega)$ :

$$
\psi(x)=\psi(a)+\int_{a}^{x} \psi^{\prime}(t) \mathrm{d} t
$$

and any continuous function of bounded variation on $\Omega$ which maps each set of measure zero into a set of measure zero is also absolutely continuous.

It is also noteworthy that the AC-type space with different regularity on the highest derivative, e.g., BV (functions of bounded variation) has been used in Trefethen [30] in the context of Chebyshev polynomial approximation of singular functions.

Lemma 3.1. Given $\alpha+\nu>-1$ and $\beta>-1$, the following asymptotic estimates hold for $\omega \gg 1$.
(i) For $\psi(x) \in W_{\mathrm{AC}}(0, b)$, we have

$$
\begin{equation*}
\int_{0}^{b} x^{\alpha}(b-x)^{\beta} J_{\nu}(\omega x) \psi(x) \mathrm{d} x=\|\psi\|_{W_{\mathrm{AC}}(0, b)} \cdot \mathcal{O}\left(\omega^{-\min \left\{\alpha+1, \beta+\frac{3}{2}, \frac{3}{2}\right\}}\right) . \tag{3.1}
\end{equation*}
$$

(ii) For $b>c>0$ and $\psi(x) \in W_{\mathrm{AC}}(c, b)$, we have

$$
\begin{equation*}
\int_{c}^{b}(b-x)^{\beta} J_{\nu}(\omega x) \psi(x) \mathrm{d} x=\|\psi\|_{W_{\mathrm{AC}}(c, b)} \cdot \mathcal{O}\left(\omega^{-\min \left\{\beta+\frac{3}{2}, \frac{3}{2}\right\}}\right) \tag{3.2}
\end{equation*}
$$

Here, the constant in the Big $\mathcal{O}$ is independent of $\omega$ and $\psi$.
Proof. The estimate (3.1) is a special case of (35, Lemma 2.5]. Now we show the improved estimate (3.2) on the closed subinterval $[c, b] \subset[0, b]$. From the asymptotic property of the Bessel function [1] pp. 362]:

$$
J_{\nu}(z)=\sqrt{\frac{2}{\pi z}} \cos (z-\nu \pi / 2-\pi / 4)+\mathcal{O}\left(z^{-\frac{3}{2}}\right), \quad z \rightarrow \infty
$$

we have by using $\cos (\omega x-\nu \pi / 2-\pi / 4)=\cos (-\omega x+\nu \pi / 2+\pi / 4)$ that

$$
\begin{align*}
& \int_{c}^{b}(b-x)^{\beta} \psi(x) J_{\nu}(\omega x) \mathrm{d} x \\
& =\sqrt{\frac{2}{\pi \omega}} \int_{c}^{b}(b-x)^{\beta} \cos (\omega x-\nu \pi / 2-\pi / 4) x^{-\frac{1}{2}} \psi(x) \mathrm{d} x+\mathcal{O}\left(\omega^{-\frac{3}{2}}\right)  \tag{3.3}\\
& =\sqrt{\frac{2}{\pi \omega}} \Re\left\{e^{\mathrm{i}(\nu \pi / 2+\pi / 4)} \int_{c}^{b}(b-x)^{\beta} e^{-\mathrm{i} \omega x} x^{-\frac{1}{2}} \psi(x) \mathrm{d} x\right\}+\mathcal{O}\left(\omega^{-\frac{3}{2}}\right) \\
& =\sqrt{\frac{2}{\pi \omega}} \Re\left\{e^{\mathrm{i}(\nu \pi / 2+\pi / 4-b \omega)} \int_{0}^{b-c} u^{\beta} e^{\mathrm{i} \omega u}(b-u)^{-\frac{1}{2}} \psi(b-u) \mathrm{d} u\right\}+\mathcal{O}\left(\omega^{-\frac{3}{2}}\right),
\end{align*}
$$

where $\Re\{z\}$ denotes the real part of $z$. Setting $F(x)=\int_{0}^{x} u^{\beta} e^{\mathrm{i} \omega u} \mathrm{~d} u$ and applying the integration by parts, we obtain

$$
\begin{align*}
& \left|\int_{0}^{b-c} u^{\beta} e^{\mathrm{i} \omega u}(b-u)^{-\frac{1}{2}} \psi(b-u) \mathrm{d} u\right| \\
& \quad=\left|\int_{0}^{b-c}(b-u)^{-\frac{1}{2}} \psi(b-u) \mathrm{d} F(u)\right| \\
& \quad=\left|\left[(b-u)^{-\frac{1}{2}} \psi(b-u) F(u)\right]_{0}^{b-c}-\int_{0}^{b-c} F(u)\left((b-u)^{-\frac{1}{2}} \psi(b-u)\right)^{\prime} \mathrm{d} u\right|  \tag{3.4}\\
& \quad \leq\left(\frac{|\psi(c)|}{\sqrt{c}}+\int_{c}^{b}\left|\left(x^{-\frac{1}{2}} \psi(x)\right)^{\prime}\right| \mathrm{d} x\right) \max _{u \in[0, b-c]}|F(u)| \\
& \quad \leq C\|\psi\|_{W_{\mathrm{AC}}(c, b)}^{\max _{x \in[0, b-c]}|F(x)|,}
\end{align*}
$$

where $C$ is a constant independent of $\omega$. Finally, we use an asymptotic behaviour of $F(x)$ in terms of the hypergeometric function ${ }_{1} \mathrm{~F}_{1}(\cdot)$ in [1, (13.5.1)] to claim that

$$
\left.|F(x)|=\left.\frac{x^{\beta+1}}{\beta+1}\right|_{1} \mathrm{~F}_{1}(\beta+1 ; \beta+2 ; \mathrm{i} \omega x) \right\rvert\,=\mathcal{O}\left(\omega^{-1}+\omega^{-\beta-1}\right),
$$

which, together with (3.3) and (3.4), leads to (3.2).
With Lemma 3.1 at our disposal, we now associate the Bessel function in (3.1) and (3.2) with the Jacobi polynomial through the Hilb-type formula (2.10) and derive the asymptotic estimates in Lemma 3.2 and Lemma 3.3. These allow us to deal with the integrals involved the Jacobi polynomials in $a_{n}^{(\alpha, \beta)}(x ; g)$.

Lemma 3.2. Let $\alpha, \beta, \gamma, \delta>-1$. If $\psi(x) \in W_{\mathrm{AC}}(a, 1)$ with $a \in(-1,1)$, then for $n \gg 1$, we have

$$
\begin{equation*}
\int_{a}^{1}(x-a)^{\gamma}(1-x)^{\delta} P_{n}^{(\alpha, \beta)}(x) \psi(x) \mathrm{d} x=\|\psi\|_{W_{\mathrm{AC}}(a, 1)} \cdot \mathcal{O}\left(n^{-\min \left\{2 \delta-\alpha+2, \gamma+\frac{3}{2}, \frac{3}{2}\right\}}\right) . \tag{3.5}
\end{equation*}
$$

If $\psi(x) \in W_{\mathrm{AC}}(a, b)$ with $-1<a<b<1$, then for $n \gg 1$, we have

$$
\begin{equation*}
\int_{a}^{b}(x-a)^{\gamma} P_{n}^{(\alpha, \beta)}(x) \psi(x) \mathrm{d} x=\|\psi\|_{W_{\mathrm{AC}}(a, b)} \cdot \mathcal{O}\left(n^{-\min \left\{\gamma+\frac{3}{2}, \frac{3}{2}\right\}}\right) . \tag{3.6}
\end{equation*}
$$

Proof. We make a change of variable $x=\cos \theta$ and denote $\theta_{0}=\arccos a$. Then it follows from the Hilb-type formula (2.10) that

$$
\begin{align*}
& \int_{a}^{1}(x-a)^{\gamma}(1-x)^{\delta} P_{n}^{(\alpha, \beta)}(x) \psi(x) \mathrm{d} x \\
& =\int_{0}^{\theta_{0}} 2^{\delta+1} \sin ^{2 \delta+1}\left(\frac{\theta}{2}\right) \cos \left(\frac{\theta}{2}\right)\left(\cos \theta-\cos \theta_{0}\right)^{\gamma} P_{n}^{(\alpha, \beta)}(\cos \theta) \psi(\cos \theta) \mathrm{d} \theta  \tag{3.7}\\
& =\frac{\Gamma(n+\alpha+1)}{n!\tilde{N}^{\alpha}} \int_{0}^{\theta_{0}} \theta^{2 \delta+1-\alpha}\left(\theta_{0}-\theta\right)^{\gamma} J_{\alpha}(\tilde{N} \theta) \Psi(\theta) \mathrm{d} \theta+\mathcal{O}\left(n^{-3 / 2}\right),
\end{align*}
$$

where $\Psi(\theta)=h(\theta) \psi(\cos \theta)$ and

$$
h(\theta)=2^{\alpha-\delta}\left(\frac{\sin (\theta / 2)}{\theta / 2}\right)^{2 \delta-\alpha+1 / 2} \cos ^{1 / 2-\beta}\left(\frac{\theta}{2}\right)\left(\frac{\cos \theta-\cos \theta_{0}}{\theta_{0}-\theta}\right)^{\gamma} .
$$

One verifies readily that $\Psi(\theta)$ is absolutely continuous on $\left[0, \theta_{0}\right]$ and $\Psi^{\prime}(\theta) \in$ $L^{1}\left(0, \theta_{0}\right)$. Then using (3.1) in Lemma 3.1 and the asymptotic property of the Gamma function (see [1])

$$
\lim _{n \rightarrow \infty} \frac{\Gamma(n+\alpha+1)}{n!\tilde{N}^{\alpha}}=1
$$

we obtain from (3.7) that

$$
\begin{equation*}
\int_{a}^{1}(x-a)^{\gamma}(1-x)^{\delta} P_{n}^{(\alpha, \beta)}(x) \psi(x) \mathrm{d} x=\|\Psi\|_{W_{\mathrm{AC}}\left(0, \theta_{0}\right)} \cdot \mathcal{O}\left(n^{-\min \left\{2 \delta-\alpha+2, \gamma+\frac{3}{2}, \frac{3}{2}\right\}}\right) \tag{3.8}
\end{equation*}
$$

Since for any $\theta \in\left[0, \theta_{0}\right]$, we have

$$
|\Psi(\theta)| \leq C_{0}|\psi(\cos \theta)|, \quad\left|\Psi^{\prime}(\theta)\right| \leq C_{1}\left(|\psi(\cos \theta)|+\left|\psi^{\prime}(\cos \theta)\right| \sin \theta\right),
$$

where $C_{0}, C_{1}$ are some constants independent of $\theta$. Then it follows from direct calculation that

$$
\begin{align*}
\|\Psi\|_{W_{\mathrm{AC}}\left(0, \theta_{0}\right)} & \leq C\left(\|\psi(\cos \theta)\|_{L^{\infty}\left(0, \theta_{0}\right)}+\int_{0}^{\theta_{0}}|\psi(\cos \theta)| \mathrm{d} \theta+\int_{0}^{\theta_{0}}\left|\psi^{\prime}(\cos \theta)\right| \sin \theta \mathrm{d} \theta\right)  \tag{3.9}\\
& =C\left(\|\psi\|_{L^{\infty}(a, 1)}+\int_{a}^{1}|\psi(x)| \frac{\mathrm{d} x}{\sqrt{1-x^{2}}}+\int_{a}^{1}\left|\psi^{\prime}(x)\right| \mathrm{d} x\right) \\
& \leq C\left((\pi+1)\|\psi\|_{L^{\infty}(a, 1)}+\int_{a}^{1}\left|\psi^{\prime}(x)\right| \mathrm{d} x\right) \\
& \leq C(\pi+1)\|\psi\|_{W_{\mathrm{AC}}(a, 1)} .
\end{align*}
$$

Thus we claim (3.5) from (3.8) and (3.9).
Next for fixed $b<1$, we set $\theta_{1}=\arccos b$. Using (3.2) in Lemma 3.1] on $\left[\theta_{1}, \theta_{0}\right]$, we derive (3.6) directly from the second identity in (3.7) with $\delta=0$ and $b=\cos \theta_{1}$, since
$\int_{a}^{b}(x-a)^{\gamma} P_{n}^{(\alpha, \beta)}(x) \psi(x) \mathrm{d} x=\frac{\Gamma(n+\alpha+1)}{n!\tilde{N}^{\alpha}} \int_{\theta_{1}}^{\theta_{0}}\left(\theta_{0}-\theta\right)^{\gamma} J_{\alpha}(\tilde{N} \theta) \bar{\Psi}(\theta) \mathrm{d} \theta+\mathcal{O}\left(n^{-3 / 2}\right)$,
where

$$
\bar{\Psi}(\theta)=\sqrt{2 \theta} \sin ^{\frac{1}{2}-\alpha}\left(\frac{\theta}{2}\right) \cos ^{\frac{1}{2}-\beta}\left(\frac{\theta}{2}\right)\left(\frac{\cos \theta-\cos \theta_{0}}{\theta_{0}-\theta}\right)^{\gamma} \psi(\cos \theta) \in W_{\mathrm{AC}}\left(\theta_{1}, \theta_{0}\right) .
$$

Thus, following the same lines as the above for (3.9), we can obtain (3.6).
If $\psi(x)$ has more regularity, we denote $W_{\mathrm{AC}}^{m}(\Omega)$ for some positive integer $m$ as

$$
W_{\mathrm{AC}}^{m}(\Omega)=\left\{\psi: \psi^{(k)} \in W_{\mathrm{AC}}(\Omega), k=0, \cdots, m\right\}
$$

equipped with the norm

$$
\|\psi\|_{W_{\mathrm{AC}}^{m}(\Omega)}=\sum_{k=0}^{m}\left\|\psi^{(k)}\right\|_{W_{\mathrm{AC}}(\Omega)} .
$$

In particular, for $m=0$, we have $W_{\mathrm{AC}}(\Omega)=W_{\mathrm{AC}}^{0}(\Omega)$. Then we can further derive the following estimate using Lemma 3.2 ,

Lemma 3.3. Let $\alpha, \beta, \gamma>-1, a \in(-1,1)$ and $n \gg 1$. Denote by $m=\lfloor\gamma\rfloor$ the greatest integer that is less than $\gamma$. If $\psi \in W_{\mathrm{AC}}^{m+1}\left(a, \frac{1+a}{2}\right) \cap W_{\mathrm{AC}}^{m+2}\left(\frac{1+a}{2}, 1\right)$, then we have

$$
\begin{align*}
& \int_{a}^{1}(x-a)^{\gamma} \psi(x) P_{n}^{(\alpha, \beta)}(x) \omega^{(\alpha, \beta)}(x) \mathrm{d} x  \tag{3.10a}\\
& \quad=\left(\|\psi\|_{W_{\mathrm{AC}}^{m+1}\left(a, \frac{1+a}{2}\right)}+\|\psi\|_{W_{\mathrm{AC}}^{m+2}\left(\frac{1+a}{2}, 1\right)}\right) \cdot \mathcal{O}\left(n^{-\gamma-\frac{3}{2}}\right) .
\end{align*}
$$

If $\psi \in W_{\mathrm{AC}}^{m+1}\left(\frac{-1+a}{2}, a\right) \cap W_{\mathrm{AC}}^{m+2}\left(-1, \frac{-1+a}{2}\right)$, then

$$
\begin{align*}
& \int_{-1}^{a}(a-x)^{\gamma} \psi(x) P_{n}^{(\alpha, \beta)}(x) \omega^{(\alpha, \beta)}(x) \mathrm{d} x  \tag{3.10b}\\
& \quad=\left(\|\psi\|_{W_{\mathrm{AC}}^{m+1}\left(\frac{-1+a}{2}, a\right)}+\|\psi\|_{W_{\mathrm{AC}}^{m+2}\left(-1, \frac{-1+a}{2}\right)}\right) \cdot \mathcal{O}\left(n^{-\gamma-\frac{3}{2}}\right) .
\end{align*}
$$

Proof. Recall the Rodrigues' formula of Jacobi polynomials (see [27, pp. 94]):

$$
\begin{equation*}
\omega^{(\alpha, \beta)}(y) P_{n}^{(\alpha, \beta)}(y)=\frac{(-1)^{k}}{2^{k}(n)_{k}} \frac{\mathrm{~d}^{k}}{\mathrm{~d} y^{k}}\left(\omega^{(\alpha+k, \beta+k)}(y) P_{n-k}^{(\alpha+k, \beta+k)}(y)\right), \quad k \in \mathbb{N}, \tag{3.11}
\end{equation*}
$$

where $(n)_{k}=n(n-1) \cdots(n-k+1)$ denotes the falling factorial. Using (3.11) and integration by parts, we find from Lemma 3.2 and the fact $P_{n}^{(\alpha, \beta)}\left(\frac{1+a}{2}\right)=\mathcal{O}\left(n^{-\frac{1}{2}}\right)$ (see Theorem [2.3) that

$$
\begin{align*}
& \int_{a}^{1}(x-a)^{\gamma} \psi(x) P_{n}^{(\alpha, \beta)}(x) \omega^{(\alpha, \beta)}(x) \mathrm{d} x  \tag{3.12}\\
& = \\
& =\frac{1}{2^{m+1}(n)_{m+1}} \int_{a}^{1}\left[(x-a)^{\gamma} \psi(x)\right]^{(m+1)} P_{n-m-1}^{(\alpha+m+1, \beta+m+1)}(x) \omega^{(\alpha+m+1, \beta+m+1)}(x) \mathrm{d} x \\
& = \\
& \frac{1}{2^{m+1}(n)_{m+1}} \int_{a}^{\frac{1+a}{2}}\left[(x-a)^{\gamma} \psi(x)\right]^{(m+1)} P_{n-m-1}^{(\alpha+m+1, \beta+m+1)}(x) \omega^{(\alpha+m+1, \beta+m+1)}(x) \mathrm{d} x \\
& \quad-\left.\frac{1}{2^{m+2}(n)_{m+2}}\left[(x-a)^{\gamma} \psi(x)\right]^{(m+1)} P_{n-m-2}^{(\alpha+m+2, \beta+m+2)}(x) \omega^{(\alpha+m+2, \beta+m+2)}(x)\right|_{\frac{1+a}{2}} ^{1} \\
& \quad+\frac{1}{2^{m+2}(n)_{m+2}} \int_{\frac{1+a}{2}}^{1}\left[(x-a)^{\gamma} \psi(x)\right]^{(m+2)} P_{n-m-2}^{(\alpha+m+2, \beta+m+2)}(x) \omega^{(\alpha+m+2, \beta+m+2)}(x) \mathrm{d} x \\
& =\|\psi\|_{W_{\mathrm{AC}}^{m+1}\left(a, \frac{1+a}{2}\right)} \cdot \mathcal{O}\left(n^{-\gamma-\frac{3}{2}}\right)+\left.\left[(x-a)^{\gamma} \psi(x)\right]^{(m+1)}\right|_{x=\frac{1+a}{2}} \cdot \mathcal{O}\left(n^{-m-\frac{5}{2}}\right) \\
& \quad+\|\psi\|_{W_{\mathrm{AC}}^{m+2}\left(\frac{1+a}{2}, 1\right)} \cdot \mathcal{O}\left(n^{-m-\frac{7}{2}}\right) .
\end{align*}
$$

This leads to (3.10a) by the fact that $\gamma+\frac{3}{2} \leq m+\frac{5}{2}$.
We can obtain (3.10b) directly using $P_{n}^{(\alpha, \beta)}(-x)=(-1)^{n} P_{n}^{(\beta, \alpha)}(x)$.
3.2. Analysis of $a_{n}^{(\alpha, \beta)}(x ; g)$. We now turn to the optimal asymptotic estimates of $a_{n}^{(\alpha, \beta)}(x ; g)$ in (2.8)-(2.9), which is of paramount importance in Theorem 1.3

Theorem 3.1. For $\alpha, \beta>-1$ and $a_{n}^{(\alpha, \beta)}(x ; g)$ defined in (2.8), we have

$$
a_{n}^{(\alpha, \beta)}(x ; g)= \begin{cases}|x-a|^{-1} \mathcal{O}\left(n^{-\lambda-\frac{1}{2}}\right), & x \in[-1, a) \cup(a, 1], \quad \lambda>-1,  \tag{3.13}\\ \mathcal{O}\left(n^{-\lambda+\frac{1}{2}}\right), & x=a, \lambda>0,\end{cases}
$$

and

$$
\begin{equation*}
a_{n}^{(\alpha, \beta)}(x ; g)=\mathcal{O}\left(n^{-\lambda+\frac{1}{2}}\right) \quad \text { for } \lambda>0 \text { and } \forall x \in[-1,1] \text {, } \tag{3.14}
\end{equation*}
$$

where the constants in $\mathcal{O}$-terms are independent of $x$.
Proof. For clarity, we carry out the proof in three cases: (i) $x<a$; (ii) $x=a$ and (iii) $x>a$. Below we just provide the detailed proof for the cases (i) and (ii), but sketch that of the third case in Appendix A to avoid unnecessary repetition.
(i) $x<a$ : For each fixed $x<a$, one verifies readily from (3.10) and $\sigma_{n}^{(\alpha, \beta)}=$ $\mathcal{O}\left(n^{-1}\right)$ that

$$
\begin{aligned}
a_{n}^{(\alpha, \beta)}(x ; g) & =\frac{1}{\sigma_{n}^{(\alpha, \beta)}} \int_{a}^{1}(y-a)^{\lambda} \frac{z(y)}{y-x} P_{n}^{(\alpha, \beta)}(y) \omega^{(\alpha, \beta)}(y) \mathrm{d} y \\
& =\left\|\frac{z(y)}{y-x}\right\|_{W_{\mathrm{AC}}^{m+2}(a, 1)} \cdot \mathcal{O}\left(n^{-\lambda-\frac{1}{2}}\right),
\end{aligned}
$$

where $m=\lfloor\lambda\rfloor$ is defined as that in Lemma 3.3. Although the asymptotic order $n^{-\lambda-\frac{1}{2}}$ in above is optimal, but the constant before it is not well controlled when $x$ is closed to $a$. To obtain (3.13) and (3.14), for simplicity, we redefine $m$ as $m=\lambda-1$ if $\lambda$ is an integer, otherwise $m=\lfloor\lambda\rfloor$.

Applying the Rodrigues' formula (3.11), we obtain

$$
\begin{align*}
a_{n}^{(\alpha, \beta)}(x ; g)= & \frac{1}{2^{m+1}(n)_{m+1} \sigma_{n}^{(\alpha, \beta)}} \int_{a}^{1}(y-a)^{\lambda-m-1} \frac{\phi_{m+1}(x, y)}{y-x}  \tag{3.15}\\
& \quad \times P_{n-m-1}^{(\alpha+m+1, \beta+m+1)}(y) \omega^{(\alpha+m+1, \beta+m+1)}(y) \mathrm{d} y,
\end{align*}
$$

where Leibniz's rule is used that

$$
\begin{equation*}
\partial_{y}^{m+1} g_{1}(x, y)=(y-a)^{\lambda-m-1} \frac{\phi_{m+1}(x, y)}{y-x} \tag{3.16}
\end{equation*}
$$

$$
\phi_{m+1}(x, y)=\sum_{k=0}^{m+1} \sum_{j=0}^{k} \frac{(-1)^{k-j}(m+1)!(\lambda)_{j}}{j!(m+1-k)!} z^{(m+1-k)}(y)(y-a)^{m+1-k}\left(\frac{y-a}{y-x}\right)^{k-j}
$$

It is not difficult to verify that there exist two constants $C_{1}$ and $C_{2}$ independent of $x$ such that

$$
\begin{equation*}
\max _{y \in\left[a, \frac{1+a}{2}\right]}\left|\phi_{m+1}(x, y)\right| \leq C_{1}, \quad \max _{y \in\left[a, \frac{1+a}{2}\right]}\left|\partial_{y} \phi_{m+1}(x, y)\right| \leq \frac{C_{2}}{y-x} \tag{3.17}
\end{equation*}
$$

As a result, we can derive the estimate (3.13) from Lemma 3.3 since

$$
\left\|\frac{\phi_{m+1}}{y-x}\right\|_{W_{\mathrm{AC}}\left(a, \frac{1+a}{2}\right)} \leq C|x-a|^{-1}
$$

for some constant $C$ independent of $x$, and $\frac{\phi_{m+1}(x, y)}{y-x}$ is smooth for $x<a$ and $\frac{a+1}{2} \leq$ $y \leq 1$ (i.e. $\left\|\frac{\phi_{m+1}}{y-x}\right\|_{W_{\mathrm{AC}}^{1}\left(\frac{1+a}{2}, 1\right)}$ is uniformly bounded by a constant independent of $x)$.

In order to obtain the uniformly estimate (3.14) for $a_{n}^{(\alpha, \beta)}(x ; g)$ for any $x \in$ [ $-1, a$ ), we conduct integration by parts till $m$ instead of $m+1$ in (3.15) and find

$$
\partial_{y}^{m} g_{1}(x, y)=(y-a)^{\lambda-m-1}\left(\frac{y-a}{y-x} \phi_{m}(x, y)\right)
$$

Note that these two functions in $x$

$$
\frac{y-a}{y-x} \phi_{m}(x, y) \quad \text { and } \quad \int_{a}^{1}\left|\partial_{y}\left(\frac{y-a}{y-x} \phi_{m}(x, y)\right)\right| \mathrm{d} y
$$

are uniformly bounded on $(x, y) \in[-1, a) \times(a, 1)$, and $\left\|\frac{\phi_{m+1}}{y-x}\right\|_{W_{\mathrm{AC}}^{1}\left(\frac{1+a}{2}, 1\right)}$ is uniformly bounded independent of $x$ too. Thus we obtain the uniform bound (3.14).
(ii) $x=a$ : It follows from (3.10) directly that

$$
a_{n}^{(\alpha, \beta)}(a ; g)=\frac{1}{\sigma_{n}^{(\alpha, \beta)}} \int_{a}^{1}(y-a)^{\lambda-1} z(y) P_{n}^{(\alpha, \beta)}(y) \omega^{(\alpha, \beta)}(y) \mathrm{d} y=\mathcal{O}\left(n^{-\lambda+\frac{1}{2}}\right)
$$

(iii) $x>a$ : See Appendix A for a sketch.
3.3. Proof of Theorem 1.3 for (1.8). From (2.6) and (3.13), it follows that for $x \in[-1, a) \cup(a, 1]$,

$$
\begin{align*}
e_{f}^{(\alpha, \beta)}(n, x)= & \frac{2(n+1)(n+\alpha+\beta+1)}{(2 n+\alpha+\beta+2)(2 n+\alpha+\beta+1)} a_{n}^{(\alpha, \beta)}(x ; g) P_{n+1}^{(\alpha, \beta)}(x) \\
& -\frac{2(n+\alpha+1)(n+\beta+1)}{(2 n+\alpha+\beta+2)(2 n+\alpha+\beta+3)} a_{n+1}^{g}(x, \alpha, \beta) P_{n}^{(\alpha, \beta)}(x)  \tag{3.18}\\
= & |x-a|^{-1} \mathcal{O}\left(n^{-\lambda-\frac{1}{2}}\right)\left(\left|P_{n}^{(\alpha, \beta)}(x)\right|+\left|P_{n+1}^{(\alpha, \beta)}(x)\right|\right),
\end{align*}
$$

while for $x=a$,

$$
\begin{equation*}
e_{f}^{(\alpha, \beta)}(n, a)=\left(\left|P_{n}^{(\alpha, \beta)}(a)\right|+\left|P_{n+1}^{(\alpha, \beta)}(a)\right|\right) \mathcal{O}\left(n^{-\lambda+\frac{1}{2}}\right), \tag{3.19}
\end{equation*}
$$

which, together with Theorem 2.3 on $P_{k}^{(\alpha, \beta)}(x)=\mathcal{O}\left(n^{-\frac{1}{2}}\right)(k=n, n+1)$ for fixed $x \in(-1,1)$, yields

$$
e_{f}^{(\alpha, \beta)}(n, x) \leq C(x) n^{-\lambda-1}(x \neq a), \quad e_{f}^{(\alpha, \beta)}(n, a) \leq C n^{-\lambda} .
$$

Here, $C$ and $C(x)$ are independent of $n$. Furthermore, from Corollary 2.1 on $P_{n}^{(\alpha, \beta)}(1 \pm \xi)$, we deduce that $C(x)$ behaves like (1.13) near $x=a, \pm 1$. For $x= \pm 1$, using the properties [27, (7.32.2)]:

$$
P_{n}^{(\alpha, \beta)}(1)=\mathcal{O}\left(n^{\alpha}\right), \quad P_{n}^{(\alpha, \beta)}(-1)=\mathcal{O}\left(n^{\beta}\right),
$$

and (3.18), we obtain (1.14), i.e.,

$$
e_{f}^{(\alpha, \beta)}(n, 1) \leq C n^{\alpha-\frac{1}{2}-\lambda}, \quad e_{f}^{(\alpha, \beta)}(n,-1) \leq C n^{\beta-\frac{1}{2}-\lambda},
$$

where $C$ is a positive constant independent of $n$.
At this point, we have completed the proof of Theorem 1.3 for (1.8) except for the case where $x=a$ and $\lambda>0$ is an even integer.

Indeed, if $\lambda$ is an even integer, we apply the Rodrigues formula (3.11) $\lambda$ times, and use Lemma 3.3, leading to

$$
\begin{align*}
& a_{n}^{(\alpha, \beta)}(a ; g)=-\left.\frac{g_{2}^{(\lambda-1)}(y) P_{n-\lambda}^{(\alpha+\lambda, \beta+\lambda)}(y) \omega^{(\alpha+\lambda, \beta+\lambda)}(y)}{2^{\lambda}(n)_{\lambda} \sigma_{n}^{(\alpha, \beta)}}\right|_{a} ^{1} \\
& \quad+\frac{1}{2^{\lambda}(n)_{\lambda} \sigma_{n}^{(\alpha, \beta)}} \int_{a}^{1} g_{2}^{(\lambda)}(y) P_{n-\lambda}^{(\alpha+\lambda, \beta+\lambda)}(y) \omega^{(\alpha+\lambda, \beta+\lambda)}(y) \mathrm{d} y \\
& =\frac{(\lambda-1)!(1-a)^{\alpha+\lambda}(1+a)^{\beta+\lambda} P_{n-\lambda}^{(\alpha+\lambda, \beta+\lambda)}(a) z(a)}{2^{\lambda}(n)_{\lambda} \sigma_{n}^{(\alpha, \beta)}}  \tag{3.20}\\
& \quad+\frac{1}{2^{\lambda}(n)_{\lambda} \sigma_{n}^{(\alpha, \beta)}} \int_{a}^{1} g_{2}^{(\lambda)}(y) P_{n-\lambda}^{(\alpha+\lambda, \beta+\lambda)}(y) \omega^{(\alpha+\lambda, \beta+\lambda)}(y) \mathrm{d} y \\
& =\frac{(\lambda-1)!(1-a)^{\alpha+\lambda}(1+a)^{\beta+\lambda} P_{n-\lambda}^{(\alpha+\lambda, \beta+\lambda)}(a) z(a)}{2^{\lambda}(n)_{\lambda} \sigma_{n}^{(\alpha, \beta)}}+\mathcal{O}\left(n^{-\lambda-\frac{1}{2}}\right),
\end{align*}
$$

where we used $g_{2}$ is smooth for $y \in[a, 1]$ and

$$
\begin{aligned}
g_{2}^{(\lambda-1)}(a) & =\left[(y-a)^{\lambda-1} z(y)\right]^{(\lambda-1)} \\
& =\left.\sum_{k=0}^{\lambda-1}\binom{\lambda-1}{k}(\lambda-1)_{k}(y-a)^{\lambda-1-k} z^{(\lambda-1-k)}(y)\right|_{y=a} \\
& =(\lambda-1)!z(a) .
\end{aligned}
$$

Then from (3.20) and (3.18) we have that for $x=a$,

$$
\begin{align*}
& e_{f}^{(\alpha, \beta)}(n, a) \\
&= A_{n}^{(\alpha, \beta)} \frac{(\lambda-1)!(1-a)^{\alpha+\lambda}(1+a)^{\beta+\lambda} z(a)}{2^{\lambda}} \frac{P_{n-\lambda}^{(\alpha+\lambda, \beta+\lambda)}(a) P_{n+1}^{(\alpha, \beta)}(a)}{(n)_{\lambda} \sigma_{n}^{(\alpha, \beta)}} \\
&-B_{n}^{(\alpha, \beta)} \frac{(\lambda-1)!(1-a)^{\alpha+\lambda}(1+a)^{\beta+\lambda} z(a)}{2^{\lambda}} \frac{P_{n+1-\lambda}^{(\alpha+\lambda, \beta+\lambda)}(a) P_{n}^{(\alpha, \beta)}(a)}{(n+1)_{\lambda} \sigma_{n+1}^{(\alpha, \beta)}}  \tag{3.21}\\
&+\mathcal{O}\left(n^{-\lambda-1}\right) \\
&= A_{n}^{(\alpha, \beta)} \frac{(\lambda-1)!(1-a)^{\alpha+\lambda}(1+a)^{\beta+\lambda} z(a)}{2^{\lambda}(n)_{\lambda} \sigma_{n}^{(\alpha, \beta)}}\left[P_{n-\lambda}^{(\alpha+\lambda, \beta+\lambda)}(a) P_{n+1}^{(\alpha, \beta)}(a)\right. \\
&\left.-P_{n+1-\lambda}^{(\alpha+\lambda, \beta+\lambda)}(a) P_{n}^{(\alpha, \beta)}(a)\right]+\mathcal{O}\left(n^{-\lambda-1}\right),
\end{align*}
$$

where we used the factor $P_{n+1-\lambda}^{(\alpha+\lambda, \beta+\lambda)}(a) P_{n}^{(\alpha, \beta)}(a)=\mathcal{O}\left(n^{-1}\right)$ and

$$
B_{n}^{(\alpha, \beta)}=A_{n}^{(\alpha, \beta)}\left(1+\mathcal{O}\left(n^{-2}\right)\right), \quad \frac{1}{(n+1)_{\lambda} \sigma_{n+1}^{(\alpha, \beta)}}=\frac{1}{(n)_{\lambda} \sigma_{n}^{(\alpha, \beta)}}\left(1+\mathcal{O}\left(n^{-1}\right)\right)
$$

Moreover, we shall show that for even integer $\lambda>0$,

$$
\begin{equation*}
P_{n-\lambda}^{(\alpha+\lambda, \beta+\lambda)}(a) P_{n+1}^{(\alpha, \beta)}(a)-P_{n+1-\lambda}^{(\alpha+\lambda, \beta+\lambda)}(a) P_{n}^{(\alpha, \beta)}(a)=\mathcal{O}\left(n^{-2}\right) \tag{3.22}
\end{equation*}
$$

which implies a cancellation happens and gains one order higher in convergence rate. To this end, we use the asymptotic property in [27, Theorem 8.21.8]: For any $\alpha, \beta \in \mathbb{R}$ and $\theta \in(0, \pi)$, it holds that

$$
\begin{equation*}
P_{n}^{(\alpha, \beta)}(\cos \theta)=(n \pi)^{-\frac{1}{2}} \sin ^{-\alpha-\frac{1}{2}}\left(\frac{\theta}{2}\right) \cos ^{-\beta-\frac{1}{2}}\left(\frac{\theta}{2}\right) \cos (\tilde{N} \theta+\gamma)+\mathcal{O}\left(n^{-\frac{3}{2}}\right) \tag{3.23}
\end{equation*}
$$

where $\tilde{N}=n+(\alpha+\beta+1) / 2, \gamma=-\frac{2 \alpha+1}{4} \pi$. The bound for the error term holds uniformly in the interval $[\epsilon, \pi-\epsilon]$ for fixed positive number $\epsilon$. Thus by (3.23), we have

$$
\begin{align*}
& \frac{P_{n-\lambda}^{(\alpha+\lambda, \beta+\lambda)}(a) P_{n+1}^{(\alpha, \beta)}(a)-P_{n+1-\lambda}^{(\alpha+\lambda, \beta+\lambda)}(a) P_{n}^{(\alpha, \beta)}(a)}{(2 \pi)^{-1} \sin ^{-2 \alpha-\lambda-1}\left(\frac{\theta_{0}}{2}\right) \cos ^{-2 \beta-\lambda-1}\left(\frac{\theta_{0}}{2}\right)} \\
& \quad=\frac{\cos \left(\theta_{0}+\lambda \pi / 2\right)}{\sqrt{(n-\lambda)(n+1)}}-\frac{\cos \left(\theta_{0}+\lambda \pi / 2\right)}{\sqrt{(n+1-\lambda) n}}  \tag{3.24}\\
& \quad+\frac{\cos \left(\theta_{1}\right)}{\sqrt{(n-\lambda)(n+1)}}-\frac{\cos \left(\theta_{1}\right)}{\sqrt{(n+1-\lambda) n}}+\mathcal{O}\left(n^{-2}\right)
\end{align*}
$$

with

$$
\theta_{1}=(2 n+2+\alpha+\beta) \theta_{0}-\frac{(2 \alpha+\lambda+1) \pi}{2}
$$

Note that if $\lambda$ is an even integer, the first four $\mathcal{O}\left(n^{-1}\right)$ terms in (3.24) can be cancelled. This yields (3.22). Then we derive from (3.21) and (3.24) that for even integer $\lambda$,

$$
\begin{equation*}
e_{f}^{(\alpha, \beta)}(n, a)=\mathcal{O}\left(n^{-\lambda-1}\right) \tag{3.25}
\end{equation*}
$$

3.4. Extension to (1.9). Let

$$
f^{*}(x)=z(x) \cdot\left\{\begin{array}{ll}
(a-x)^{\lambda}, & -1 \leq x<a,  \tag{3.26}\\
0, & a<x \leq 1
\end{array} \quad a \in(-1,1)\right.
$$

where $\lambda>-1, z \in C^{\infty}[-1,1]$ and $f^{*}(a)=0$ for $\lambda>0$ and $f^{*}(a)=\frac{z(a)}{2}$ for $\lambda=0$. Using an analogous argument as for (1.8), we can show that Theorem 1.3 is also valid for $f^{*}(x)$.

Corollary 3.1. Given $f^{*}(x)$ in (3.26) and $\alpha, \beta>-1$, we have the following pointwise error estimates.
(i) For $x \in(-1, a) \cup(a, 1)$, we have $e_{f^{*}}^{(\alpha, \beta)}(n, x) \leq C(x) n^{-\lambda-1}$, where $C(x)$ is independent of $n$ and has the behaviours near $x=a, \pm 1$ as follows

$$
\begin{align*}
& C(-1+\xi) \leq D(-1) \xi^{-\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}}, \\
& C(1-\xi) \leq D(1) \xi^{-\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}},  \tag{3.27}\\
& C(a \pm \xi) \leq D(a) \xi^{-1},
\end{align*}
$$

for $0<\xi \leq \delta$, where $D( \pm 1), D(a)>0$ and $\delta>0$ are independent of $n$.
(ii) At $x= \pm 1$, we have

$$
\begin{equation*}
e_{f^{*}}^{(\alpha, \beta)}(n, 1) \leq C n^{-\lambda+\alpha-\frac{1}{2}} ; \quad e_{f^{*}}^{(\alpha, \beta)}(n,-1) \leq C n^{-\lambda+\beta-\frac{1}{2}} \tag{3.28}
\end{equation*}
$$

(iii) At $x=a$ and $\lambda>0$, we have

$$
e_{f^{*}}^{(\alpha, \beta)}(n, a) \leq \begin{cases}C n^{-\lambda-1}, & \lambda \text { is even }  \tag{3.29}\\ C n^{-\lambda}, & \text { otherwise } .\end{cases}
$$

Notice that $z(x)|x-a|^{\lambda}=f(x)+f^{*}(x)$, which implies Theorem 1.3 also holds for functions defined by (1.9).

To check the error bounds (1.12)-(1.15) numerically, we illustrate the convergence orders of the pointwise errors $e_{f}^{(\alpha, \beta)}(n, x)$ for functions $f(x)=\left(x-\frac{1}{4}\right)_{+}^{\lambda}$ and $f(x)=\left|x-\frac{1}{4}\right|^{\lambda}$ with different values of $\lambda$ and $\alpha, \beta$. From Figures 3.1 and 3.2, we observe that these convergence orders are attainable and in accordance with the estimates stated in Theorem 1.3, even for the divergent cases (see the last column of the first row in Figure 3.2 and Figure 4.1).

Note that the function $C(x)$ near $x= \pm 1$ and $x=a$ is described in (1.13). We further demonstrate that the estimate agrees well with the pointwise errors through a test on $f(x)=(x-a)_{+}^{\lambda}$. Pointwise errors around $x= \pm 1$ and $x=a$ are plotted in Figure 3.3, which implies the optimality on the estimates (1.13) in the sense that the orders on $\xi$ cannot be improved.


Figure 3.1. Pointwise errors $e_{f}^{(\alpha, \beta)}(n, x)$ for $f(x)=\left(x-\frac{1}{4}\right)_{+}^{\lambda}$ with $\lambda=-\frac{1}{3}$ at $x=-\frac{1}{2}$ (first row) and $x=\frac{1}{2}$ (second row), respectively, for $n=1: 5000$. In the dashed dotted lines, the constants in $\mathcal{O}$ may have different values for different cases, and likewise for the figures hereinafter.


Figure 3.2. Pointwise errors $e_{f}^{(\alpha, \beta)}(n, x)$ for $f(x)=\left(x-\frac{1}{4}\right)_{+}^{\lambda}$ with $\lambda=\frac{1}{3}$ at endpoint $x=1$ (first row) and singular point $x=\frac{1}{4}$ (second row), respectively, for $n=100: 100: 5000$


Figure 3.3. Pointwise error plots of $e_{f}^{(\alpha, \beta)}(n, x)$ around $x=-1$ (left), $x=a$ (middle) and $x=1$ (right), where $f(x)=\left(x-\frac{1}{10}\right)_{+}^{1 / 2}$, $\alpha=\frac{1}{2}, \beta=\frac{2}{5}$ and $n=2000$

## 4. Convergence rates in the maximum norm

From the proof of Theorem 3.1 and Theorem 1.3 for function (1.8) or (1.9) with $\lambda>0$, we have the following asymptotic convergence rates.

Corollary 4.1. Suppose that $\lambda>0$ and $f(x)$ is a function defined in (1.8) (or (1.9) where $\lambda$ is not an even number), then for $\alpha, \beta>-1$, (1.16) holds, that is,

$$
\left\|f-S_{n}^{(\alpha, \beta)}[f]\right\|_{\infty}= \begin{cases}\mathcal{O}\left(n^{\max \left\{\alpha-\frac{1}{2}, \beta-\frac{1}{2}\right\}-\lambda}\right), & \text { if } \max \{\alpha, \beta\}>\frac{1}{2} \\ \mathcal{O}\left(n^{-\lambda}\right), & \text { if } \max \{\alpha, \beta\} \leq \frac{1}{2}\end{cases}
$$

Proof. We assume here that $f(x)$ is defined in (1.8), while for functions in (1.9) a similar proof can be done by the fact $z(x)|x-a|^{\lambda}=f(x)+f^{*}(x)$.

If $x$ belongs to a closed subset of $[-1, a) \cup(a, 1]$, that is, $x \in\left[-1, a-\delta_{0}\right] \cup\left[a+\delta_{0}, 1\right]$ for any fixed $\delta_{0}>0$ such that $a-\delta_{0}>-1$ and $a+\delta_{0}<1$, then $a_{n}^{(\alpha, \beta)}(x ; g)$ will be uniformly bounded by $a_{n}^{(\alpha, \beta)}(x ; g)=\mathcal{O}\left(n^{-\lambda-1 / 2}\right)$. This further leads to

$$
\begin{align*}
e_{f}^{(\alpha, \beta)}(n, x) & =\mathcal{O}\left(n^{-\lambda-\frac{1}{2}}\right) \max \left\{\left\|P_{n}^{(\alpha, \beta)}\right\|_{\infty},\left\|P_{n+1}^{(\alpha, \beta)}\right\|_{\infty}\right\}  \tag{4.1}\\
& =\mathcal{O}\left(n^{\max \left\{\alpha-\frac{1}{2}, \beta-\frac{1}{2},-1\right\}-\lambda}\right) .
\end{align*}
$$

While if $x \in\left[a-\delta_{0}, a+\delta_{0}\right]$, from the uniform estimate (3.14) that $a_{n}^{(\alpha, \beta)}(x ; g)=$ $\mathcal{O}\left(n^{-\lambda+1 / 2}\right)$ and $P_{n}^{(\alpha, \beta)}(x)=\mathcal{O}\left(n^{-1 / 2}\right)$ (see from Theorem [2.3), we obtain

$$
\begin{equation*}
e_{f}^{(\alpha, \beta)}(n, x)=\mathcal{O}\left(n^{-\lambda+\frac{1}{2}}\right)\left(\left|P_{n}^{(\alpha, \beta)}(x)\right|+\left|P_{n+1}^{(\alpha, \beta)}(x)\right|\right)=\mathcal{O}\left(n^{-\lambda}\right) \tag{4.2}
\end{equation*}
$$

which together with (4.1) leads to (1.16).
In Figure 4.1, we demonstrate the convergence rates of the maximum error of $S_{n}^{(\alpha, \beta)}[f]$ and $p_{n}^{*}$ for $f(x)=\left|x-\frac{1}{4}\right|^{\lambda}$. Obviously, all these numerical results are consistent with the theoretical estimate (1.16).

Accordingly, it is interesting to examine the weighted pointwise error defined in (1.17), which is one order higher than the optimal polynomial approximation as stated below.

Corollary 4.2. Suppose that $\lambda>0$ and $f(x)$ is a function defined in (1.8) (or (1.9) where $\lambda$ is not an even number), then for $\alpha, \beta>-1$, (1.18) holds, i.e., $\left\|\hat{e}_{f}^{(\alpha, \beta)}\right\|_{\infty}=\mathcal{O}\left(n^{-\lambda-1}\right)$.


Figure 4.1. Maximum error $\left\|f-S_{n}^{(\alpha, \beta)}[f]\right\|_{\infty}$ (red circle) and $\left\|f-p_{n}^{*}\right\|_{\infty}$ (blue square) for $f(x)=\left|x-\frac{1}{4}\right|^{\lambda}$ with $\lambda=1 / 2$ (first row) and $\lambda=1$ (second row), respectively

Proof. From (2.13), we have

$$
\begin{equation*}
(1-x)^{\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}}(1+x)^{\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}} P_{n}^{(\alpha, \beta)}(x)=\mathcal{O}\left(n^{-\frac{1}{2}}\right), \tag{4.3}
\end{equation*}
$$

which, together with (3.13), leads to
$\hat{e}_{f}^{(\alpha, \beta)}(n, x)=(1-x)^{\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}}(1+x)^{\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}}(x-a) e_{f}^{(\alpha, \beta)}(n, x)=\mathcal{O}\left(n^{-\lambda-1}\right)$,
when $x \neq a$, where the constant in $\mathcal{O}$-term is independent of $x$. While when $x=a$, it is obvious that $\hat{e}_{f}^{(\alpha, \beta)}(n, a)=0$. This completes the proof.

Corollary 4.2 indicates that the weighted pointwise error of $S_{n}^{(\alpha, \beta)}[f]$ in the uniform norm is one order higher in convergence rate than the optimal polynomial approximation. However, if we consider the weighted pointwise error by removing the factor $(x-a)$ :

$$
\tilde{e}_{f}^{(\alpha, \beta)}(n, x)=(1-x)^{\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}}(1+x)^{\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}} e_{f}^{(\alpha, \beta)}(n, x),
$$

then we can obtain similarly the following asymptotic estimate.
Corollary 4.3. Suppose that $\lambda>0$ and $f(x)$ is defined by (1.8) (or (1.9) where $\lambda$ is not an even number), then for $\alpha, \beta>-1$, we have the following estimate

$$
\begin{equation*}
\left\|\tilde{e}_{f}^{(\alpha, \beta)}\right\|_{\infty}=\mathcal{O}\left(n^{-\lambda}\right) \tag{4.4}
\end{equation*}
$$

Proof. This is obtained by the uniform estimate $a_{n}^{(\alpha, \beta)}(x ; g)=\mathcal{O}\left(n^{-\lambda+1 / 2}\right)$ and (4.3).

Numerical results in Figure 4.2 illustrate the optimal estimates on these two kinds of weighted pointwise errors.


Figure 4.2. Plots of $\left\|\hat{e}_{f}^{(\alpha, \beta)}\right\|_{\infty}$ (black pentagram), $\left\|\tilde{e}_{f}^{(\alpha, \beta)}\right\|_{\infty}$ (red circle) and the best approximation $\left\|f-p^{*}\right\|_{\infty}$ (blue square) for $f(x)=(x-1 / 4)_{+}^{\lambda}$ with $\lambda=1 / 2$ (first row) and $\lambda=2$ (second row)

## 5. Extensions to functions with endpoint singularities

In this section, we intend to study the pointwise error estimates and local superconvergence of Jacobi expansions to functions with endpoint singularities, which are stated in the following theorems.

In fact, the estimates in Lemma 3.2 can be generalised to the case with $a=-1$.
Lemma 5.1. Let $\alpha, \beta, \gamma, \delta>-1$ and $\psi(x) \in W_{\mathrm{AC}}(-1,1)$, then for $n \gg 1$ we have

$$
\begin{align*}
& \int_{-1}^{1}(1+x)^{\gamma}(1-x)^{\delta} P_{n}^{(\alpha, \beta)}(x) \psi(x) \mathrm{d} x  \tag{5.1}\\
& \quad=\|\psi\|_{W_{\mathrm{AC}}(-1,1)} \cdot \mathcal{O}\left(n^{-\min \{2 \delta-\alpha+2,2 \gamma-\beta+2,3 / 2\}}\right)
\end{align*}
$$

Proof. In order to obtain the estimate, we split the integral in (5.1) into two parts as follows

$$
\int_{-1}^{0}(1+x)^{\gamma} P_{n}^{(\alpha, \beta)}(x)(1-x)^{\delta} \psi(x) \mathrm{d} x+\int_{0}^{1}(1-x)^{\delta} P_{n}^{(\alpha, \beta)}(x)(1+x)^{\gamma} \psi(x) \mathrm{d} x .
$$

Using Lemma 3.2, we can derive the estimate

$$
\begin{aligned}
& \int_{0}^{1}(1-x)^{\delta} P_{n}^{(\alpha, \beta)}(x)(1+x)^{\gamma} \psi(x) \mathrm{d} x \\
& \quad=\left\|(1+x)^{\gamma} \psi(x)\right\|_{W_{\mathrm{AC}}(0,1)} \cdot \mathcal{O}\left(n^{-\min \{2 \delta-\alpha+2,3 / 2\}}\right) \\
& \quad=\|\psi\|_{W_{\mathrm{AC}}(0,1)} \cdot \mathcal{O}\left(n^{-\min \{2 \delta-\alpha+2,3 / 2\}}\right)
\end{aligned}
$$

Similarly, we can show that

$$
\int_{-1}^{0}(1+x)^{\gamma} P_{n}^{(\alpha, \beta)}(x)(1-x)^{\delta} \psi(x) \mathrm{d} x=\|\psi\|_{W_{\mathrm{AC}}(-1,0)} \cdot \mathcal{O}\left(n^{-\min \{2 \gamma-\beta+2,3 / 2\}}\right)
$$

Then the estimate (5.1) follows immediately from the above.

We have the following results on the pointwise estimates for the endpoint singularities.

Theorem 5.1. Define $f_{1}(x)=(1-x)^{\lambda} z(x)(\lambda+\alpha>-1)$ and $f_{2}(x)=(1+$ $x)^{\lambda} z(x)(\lambda+\beta>-1)$ where the given function $z(x)$ is smooth with $z( \pm 1) \neq 0$. Then for $\lambda>-1$ not an integer, we have the following pointwise error estimates.
(i) For $x \in(-1,1)$, we have

$$
\begin{equation*}
e_{f_{1}}^{(\alpha, \beta)}(n, x) \leq C_{1}(x) n^{-2 \lambda-\alpha-\frac{3}{2}}, \quad e_{f_{2}}^{(\alpha, \beta)}(n, x) \leq C_{2}(x) n^{-2 \lambda-\beta-\frac{3}{2}}, \tag{5.2}
\end{equation*}
$$

where $C_{i}(x)$ is independent of $n$ and has the behaviours near $x= \pm 1$ as follows for some $\delta>0$ and $0<\xi \leq \delta$

$$
\begin{align*}
& C_{1}(1-\xi) \leq D(1) \xi^{-\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}-1}, \quad C_{1}(-1+\xi) \leq D(-1) \xi^{-\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}}, \\
& C_{2}(1-\xi) \leq D(1) \xi^{-\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}}, \quad C_{2}(-1+\xi) \leq D(-1) \xi^{-\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}-1}, \tag{5.3}
\end{align*}
$$ with $D( \pm 1)$ independent of $\xi$ and $n$.

(ii) At $x= \pm 1$, we have

$$
\begin{equation*}
e_{f_{1}}^{(\alpha, \beta)}(n, 1) \leq C n^{-2 \lambda}, \quad e_{f_{2}}^{(\alpha, \beta)}(n,-1) \leq C n^{-2 \lambda} \tag{5.4}
\end{equation*}
$$

(iii) For the weighted pointwise error

$$
\begin{align*}
& (1-x)^{\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}}(1+x)^{\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}}(1-x) e_{f_{1}}^{(\alpha, \beta)}(n, x)=\mathcal{O}\left(n^{-2 \lambda-\alpha-\frac{3}{2}}\right), \\
& (1-x)^{\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}}(1+x)^{\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}}(1+x) e_{f_{2}}^{(\alpha, \beta)}(n, x)=\mathcal{O}\left(n^{-2 \lambda-\beta-\frac{3}{2}}\right) \tag{5.5}
\end{align*}
$$

where the $\mathcal{O}$-terms involved are independent of $x$.
Proof. For simplicity, we only consider the estimates for $f_{1}$. By $P_{n}^{(\alpha, \beta)}(-x)=$ $(-1)^{n} P_{n}^{(\beta, \alpha)}(x)$ it leads to the desired results for $f_{2}$.

Notice that

$$
\begin{align*}
a_{n}^{(\alpha, \beta)}(x ; g)= & \frac{1}{\sigma_{n}^{(\alpha, \beta)}}\left[\int_{-1}^{1} \frac{z(x)-z(y)}{x-y}(1-y)^{\lambda} P_{n}^{(\alpha, \beta)}(y) \omega^{(\alpha, \beta)}(y) \mathrm{d} y\right.  \tag{5.6}\\
& \left.+\int_{-1}^{1} \frac{(1-x)^{\lambda}-(1-y)^{\lambda}}{x-y} z(x) P_{n}^{(\alpha, \beta)}(y) \omega^{(\alpha, \beta)}(y) \mathrm{d} y\right]
\end{align*}
$$

Obviously, $\frac{z(x)-z(y)}{x-y}$ is smooth in $[-1,1]$ and satisfies for some $\xi$ between $x$ and $y$ that

$$
\begin{equation*}
\partial_{y}^{k}\left(\frac{z(x)-z(y)}{x-y}\right)=k!\frac{z(x)-\sum_{j=0}^{k} \frac{z^{(j)}(y)}{j!}(x-y)^{j}}{(x-y)^{k+1}}=\frac{1}{k+1} z^{(k+1)}(\xi) \tag{5.7}
\end{equation*}
$$

which is uniformly bounded independent of $x$ and $y$ for any fixed positive integer $k$. Then it follows from the proof of [35, Theorem 3.1] with $\mu=0$ that

$$
\begin{equation*}
\frac{1}{\sigma_{n}^{(\alpha, \beta)}} \int_{-1}^{1} \frac{z(x)-z(y)}{x-y}(1-y)^{\lambda} P_{n}^{(\alpha, \beta)}(y) \omega^{(\alpha, \beta)}(y) \mathrm{d} y=\mathcal{O}\left(n^{-2 \lambda-\alpha-1}\right), \tag{5.8}
\end{equation*}
$$

where the constant in $\mathcal{O}$-term is independent of $x$ and $n$.
Now we turn to the second term in (5.6). Firstly, take $m$ to be a positive integer such that $\alpha+2 \lambda+2-m \leq \frac{3}{2} \leq \beta+m+2$ and $m>\lambda$, then it follows from 35]
that

$$
\begin{align*}
& \frac{z(x)}{\sigma_{n}^{(\alpha, \beta)}} \int_{-1}^{1} \frac{(1-x)^{\lambda}-(1-y)^{\lambda}}{x-y} P_{n}^{(\alpha, \beta)}(y) \omega^{(\alpha, \beta)}(y) \mathrm{d} y \\
& =\frac{z(x)}{2^{m}(n)_{m} \sigma_{n}^{(\alpha, \beta)}} \int_{-1}^{1}(1-y)^{\lambda-m} P_{n-m}^{(\alpha+m, \beta+m)}(y) \psi_{3}(x, y) \omega^{(\alpha+m, \beta+m)}(y) \mathrm{d} y, \tag{5.9}
\end{align*}
$$

where

$$
\psi_{3}(x, y)=(1-y)^{m-\lambda} \partial_{y}^{m}\left(\frac{(1-x)^{\lambda}-(1-y)^{\lambda}}{x-y}\right)
$$

Analogously, $\psi_{3}(x, y)$ is continuous and for any integer $k>\lambda$, there exists $\xi_{1}$ between $x$ and $y$ such that

$$
\begin{align*}
& (-1)^{\lfloor\lambda\rfloor+1} \partial_{y}^{k}\left(\frac{(1-x)^{\lambda}-(1-y)^{\lambda}}{x-y}\right)  \tag{5.10}\\
& \quad=\frac{(-1)^{\lfloor\lambda\rfloor+1}}{k+1}(\lambda)_{k+1}\left(1-\xi_{1}\right)^{\lambda-k-1}(-1)^{k+1}>0 .
\end{align*}
$$

In addition, by an argument similar to the proof of the monotonicity of $\psi_{2}$ in Appendix but with $1-y$ in place of $y-a$ and $m$ in place of $m+1$, we can readily prove that

$$
(-1)^{\lfloor\lambda\rfloor+1} \partial_{y} \psi_{3}(x, y)>0 .
$$

This together with (5.10) indicates that $\psi_{3}$ is positive and increasing w.r.t. $y \in$ $[-1,1]$ if $\lfloor\lambda\rfloor$ is odd, otherwise $\psi_{3}$ will be negative and decreasing. As a result, it leads to

$$
\begin{aligned}
& \max _{y \in[-1,1]}\left|\psi_{3}(x, y)\right|=\left|\psi_{3}(x, 1)\right| \leq C(1-x)^{-1} \\
& \int_{-1}^{1}\left|\partial_{y} \psi_{3}(x, y)\right| \mathrm{d} y=\left|\psi_{3}(x, 1)-\psi_{3}(x,-1)\right| \leq C(1-x)^{-1}
\end{aligned}
$$

so $\psi_{3}(x, \cdot) \in W_{\mathrm{AC}}(-1,1)$. Then by Lemma 5.1 it establishes from (5.6) and (5.9) that

$$
\begin{equation*}
a_{n}^{(\alpha, \beta)}(x ; g)=(1-x)^{-1} \cdot \mathcal{O}\left(n^{-2 \lambda-\alpha-1}\right), \tag{5.11}
\end{equation*}
$$

which together with (2.6) and Corollary 2.1 leads to the desired results (5.2) and (5.3).

When $x=1$, it is difficult to establish (5.4) from (2.6), but it can be derived from the estimate (see [35, Theorem 3.1])

$$
a_{n}^{(\alpha, \beta)}\left(x ; f_{1}\right)=\mathcal{O}\left(n^{-2 \lambda-\alpha-1}\right)
$$

and Theorem 2.3 that is,

$$
e_{f_{1}}^{(\alpha, \beta)}(n, 1)=\left|\sum_{j=n+1}^{\infty} a_{n}^{(\alpha, \beta)}\left(x ; f_{1}\right) P_{n}^{(\alpha, \beta)}(1)\right| \leq C \sum_{j=n+1}^{\infty} j^{-2 \lambda-\alpha-1} j^{\alpha} \leq C n^{-2 \lambda}
$$

Finally, we obtain the weighted pointwise error estimate (5.5) by analogous arguments as the proof of Theorem 1.3 and Corollary 2.1

Based on (5.11) and Theorem 2.1 we may give some improved and optimal bounds for $\left\|f_{i}-S_{n}^{(\alpha, \beta)}\left[f_{i}\right]\right\|_{\infty}$ than those in [36].

Theorem 5.2. Let $f_{1}(x)=(1-x)^{\lambda} z(x)(\lambda+\alpha>-1)$ and $f_{2}(x)=(1+x)^{\lambda} z(x)(\lambda+$ $\beta>-1)$ with $\lambda>0$ not an integer and $z(x)$ defined as above. Then for $\min \{\alpha, \beta\} \geq$ $-\frac{1}{2}$, it holds

$$
\begin{aligned}
& \left\|f_{1}-S_{n}^{(\alpha, \beta)}\left[f_{1}\right]\right\|_{\infty}=\mathcal{O}\left(n^{-2 \lambda+\max \{0, \beta-\alpha-1\}}\right) ; \\
& \left\|f_{2}-S_{n}^{(\alpha, \beta)}\left[f_{2}\right]\right\|_{\infty}=\mathcal{O}\left(n^{-2 \lambda+\max \{0, \alpha-\beta-1\}}\right) .
\end{aligned}
$$

Proof. Note by $\left\|P_{n}^{(\alpha, \beta)}\right\|_{[0,1]}:=\max _{0 \leq x \leq 1}\left|P_{n}^{(\alpha, \beta)}\right|=\mathcal{O}\left(n^{\alpha}\right)$ (see Theorem 2.3) that for $f_{1}$ and $x \in[0,1]$ it yields

$$
\begin{aligned}
e_{f_{1}}^{(\alpha, \beta)}(n, x) & =\left|\sum_{j=n+1}^{\infty} a_{j}^{(\alpha, \beta)}\left(x ; f_{1}\right) P_{j}^{(\alpha, \beta)}(x)\right| \\
& \leq C \sum_{j=n+1}^{\infty} j^{-2 \lambda-\alpha-1}\left\|P_{j}^{(\alpha, \beta)}\right\|_{[0,1]} \\
& \leq C_{1} n^{-2 \lambda}
\end{aligned}
$$

for some constants $C$ and $C_{1}$ independent of $x \in[0,1]$ and $n$. While for $x \in[-1,0]$, by (2.6), (5.11) and $\left\|P_{n}^{(\alpha, \beta)}\right\|_{[-1,0]}:=\max _{-1 \leq x \leq 0}\left|P_{n}^{(\alpha, \beta)}\right|=\mathcal{O}\left(n^{\beta}\right)$ (see Theorem (2.3), it implies

$$
\begin{aligned}
e_{f_{1}}^{(\alpha, \beta)}(n, x) & =\left|A_{n}^{(\alpha, \beta)} a_{n}^{(\alpha, \beta)}(x ; g) P_{n+1}^{(\alpha, \beta)}(x)-B_{n}^{(\alpha, \beta)} a_{n+1}^{(\alpha, \beta)}(x ; g) P_{n}^{(\alpha, \beta)}(x)\right| \\
& \leq C n^{-2 \lambda-\alpha-1}\left\|P_{n}^{(\alpha, \beta)}\right\|_{[-1,0]} \\
& \leq C_{2} n^{-2 \lambda-\alpha+\beta-1}
\end{aligned}
$$

for some constants $C_{2}$ independent of $x \in[0,1]$ and $n$. These together lead to the desired results for $f_{1}$. Analogously, the bound for $f_{2}$ is also satisfied.

In Figure 5.1, we show the maximum error of $S_{n}^{(\alpha, \beta)}[f]$ and $p_{n}^{*}[f]$ as a function of $n$ for two functions $f_{1}(x)=(1-x)^{1 / 2}$ and $f_{2}(x)=(1+x)^{2 / 3}$. In order to consider the boundary behaviours around $x= \pm 1$, we also show a weighted maximum error defined by (5.5). Clearly, numerical results are in good agreement with our theoretical estimates in Theorem 5.1 and Theorem 5.2, which implies as well the optimality of our estimates in the sense that the orders derived can no more be improved.

Remark 5.1.
(i) The local behaviours of Legendre series have been extensively studied in Wahlbin [32, Theorem 3.3], and were illustrated by numerical examples 6.2.b, 6.3.ab and 6.4.a-b in 32 for some specific $x_{0}$

$$
f(x)=\left\{\begin{array}{ll}
0, & -1 \leq x \leq 0,  \tag{5.12}\\
1, & 0<x \leq 1
\end{array} \text { with } \quad e_{f}\left(n, \frac{\sqrt{2}}{2}\right) \leq C \frac{\ln n}{n}, e_{f}(n, 1) \leq C \frac{\ln n}{\sqrt{n}}\right.
$$

or for $x_{0}$ a "unit" distance away from 0

$$
\begin{align*}
& f(x)=|x|^{\frac{1}{2}} \quad \text { with } \quad e_{f}\left(n, x_{0}\right) \leq C \sigma_{n}\left(x_{0}\right) n^{-\frac{3}{2}}(\ln n)^{\frac{3}{2}}  \tag{5.13a}\\
& f(x)=\sqrt{1-x} \quad \text { with } \quad e_{f}\left(n, x_{0}\right) \leq C \sigma_{n}\left(x_{0}\right) n^{-\frac{5}{2}}(\ln n)^{\frac{5}{2}} \tag{5.13b}
\end{align*}
$$



Figure 5.1. Plots of $\left\|e_{f}^{(\alpha, \beta)}\right\|_{\infty}$ (red circle), $\left\|f-p_{n}^{*}\right\|_{\infty}$ (blue square) and the weighted maximum error $\left\|\hat{e}_{f}^{(\alpha, \beta)}\right\|_{\infty}$ (black pentagram) for $f_{1}(x)=(1-x)^{1 / 2}$ (first row) and $f_{2}(x)=(1+x)^{2 / 3}$ (second row)

$$
\begin{gather*}
f(x)=|x|^{-\frac{1}{2}} \quad \text { with } \quad e_{f}\left(n, x_{0}\right) \leq C \sigma_{n}\left(x_{0}\right) n^{-\frac{1}{2}}(\ln n)^{\frac{1}{2}}  \tag{5.14a}\\
f(x)=\frac{1}{\sqrt{1-x^{2}}} \quad \text { with } \quad e_{f}\left(n, x_{0}\right) \leq C \sigma_{n}\left(x_{0}\right) n^{-\frac{1}{2}}(\ln n)^{\frac{1}{2}} \tag{5.14b}
\end{gather*}
$$

where $C$ is a constant independent of $n$, and $\sigma_{n}\left(x_{0}\right)=\min \left\{\left(1-x_{0}^{2}\right)^{-\frac{1}{4}}, n^{\frac{1}{2}}\right\}$ (see [32] for more details).
(ii) For $f(x)=(x-a)_{+}^{\lambda}$, in more recently work by Babuška and Hakula [5], the above log-term in (5.12) is omitted without the assumption $\delta \geq C_{4} \frac{\ln n}{n}$ in Theorem 3.3 [32] if $\lambda=0$, and the $\log$-term $(\ln n)^{\frac{3}{2}}$ in (5.13a) and $(\ln n)^{\frac{1}{2}}$ in (5.14a) is replaced by $\ln n$ respectively if $\lambda \neq 0$.
(iii) Following Wahlbin [32, Theorem 3.3], from Theorem [2.3 and Corollary 2.1] we may define $\widetilde{C}(n ; x)=|x-a|^{-1} \sigma_{n}^{(\alpha, \beta)}(x)$ related to $n$ and $x$ instead of $C(x)$ in (1.12) of Theorem 1.3, while for boundary singularities, we define $\widetilde{C}_{1}(n ; x)=$ $(1-x)^{-1} \sigma_{n}^{(\alpha, \beta)}(x)$ and $\widetilde{C}_{2}(n ; x)=(1+x)^{-1} \sigma_{n}^{(\alpha, \beta)}(x)$ instead of $C_{1}(x)$ and $C_{2}(x)$ in (5.3) in Theorem 5.1 respectively, where

$$
\begin{aligned}
& \sigma_{n}^{(\alpha, \beta)}(x)=\left\{\begin{array}{lll}
\min \left\{(1-x)^{-\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}},(n+1)^{\frac{1}{2}}\right\}, & \alpha<-\frac{1}{2}, & x \in[0,1] ; \\
\min \left\{(1-x)^{-\max \left\{\frac{\alpha}{2}+\frac{1}{4}, 0\right\}},(n+1)^{\alpha+\frac{1}{2}}\right\}, & \alpha \geq-\frac{1}{2}, & \\
\sigma_{n}^{(\alpha, \beta)}(x)=\left\{\begin{array}{lll}
\min \left\{(1+x)^{-\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}},(n+1)^{\frac{1}{2}}\right\}, & \beta<-\frac{1}{2}, & x \in[-1,0] \\
\min \left\{(1+x)^{-\max \left\{\frac{\beta}{2}+\frac{1}{4}, 0\right\}},(n+1)^{\beta+\frac{1}{2}}\right\}, & \beta \geq-\frac{1}{2},
\end{array}\right.
\end{array} . \begin{array}{l}
\end{array}\right.
\end{aligned}
$$

satisfied that $\sigma_{n}^{(0,0)}(x) \sim \sigma_{n}(x)$, i.e., with the same order on $x$ and $n$ for Legendre series. Then from Theorems 1.3 and 5.1, all the logarithimic factors in (5.12), (5.13a), (5.13b), (5.14a) and (5.14b) can be removed, improvement of 32] in Legendre series. As mentioned in Wahlbin [32], these bounds without the logarithimic factors are sharp.

Remark 5.2. From Theorem 5.2 we see that if $\beta-\alpha-1 \leq 0$ (resp. $\alpha-\beta-1 \leq 0$ ) for $f_{1}(x)\left(\right.$ resp. $\left.f_{2}(x)\right),\left\|f_{i}-S_{n}^{(\alpha, \beta)}\left[f_{i}\right]\right\|_{\infty}=\mathcal{O}\left(n^{-2 \lambda}\right)$ has the same order as $\left\|f_{i}-p_{n}^{*}\right\|_{\infty}$, ( $i=1,2$ ).

## Appendix A. Proof of case (iii) in Theorem 3.1

In Section 3 we presented detailed proofs of (3.13) for $x<a$ and $x=a$, respectively. In the following, we sketch the proof for Case (iii).

Case (iii) $x>a$ : A routine computation from (2.8) gives rise to

$$
\begin{align*}
a_{n}^{(\alpha, \beta)}(x ; g)= & \frac{1}{\sigma_{n}^{(\alpha, \beta)}}\left[\int_{-1}^{a} \frac{z(x)(a-y)^{\lambda}}{x-y} P_{n}^{(\alpha, \beta)}(y) \omega^{(\alpha, \beta)}(y) \mathrm{d} y\right. \\
& +\int_{a}^{1} \omega^{(\alpha, \beta)}(y) \frac{z(x)-z(y)}{x-y}(y-a)^{\lambda} P_{n}^{(\alpha, \beta)}(y) \mathrm{d} y  \tag{A.1}\\
& \left.+\int_{-1}^{1} \frac{(x-a)^{\lambda}-|y-a|^{\lambda}}{x-y} z(x) P_{n}^{(\alpha, \beta)}(y) \omega^{(\alpha, \beta)}(y) \mathrm{d} y\right] .
\end{align*}
$$

Similar to the proof in case (i), it is not difficult to verify that the first term in the right hand side of (A.1) satisfies (3.13) and (3.14). Since $z(x)$ is smooth on $[-1,1]$, and for any integer $k, \partial_{y}^{k}\left(\frac{z(x)-z(y)}{x-y}\right)$ is uniformly bounded by a constant independent of $x$. As a result, the second term in (A.1) satisfies (3.13)-(3.14) as well by Lemma 3.3. While for the third term, recalling the definition of $m$ ( $m=\lambda-1$ if $\lambda$ is an integer, otherwise $m=\lfloor\lambda\rfloor$ ), and applying the Rodrigues' formula (3.11), we have

$$
\begin{align*}
& \int_{-1}^{1} \frac{(x-a)^{\lambda}-|y-a|^{\lambda}}{x-y} z(x) P_{n}^{(\alpha, \beta)}(y) \omega^{(\alpha, \beta)}(y) \mathrm{d} y \\
& =\frac{z(x)}{2^{m+1}(n)_{m+1} \sigma_{n}^{(\alpha, \beta)}}  \tag{A.2}\\
& \quad \times\left\{\int_{-1}^{a}(a-y)^{\lambda-m-1} P_{n-m-1}^{(\alpha+m+1, \beta+m+1)}(y) \psi_{1}(x, y) \omega^{(\alpha+m+1, \beta+m+1)}(y) \mathrm{d} y\right. \\
& \left.\quad+\int_{a}^{1}(y-a)^{\lambda-m-1} P_{n-m-1}^{(\alpha+m+1, \beta+m+1)}(y) \psi_{2}(x, y) \omega^{(\alpha+m+1, \beta+m+1)}(y) \mathrm{d} y\right\},
\end{align*}
$$

where

$$
\begin{array}{ll}
\psi_{1}(x, y)=(a-y)^{m+1-\lambda} \partial_{y}^{m+1}\left(\frac{(x-a)^{\lambda}-(a-y)^{\lambda}}{x-y}\right), & y \in[-1, a], \\
\psi_{2}(x, y)=(y-a)^{m+1-\lambda} \partial_{y}^{m+1}\left(\frac{(x-a)^{\lambda}-(y-a)^{\lambda}}{x-y}\right), & y \in[a, 1] .
\end{array}
$$

It is evident that $\psi_{1}(x, y)$ and $\psi_{2}(x, y)$ are smooth on $(a, 1) \times\left[-1, \frac{-1+a}{2}\right]$ and $(a, 1) \times$ $\left[\frac{1+a}{2}, 1\right]$, respectively. Similar to (3.16), $\psi_{1}(x, y)$ can be written as

$$
\begin{aligned}
\psi_{1}(x, y)=\frac{(m+1)!}{x-y}[ & \frac{(x-a)^{\lambda}-(a-y)^{\lambda}}{(x-y)^{\lambda}}\left(\frac{a-y}{x-y}\right)^{m+1-\lambda} \\
& \left.+\sum_{k=1}^{m+1} \frac{(-1)^{m+1}(\lambda)_{k}}{k!}\left(\frac{a-y}{x-y}\right)^{m+1-k}\right]
\end{aligned}
$$

and satisfies

$$
\left|\psi_{1}(x, y)\right| \leq \frac{C_{1}}{x-y}, \quad\left|\partial_{y} \psi_{1}(x, y)\right| \leq \frac{C_{2}}{(x-y)^{2}}, \quad \forall y \in[(-1+a) / 2, a]
$$

for some constants $C_{1}$ and $C_{2}$ independent of $x$. Thus, we can immediately derive that $\psi_{1}(x, \cdot) \in W_{\mathrm{AC}}\left(\frac{-1+a}{2}, a\right)$ and $\left\|\psi_{1}(x, \cdot)\right\|_{W_{\mathrm{AC}}^{1}\left(-1, \frac{-1+a}{2}\right)}$ is uniformly bounded for all $x$, which, together with Lemma 3.3 leads to the desired result.

Now we turn to $\psi_{2}(x, y)$, after a calculation by the Leibniz's formula, it leads to

$$
\begin{equation*}
\psi_{2}(x, y)=(m+1)!(y-a)^{m+1-\lambda} \frac{h(x, y)}{(x-y)^{m+2}} \tag{A.3}
\end{equation*}
$$

where

$$
h(x, y)=(x-a)^{\lambda}-\sum_{k=0}^{m+1} \frac{(\lambda)_{k}}{k!}(y-a)^{\lambda-k}(x-y)^{k} .
$$

Similar to (5.7), we have for some $\xi$ between $x$ and $y$ that

$$
\begin{align*}
\frac{h(x, y)}{(x-y)^{m+2}} & =\frac{(x-a)^{\lambda}-(y-a)^{\lambda}-\sum_{k=1}^{m+1} \frac{\left((y-a)^{\lambda}\right)^{(k)}}{k!}(x-y)^{k}}{(x-y)^{m+2}}  \tag{A.4}\\
& =\frac{(\lambda)_{m+2}(\xi-a)^{\lambda-m-2}}{(m+2)!}<0 .
\end{align*}
$$

Moreover, we find that $\psi_{2}(x, y)$ is monotonically increasing w.r.t. $y$ (see the proof at the end of this section and numerical illustration in Figure A.1). Therefore, we get from (A.3) and (A.4) by letting $y \rightarrow a$ that

$$
\max _{y \in\left[a, \frac{1+a}{2}\right]}\left|\psi_{2}(x, y)\right|=\left|\psi_{2}(x, a)\right|=(\lambda)_{m+1}(x-a)^{-1}
$$

and

$$
\int_{a}^{\frac{1+a}{2}}\left|\partial_{y} \psi_{2}(x, y)\right| \mathrm{d} y=\left|\psi_{2}\left(x, \frac{1+a}{2}\right)-\psi_{2}(x, a)\right| \leq 2(\lambda)_{m+1}(x-a)^{-1}
$$

So the second integral in the right hand side of (A.2) also satisfies (3.13) as $\psi_{2}(x, \cdot) \in$ $W_{\mathrm{AC}}\left(a, \frac{1+a}{2}\right)$ and $\left\|\psi_{2}(x, \cdot)\right\|_{W_{\mathrm{AC}}^{1}\left(\frac{1+a}{2}, 1\right)}$ is uniformly bounded for all $x$. To sum up all the results above, we complete the proof of (3.13).

In order to obtain the uniformly estimate (3.14), we conduct integration by parts till $m$ instead of $m+1$. The proof is analogous to that in Case (i) and omitted here.

We end this section after providing a rigorous proof of the monotonicity of $\psi_{2}(x, y)$ with respect to $y$. For any fixed $x \in(a, 1)$, we have

$$
\partial_{y} \psi_{2}(x, y)=(m+1)!\frac{u(y)}{(x-y)^{m+3}}
$$

where

$$
u(y)=(x-y) \partial_{y}\left((y-a)^{m+1-\lambda} h(x, y)\right)+(m+2)(y-a)^{m+1-\lambda} h(x, y) .
$$

Interestingly, we can show that $u^{(k)}(x)=0$ for any $k \in\{0,1, \cdots, m+1\}$, that is,

$$
\begin{aligned}
& u^{(k)}(x)=\left.(m+2-k) \partial_{y}^{k}\left((y-a)^{m+1-\lambda} h(x, y)\right)\right|_{y=x} \\
&=(m+2-k) \partial_{y}^{k}\left[(x-a)^{\lambda}(y-a)^{m+1-\lambda}\right. \\
&\left.-\sum_{j=0}^{m+1} \frac{(\lambda)_{j}}{j!}(y-a)^{m+1-j}(x-y)^{j}\right]_{y=x} \\
&=(m+2-k)\left[(x-a)^{\lambda}(m+1-\lambda)_{k}(y-a)^{m+1-\lambda-k}\right. \\
&\left.-\sum_{j=0}^{k} \frac{(\lambda)_{j}}{j!}\binom{k}{j}\left((y-a)^{m+1-j}\right)^{(k-j)}\left((x-y)^{j}\right)^{(j)}\right]_{y=x} \\
&=(m+2-k)(x-a)^{m+1-k}\left[(m+1-\lambda)_{k}\right. \\
&=\left.\quad-\sum_{j=0}^{k}\binom{k}{j}(-1)^{j}(\lambda)_{j}(m+1-j)_{k-j}\right] \\
&
\end{aligned}
$$

and further

$$
\begin{aligned}
& u^{(m+2)}(y)=(x-y) \partial_{y}^{m+3}\left((y-a)^{m+1-\lambda} h(x, y)\right) \\
& =(x-y) \partial_{y}^{m+3}\left((x-a)^{\lambda}(y-a)^{m+1-\lambda}-\sum_{j=0}^{m+1} \frac{(\lambda)_{j}}{j!}(y-a)^{m+1-j}(x-y)^{j}\right) \\
& =(m+1-\lambda)_{m+3}(x-y)(x-a)^{\lambda}(y-a)^{-\lambda-2}
\end{aligned}
$$

Obviously, it follows from $0 \leq m+1-\lambda<1$ that

$$
\operatorname{sgn}\left((-1)^{m+2} u^{(m+2)}(y)\right)=\operatorname{sgn}(x-y)
$$

As a consequence, it deduces from Taylor's theorem that

$$
\begin{align*}
\partial_{y} \psi_{2}(x, y) & =\frac{(m+1)!}{(x-y)^{m+3}}\left(\sum_{k=0}^{m+1} \frac{u^{(k)}(x)}{k!}(y-x)^{k}+\frac{u^{(m+2)}(\xi)}{(m+2)!}(y-x)^{m+2}\right)  \tag{A.5}\\
& =\frac{(-1)^{m+2} u^{(m+2)}(\xi)}{(m+2)(x-y)} \geq 0
\end{align*}
$$

where $\xi=x+\eta(y-x)$ and $0<\eta<1$. While if $y=x$, we have

$$
\begin{aligned}
\partial_{y} \psi_{2}(x, x) & =\lim _{y \rightarrow x} \partial_{y} \psi_{2}(x, y)=\lim _{y \rightarrow x}\left\{(m+1)!\frac{u(y)}{(x-y)^{m+3}}\right\} \\
& =\frac{(-1)^{m}(m+1-\lambda)_{m+3}}{(m+3)(m+2)}(x-a)^{-2} \geq 0,
\end{aligned}
$$

which together with (A.5) completes the proof.


Figure A.1. The monotonicity of $\psi_{2}(x, y)$ with respect to the argument $y$ on $[a, 1]$, where $a=0$ and $x=1 / 2$.
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