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Abstract

This paper considers the probabilistic representation of the solutions of ordinary
differential equations (ODEs) by the generation of marked random trees in which marks
can be interpreted as mutant types in population genetics models. We present sufficient
conditions on equation coefficients that ensure the integrability and uniform integra-
bility of the functionals of random trees used in this representation. Those conditions
rely on the analysis of a marked branching process that controls the growth of random
trees and provide implicit lower bounds on the explosion time of the underlying ODE,
thus providing a connection between branching process explosion and the existence
and uniqueness of ODE solutions.
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1 Introduction

Consider the d-dimensional autonomous ODE problem

a'(t) = f(z(t), te(0,T] (1.1)
J](O) =T € Rdﬂ |

where f € C*(R? R?) and T" > 0. Since f is smooth, the Picard-Lindelof theorem guarantees

local existence and uniqueness of the solution of the ODE (1.1).
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It is well known that the solutions of ordinary differential equations (ODEs) such as (1.1)
can be represented using Butcher trees, by combining rooted tree enumeration with Taylor

expansions. For this, if z(t) is sufficiently smooth at ¢ = g, consider the Taylor expansion

o(t) = a0 + (t — 1) f (o) + C (1) o)
(t

25, )+ VR )+ (12)

which uses the “elementary differentials”

£ VI V2L ), VAV,

see (2.2)-(2.3) below for their componentwise expressions. From [But63, But16], it is known
that the expansion (1.2) admits the formulation

— )7
o) = X S () o) (13

as a summation over rooted trees 7, where the functional F'(7) represents the elementary
differentials, and ((7), 7! denote respectively the symmetry and factorial of the tree 7. The
series (1.3) can be used to estimate ODE solutions by expanding z(t) into a sum over trees

up to a finite order, see e.g. [DB02, Chapters 4-6] and references therein.

In [PP22], stochastic branching processes have been used to express ODE solutions as
the expected value of a functional of random trees. In [HP25b], this approach has been
interpreted as a Monte Carlo random generation of the Butcher trees 7 for the numeri-
cal estimation of the series (1.3). Monte Carlo estimators represent an alternative to the

truncation of series, and they allow for estimates that improve via successive iterations.

Those results also complement other approaches to the use of stochastic processes to
provide a diffusion interpretation for the solutions of partial differential equations via the
Feynman—Kac formula [FH65], and more generally in the fully nonlinear case via stochastic
branching mechanisms or stochastic cascades, see, e.g., [Sko64], [INW69], [McK75], [LS97],
[DMTW19], [HLOT*19], [NPP23].

However, the above references generally assume the uniform integrability of random
weights and/or the existence of a solution, see [HLOTT19, Theorem 3.5], [NPP23, The-
orem 4.2, [PP22, Theorem 4.2]. This paper studies the stability of stochastic branching
algorithms for the estimation of ODE solutions by probabilistic methods, without making

such assumptions.



On the one hand, in Theorem 4.1 we derive integrability conditions on random weights
that ensure the existence of the solution of the ODE (1.1) together with the validity of its
probabilistic representation. In Theorem 4.2, we obtain related integrability conditions that

ensure uniqueness of this solution.

On the other hand, sufficient conditions for the integrability and uniform integrability
of random weights over a time interval [0,7] are provided in Theorems 6.1 and 6.3 under
uniform bounds on the derivatives of equation coefficients, provided that T is sufficiently
small. In Theorem 7.1 and 7.2 those conditions are then relaxed in order to allow for the
growth of derivatives. Our results also include quantitative bounds of explosion times that
ensure the integrability of stochastic weights, the existence and uniqueness of solutions, and

the validity of the stochastic representations of ODE solutions obtained in [PP22], [HP25b].

Starting from the ODE (1.1), our approach is to formulate the infinite ODE systems (3.1a)-
(3.1b), (3.2), whose solutions {z,} are indexed by smooth functions ¢ in the set
C:= [ JCc*®,R™).
m>1
We then provide probabilistic representations for z,(t), g € C, as well as for g(z14(t)),
g € C, where Id denotes the identity mapping on R%. This is achieved in Proposition 3.5

under uniform integrability conditions on functionals of random trees, which also shows the

relation
4(t) = g(zua(t)), g€ |JCO®RLR™), t>0.

m>1
This representation is then used in Theorems 4.1 and 4.2 to obtain the existence and unique-
ness of ODE solutions represented as the expectation of a random tree functional. Those
results rely on the integrability criteria established in Theorems 6.1, 6.3, 7.1 and 7.2, based
on the analysis of the stability of the branching process that controls the growth of ran-
dom trees. This analysis is performed in Proposition 5.4 by controlling the integrability
of marked random trees in which marks can be interpreted as mutant types in population

genetics models with mutation reversion (or back mutation).

This paper is organized as follows. In Section 2 we introduce the basics of marked
branching processes and the related functionals of random trees used for the probabilis-
tic representation (4.1). In Section 3 we reformulate the ODE (1.1) using ODE systems

which are solved using probabilistic representations under suitable integrability conditions



of random weights. Those results are then applied in Section 4 to the probabilistic rep-
resentation of ODE solutions. In Section 5 we derive sufficient conditions for the integra-
bility required in Section 3 via the analysis of related branching processes. In Sections 6
and 7 we provide sufficient conditions for the uniform integrability of random weights re-
quired in Proposition 3.5 and Theorems 4.1-4.2. Section 8 presents examples of lifetime
probability density function satisfying Assumption 5.2, together with examples of exis-
tence intervals. In Appendix A, we present the complete construction of the rooted trees
7 and their connection to the Butcher series (1.3). Numerical examples are available at

https://github.com/nprivaul/mc-odes/blob/main/mc_odes.ipynb.

2 Marked branching trees

Our probabilistic representation of ODE solutions relies on a random branching tree B%¢ in
which a label

K:={z}u| J{1.2}",

n>1

and a mark in the set of smooth functions
C:=Jcx®,R™)
m>1

is attached to every branch, and the lifetimes of branches are independent and identically dis-
tributed on a probability space (€2, F,P) according to a common probability density function
p: Rt — R such that p(t) > 0 for all ¢t € [0, T7.

Definition 2.1. We let B%¢ denote the random tree constructed as follows.

o We start from a single branch with label @ and initial mark ¢ € C. At the end of its
lifetime Ty = tg, this branch yields either:

— a single offspring with label (1) and mark f if ¢ = 1d,
— two independent offsprings with respective labels (1), (2) and mark f, Ve if ¢ # 1d.
e At generation n > 1, a branch having a parent label k= := (ki,...,k,—1) starts at
time Tw- and has the lifetime ty. At time Ty := Ty~ + ty, it yields two independent

offsprings with the respective labels (k,1) = (k1,...,kn, 1), (k,2) = (k1,...,k,,2) and

marks f, Vex.


https://github.com/nprivaul/mc-odes/blob/main/mc_odes.ipynb

The set of labels of all branches living in the time interval [0, ] is denoted by K, its boundary
at time ¢, i.e. the set of labels of all branches living at time ¢ > 0, is denoted by K?, and its
interior in [0,¢), i.e. the set of branches that split not later than time ¢, is denoted by K.
Clearly, if the initial code is ¢ = Id, then |K?| = |K¢|; otherwise, [K?| = |K?2| + 1 and B%€ is

a binary tree.

Figure 1 presents a sample of K, for the random tree B%™ started from the mark ¢ = Id,

where Id denotes the identity map on R%.

Figure 1: Sample of K; for the random tree B%¢ started from ¢ = Id.

Figure 2 presents a sample of K, for the random tree B%¢ started from a mark ¢ # Id.

Figure 2: Sample of K, for the random tree B%¢ started from c¢ # Id.

Forn > 1, we also denote by K} the label set of the branches generated at the n-th generation,



and let
K" =Ko nKr, K" i=K2nKr.

When the initial mark is ¢ = g € C \ {Id}, we observe that the marks of all branches are of
the form either V™ f or Vg, m > 0. Letting

Cy:={V"g}r=0, ge€C,
we also consider the classes of n-th generation branches
Ki(f) ={ke K} : ax€Cs} and Ki(g) ={ke K} : ek €Cy}.

Finally, we denote by

F,(t) ::P(T@>t):/oop(r)dr, t>0,

the tail cumulative distribution function of p, and we consider the following functional of

random trees.

Definition 2.2. We let H; (B%€) denote the functional of BY¢ defined as

(o) 1

Hy (B™) = —_— , t€0,T), ceCruUC,. (2.1)
kl;C[? F,(t —Ti-) kg? p(t)

In (2.1), the terms in the right product make sense due to the assumption that p(t) >

0 for all ¢ € [0,7]. In addition, the product of ci(xg) over k € K2 is interpreted as a

composition according to tree leaves from bottom to top of the elementary differentials f,

VI), VEE(f f), VAV () defined as

L of,
(VH)(f)(xo) == . (20) fi, (w0) : (2.2)
19=1 b2 i1=1,...,d
- ~ P
f( = 61'1281'13 -TO f12($0)f13($0) . da

743

VI(VIU (Z T a2 <xo>fi3<xo>) , (23

i2,03=1

etc. For example, in the sample tree of Figure 1 we have
Ky ={(1,1,1),(1,1,2,1),(1,1,2,2),(1,2,1),(1,2,2)}

6



and

H Ck(l’o) = VQf(fv VQf(fv f))([l)()),

kek?

while in the sample tree of Figure 2 we have
Ki={(2,2),(2,1),(1,2,2),(1,2,1),(1,1)}

and

[T ex(@o) = (V2)(£, (V2 F)(f, 1)) (o),

kek?

see Appendix A for details.

3 ODE systems

In this section, we reformulate the ODE (1.1) as an infinite system of differential equations

indexed by the set C of marks.

Lemma 3.1. Let T > 0 such that the ODE (1.1) admits a solution z € C*([0,T],R?). Then,

the family <xc)ce{ld}u{ka}k>0 = (C(x))ce{ld}U{V’“f}k>0’ solves the ODE system

(v) =y, c=1d, (3.1a)
(‘1.0)/ = ZfTve, c= mea m > 07 (31b)

with the initial conditions x.(0) = ¢(xy), for ¢ € {Id} U {V’“f}k>0.
Proof. Tt follows from the time differentiation
g(x(t)) = 2(t)Vg(x(t)) = f(x(t))Vg(z(t), te€]0,T],

that for every test function g € C, the family (g(z)),ec satisfies the system of equations

ay =3 10 A
f(@)Vg(z), geC\{ld},

with initial condition (z,(x)(0))gec = (9(z0))gec- O

Proposition 3.2. Assume that

(C1) (VEf(z0))es0 € P(N) for some p € [1,00].



Then, the subsystem (3.1b) admits a unique local solution in (P(N).

Proof.  Using the left shift operator that acts on real sequences as
Sz @ M )= (2W, 2@ ),
we rewrite the subsystem (3.1b), as the infinite-dimensional ODE

x' =20 . 9(x).

Since the nonlinearity F(x) := z(® - S(x) is continuous from ¢?(N) into itself together with

its (non-vanishing) Fréchet derivatives

DF(x)(u) =u® - S(x) + 2. S(u) and D*F(x)(u,v)=u?-S(v)+v©.S(u),

local existence follows from the infinite-dimensional version of the Picard—Lindelof theorem,

cf. e.g. [LS94, Theorem 25|, and shows the well-posedness of (3.1b).

O

The well-posedness of the ODE system (3.1a)-(3.1b) now follows from that of (3.1b). We
also note that the local well-posedness of (3.1a)-(3.1b) only relies on the regularity of f at

the point zy, whereas that of the ODE (1.1) relies on the local regularity of f near zy. In

what follows, given g € C\ {Id} we augment the subsystem (3.1b) as

(xc)l =TfTve, C= vmg’
(xc)/ =Tflvye, C= vmf’ m > 07

with the initial conditions

{ 2.(0)
z.(0)

Lemma 3.3. Assume that

Vmg(x(])? Cc= Vmg7
V™" f(xg), c¢=V"f, m=>0.

E[|H:(B*)|] < oo, forallte[0,T] andc € C.
Then, the functions defined by
z.(t) :==E[H,(B")], t€0,T], ceC,

satisfy the recursion

t
ze(t) = c(xo) +/ (24(8)1{emtay + Tve(s)zf(8)Licriay) ds, t€[0,T], c€C.
0

In particular,

(3.2)

(3.3)



i) The family (v.)cec,ue, solves the ODE system (3.2), i.e

{ (:Evmg)/ = Tflymtig,

(Ivmf)/ = Tflymtiy, m Z 0.
i) If vy = f(x1a), then x1q is a solution of the ODE (1.1).

Proof. Given ¢ € C \ {Id}, we observe that H, (B%¢) satisfies

He (B™) = Hy (B™) (Lizpsey + Lizo<sy)

c(xp) 1 k(o) 1
= =———1ir,>0 + Lymy<n—— =
Fp(t . T@_) {Te>t} {Tz< }p(t@) k]é_]C[f} Fp(t — Tk—) kelcg)]i\[{z} p(tk)
(o)

1
— Fp(t) 1{Tz>t} + 1{Tg<t} p( ) (Ht (BT f) 1{C 1y + H, (BTQ; Vc) H, (BTz,f) ]-{c;éld})-

Hence, by independence of tree branches, we have

zo(t) = E [H, (B)]

c(o) 1 to,V ' }
=E 1 Ly <ty——He (B=Y) Hy (B
{Fp(t) {to>ty T Lto<ty —— o) ( ) He ( )

= ¢(xo)E [%1{@4 +E {1{,5@9}@1[3 [H, (B=V°) | to] E [He (B'27) | t@]}
1 1

= C($0)E |:Fp(t) 1{tg>t}] + E [1{tz<t}@xvc(t - tg>$f(t - t@):|

=c(xo) + | zve(t —s)xp(t — s)ds

=c(xo) + | wve(s)xs(s)ds.

NO
&

In case ¢ = Id, we similarly have

z1a(t) = E [H, (BY'9)]

330 1 to,f
=K . +1 5< H, (B
0 R O e ¢ (B7)

t
= zp+ /IE”HtBSf | ds
0

—xo—i-/ $ft—s
0
£C0+/ ill'f
0



As a consequence of Proposition 3.2 and Lemma 3.3 we have the following proposition, which

recovers the conclusion of Theorem 4.2 in [PP22].
Proposition 3.4. Under the conditions of Lemma 3.3, assume that (V¥ f)i>o satisfies
(C2) (VEf(y))rso € P(N) for some p € [1,00] and all y in a neighborhood U of xo in RZ.

Then, for some T >0, (214(t))co,1) defined in (3.3) is a solution of the ODE (1.1).

Proof. Under Condition (C2) the ODE (1.1) admits a C' solution such that for some T > 0
we have

(VEf ()= € °(N),  t€[0,T],

for some p € [1,00]. In addition, from Proposition 3.2 the subsystem (3.1b) admits a unique
solution in P(N) on [0, 7], hence by Lemma 3.3 we have x = z14 and V™ f(z) = zym ¢ for all
m > 0. O

In comparison with Condition (C1), Condition (C2) fills the gap of regularity requirement
on f between the well-posedness of the ODE system (3.1a)-(3.1b) and that of the ODE (1.1),

as observed in Proposition 3.2.

Proposition 3.5 provides a probabilistic interpretation for the solutions of the ODE sys-
tem (3.1a)-(3.1b). Sufficient conditions on f for the integrability requirements on (3.4) and
(3.6) below are provided in Theorems 6.1 and 6.3.

Proposition 3.5. Let g € C \ {Id}.

i) Assume that the ODE system (3.1a)-(3.1b) admits a solution

{zc}ecpaye, € | €10, T),R™),

m>1

and that the sequence of functionals of the tree B9 defined as

ﬁtg,n (BO,g) = H ﬂ H L H ey, (Tk—) H Cx (Z'Id(Tk—))

keu;L:OK?’in (t =T kel (f) kek ™ (g) 3.4
3.4

is uniformly integrable in n > 0 for all t € [0,T]. Then, the following representation
holds:

g(zu(t)) =E [H, (B*)], t€0,7). (3.5)

10



ii) Assume that the ODE system (3.2) admits a solution

{xC}CECfUCg - U Cl([07T]7Rm)7
m>1
and that the sequence
n (@ 1
)= T w0 T i I mtmo 6o
keur_ ki P k) eun kot T et

is uniformly integrable in n > 0 for all t € [0,T]. Then, the solution of the ODE

system (3.2) is unique and the following representation holds:

z,(t) =E [H, (B”)],  te[0,T). (3.7)

Moreover, if all above conditions are satisfied, then for all g € C \ {Id} we have
g(z14(t)) = x,(t) = E [Ht (Bo’g)] , t € [0,T].

Proof. 1) It follows from (3.1a)-(3.1b) that

g(zwalt)) = glao) + / Vg (ana(s))zs(s)ds (3.8)

9(o) 1
—E [ml{ﬂpt} + 1{Tg3t}@Vg(ﬁd(T@)ﬂf(T@)

=E[H}"], te[0,T).
Next, repeating the argument leading to (3.8), we expand Vg(x1q(7y)) for k = (1) as

Vg(21a(Tw)) = Vg(z1a(Ti-))

V(o) 1
E F;»(T;k—)lm‘»} + 1{Tk§t}mv29($ld(Tk))$f(Tk)

sz] 59

and plugging (3.9) back into (3.8) shows that g(z14(t)) = E[ﬁfl} by conditional indepen-

dence of branches in K} given Fr,. Similarly, we can show by iterations that
g(za(t)) = E[H?"]

for all n > 0. Then (3.5) follows by taking the limit as n tends to infinity, from the uniform

integrability of (ﬁf ™). ., and the almost sure convergence of HI™ to Hy(BY9).

11



i1) By (3.2), we have

20) = a(0) + [y (s)as(s)ds (3.10)

T 1
=E {g_( 0) Lir,sey + 1{Tz§t}—ng(T®>xf<T@)
p(tz)

=E[H!°), tel0,T].

Next, since each offspring has same dynamics as its parent branch, we can repeat the above

argument to the branch k = (1) € K} with mark ¢; € {Vyg, f}, to get

g (o) = 24, (Tic)

91 (o) 1
=1 +1 — Tz (T,
Fp (t _ Tk—) {Tk>t} {Tkgt} p(tk) Va1 ( k) f( k)

]—"Tg] , (3.11)

and plugging (3.11) into (3.10) yields z,(t) = E[H{"'] by conditional independence of branches

in K} given Fr,. Similarly, by iterations we find
zy(t) = E[H]"], n > 0.

As H)" converges to Hy(B%9) almost surely as n tends to infinity, we obtain (3.7) from the

uniform integrability of (H{") O

n>0"

4 Probabilistic solution of ODEs

Theorems 4.1 and 4.2 show the existence and uniqueness of a solution to the ODE (1.1) on
a time interval [0, 7] by a probabilistic representation argument, under uniform integrability
and (H{"(B™9))
(3.4) and (3.6). In comparison with Theorem 4.2 of [PP22], the next result does not assume
the existence of a solution to the ODE (1.1).

assumptions on the sequences (’}:Z{ " (Bo’f )) respectively defined in

n>0 n>0

Theorem 4.1 (Existence). Assume that
i) the functional H; (B%) is integrable for allt € [0,T] and ¢ € Cy, and
ii) the sequence (ﬁf" (Bo’f))n>0 defined in (3.4) is uniformly integrable for all t € [0, T].

Then, the ODE (1.1) has a solution ((t))iep,r) € C*([0,T], R?) which admits the probabilistic
representation
z(t) =E [H, (B*'Y)], te0,T). (4.1)

12



Proof. By taking ¢ € Cy in Lemma 3.3, we see that the family {z.}ccqiajuc, defined in
(3.3) solves the ODE system (3.1a)-(3.1b). Taking g = f in Proposition 3.5-(i), we have
f(21a(t)) = E [Hy (B™)] = a4(t) for all t € [0,T]. It then follows from Lemma 3.3 that 2y
is a solution of the ODE (1.1). O

Under Assumption 5.2, Theorems 6.1 and 6.3 provide sufficient conditions on f for the
integrability required in Theorems 4.1 and 4.2. By Theorems 4.1 and 6.1 and the proof of

Lemma 3.3, under the conditions of Theorem 6.3 we also obtain the bound

z(t) = xo + /OtIE [Ht (Bsyf)] ds

- + /t ef)\sCO d
x S
=0T T (1 —e )2

G3 = (CF = e

t €10,7].

where Cj is defined in (6.1).

Theorem 4.2 (Uniqueness). Assume that the ODE (1.1) admits a solution (x(t))icpm €
CL([0,T],R?), and that

i) the functional H; (B%) is integrable for allt € [0,T] and ¢ € Cy, and
ii) the sequence (H{" (Bo’g))n>0 defined in (3.6) is uniformly integrable for all t € [0,T).

Then, (x(t))icpo,r 15 the unique solution of the ODE (1.1), and it admits the probabilistic

representation (4.1).

Proof. By taking c¢ € Cy in Lemma 3.3, we see that the family {z.}.cfiajuc; defined in (3.3)
solves the ODE system (3.1a)-(3.1b). Taking g = f in Proposition 3.5-(ii), we have the
uniqueness for the ODE system (3.1a)-(3.1b). By Lemma 3.1, {z,}ccqiajue, coincides with
{x, V™ f(x) : m > 0}. Thus, the solution (2(t))ico,r) admits the probabilistic representation

r = x1q, and it is unique. O

In Sections 6 and 7 we will provide sufficient conditions for the uniform integrability of
(ﬁ{n (Bo’f>)n20 and (%fn (Bo’g»nzo
which also imply the integrability of H, (B%¢) for t € [0,T] and ¢ € Cj.

required in Proposition 3.5 and Theorems 4.1-4.2,

As a consequence, we have the following results under uniform boundedness conditions

on the derivatives of f.

13



Corollary 4.3. Let \, T > 0, and assume that for some ¢ > 1 we have
21/4(1 — =)/ (24)
(1 /4 + e—23T _ e—,\T)l/q’

V¥ f(z0)| < F,o(T) for all k > 0.

Then,

i) the ODE (1.1) admits at most one solution in C*([0,T],R%);

ii) if, in addition,
1

sup (V™ f(z)] < e T)1/(20)’

|z—0|<T/(1—e—AT)1/(20) (1-—

for allm >0, (4.2)

then the ODE (1.1) has a unique solution in C'([0, T], R?), which admits the probabilistic

representation (4.1).

Proof. Part i) is a consequence of Theorem 4.2, Theorem 6.1, and Theorem 6.3-i); Part i7)

is a consequence of Theorems 4.1-4.2, Theorem 6.1, and Theorem 6.3-i7). 0

We note that as ¢ tends to 1, Condition (4.2) is compatible for k = 0 with Theorem 2.3 in
[CL84], which shows that if f is C-Lipschitz on an interval [zo — b, zo + b], then (1.1) admits

a unique solution z(¢) on the time interval [0, b/|| f]~]-

The next result relaxes the existence conditions of Corollary 4.3 by allowing the growth

of derivatives of f, as a consequence of Theorems 4.1-4.2 and 7.1-7.2.

Corollary 4.4. Let \,T > 0, and assume that for some ¢ > 1 and § > 0 we have

6)\T

|/ (zo)| < 201 — e )51/

and |V*f(x0)| < M (k6)YPD k> 1.

Then,
i) the ODE (1.1) admits at most one solution in C*([0,T], R%);
ii) if, in addition,

1
sup V" f(x)] < — ,
|z—a0|<T/(1—e=AT)1/(2a) (1 — e=AT)1/(20)

for allm > 0,

then the ODE (1.1) has a unique solution in C([0,T], RY) which admits the probabilistic

representation (4.1).

Proof. Part i) is a consequence of Theorem 4.2, Theorem 7.1, and Theorem 7.2-i); Part i)
is a consequence of Theorems 4.1-4.2, Theorem 7.1, and Theorem 7.2-ii) with 6 = 1 and

v =0. 0

14



5 Stochastic dominance of random binary trees

In this section, we present the stochastic dominance results for branching processes, that will
be used in Section 6. The sufficient conditions for the integrability of H; (B%¢) presented in
Sections 6 and 7 rely on an age-dependent continuous-time branching chain (X¢):cj0,77 gen-
erating a filtration (F;).c0.77 on (€2, F,P), and on its stochastic domination by a continuous-

time binary branching chain ()Zt) 0.1’

Definition 5.1. i) Let
Xp= K =1+ AXyp (5.1)

Ty <t
denote the binary branching chain starting from Xo = 1 and formed by the number of
branches of B%¢ living at time t > 0, with offspring count 1+ AXrp, = 2 at any splitting

time Ty, with lifetimes distribution p, and total progeny process

Ny =K =1+ Z (14+AXp ) =X +#H{k e K: Ty <t}, te]0,T]. (5.2)

Ti <t

ii) Let ()?t)te[o,:r] be a continuous-time binary branching chain starting from )?0 =1,
which the lifetimes of branches are independent and identically distributed via a common
exponential density function p(t) = e ™, t > 0, with parameter A > 0, and progeny

process Ny.

Recall that from e.g. Eq. (8) page 3 of [Ken48], [Har63, Example 13.2 page 112], [ANT72,

Example 5 page 109], the total progeny Nt of ()?t) . has distribution

teR

. e—/\t<1 — e_)‘t>n, m = 2n + 1, n Z 07
0, otherwise, m >0,

and probability generating function

Ze—)xt

S er=ny z< (1 —e 712 (5.3)

Gi(z) = E[z]v‘} =

Similarly to B%¢, we consider the marked random branching tree B%I constructed by assigning
a mark ¢y to each branch k in the set lzt of branches of the branching chain ()NQ) AL in

the following way:

a) the initial branch has label @ and is marked by ¢ = j € N;
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b) if a branch k is marked by ¢ = i € N and splits, its two children are respectively marked

by 0 and 7 + 1.

Figure 3 presents a sample of the corresponding random marked tree.

Figure 3: Sample of K, for the random tree B% started from j € N.

Assumption 5.2. There exists A > 0 such that the lifetime probability density p dominates

the exponential distribution with parameter X in the sense that
Fy(r)z e =F5r), 120 (5.4)

An example of probability density function p satisfying Assumption 5.2 is provided in

Lemma 8.1.

Lemma 5.3. Under Assumption 5.2, the processes (Xi)icpo,r) and (N¢)iejo.r) are stochasti-

cally dominated by ()?t)te[ and (K/t) respectively, i.e.

0,77] te[0,7)

P(X;>n) <P(X,>n) and P(N,>n) <P(N,>n), n>0,tc[0,7]. (5.5)
Proof. By (5.1) we have
P(X,>n)=P(1+#{keK : T <t} >n)=E[®((t : ke K))], n>0,

where the function
D : (tk ke K) = 1{1+ﬁ{keK s T <t}>n}

is non-increasing in every variable ty, £ € K. Assumption 5.2 implies that for every k € K
and s > 0,
P(T — T <5)<1—e ™ =P(Tx — T <),
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ie., tx = Tx — Ty~ stochastically dominates t, = fk — Tka, hence from [SS07, Theorem
6.B.3], the random vector (#y : k € K) stochastically dominates (#; : k € K). Thus, using
the definition of stochastic dominance for random vectors [SS07, Eq. (6.B.4)], we get

P(X;>n)=E[®((tx : k € K))]
<E[®((tk : keK))]
:IP’(1+jj{kEK : fkgt}Zn)
= P(Xt Z n),
and (5.5) follows similarly from (5.2) and its counterpart for N;. O

Finally, from [HP25a] we have the following integrability result for the multiplicative progeny

of the random tree B% started from j>1.

Proposition 5.4. (Corollary 3.5 in [HP25a]). Lett > 0, j > 0, § > 0, v > 1, and let

(0(k))k>o0 be a real sequence such that

1
0<0(0) < 1= 70 and 0<o(k)<(k—2+7v), k>1
Then, we have the bound
" e No(j)
B | L @] < ri—maempos <o

where E; denotes expectation given that the random tree B% s started from the mark 5 > 1.

6 Integrability - bounded marks

The goal of this section and the next one is to derive the integrability results needed for the
application of Proposition 3.5 and Theorems 4.1-4.2. We fix an initial mark ¢ = g € C\ {Id},
in which case B%9 is a binary branching chain bearing marks of the form either V" f or V™g,
m > 0. In Theorems 6.1 and 6.3 we improve on [PP22, Proposition 4.3], see also [BM10,
Theorem 3.3|, via a detailed study of the integrability of H, (B%9) by investigating the
probability generating function of the cardinality |KC;|. In comparison with e.g. Theorem 4.2
of [PP22], Theorems 6.1 and 6.3 provide sufficient conditions on equation coefficients for the
(uniform) integrability of the random weights involved in the probabilistic representation of

ODE solutions.

17



Theorem 6.1 (Integrability I). Let ¢ > 1 and g € C\ {Id}. Under Assumption 5.2, suppose
that

IV £ (o) me11><u 1 (6.1)

1 < Cy := max <sup ———>,sup 0
. k>0 FP(T) " k>0 Fp(T) " p(T) B e—/\T) 1/(29)°

where p,(T) := infsco1 p(s) > 0. Then, we have the LY bound

fAth
E BO,C q < € 0
HHt( )‘ } — 1_(1_67)\,5)00211’

t€[0,T], ceCrUC,.

Proof. Under Assumption 5.2, (Ny)ejo,r) := (|ICt|)eejo,r] is stochastically dominated by (Nt)te[o T

by Lemma 5.3. Hence, since x — C§ is increasing, we have

B [|# (8%)|'] < B[] <E[(C)™],
see Section 1.A.1 of [SS07]. We conclude from (5.3), which shows that E[(C’g)ﬁf} < 00 since
Co < (1 — e )=V ynder (6.1), for t € [0, 7). O
Condition (6.1) involves constraints on both the nonlinearity f and the lifetime density p.

Remark 6.2. Let i > 0. For the rescaled ODFE

1
5(0) = 1 @yl0), te ©.uT)
with solution x,(t) := x(t/p), Co in (6.1) is replaced with

Cug o= (s L2, (7500 L
0, i= max | sup —=———, sup — , .
k>0 pF,(uT) k>0 F,(uT) ~ pu(pT)

In this case, the constraint on p is now realized as an upper bound on ulI', hence a smaller

W close to zero yields a looser constraint on T, but can translate into a stricter constraint
on f.

In Lemma 8.1 we show the existence of a probability density function p : [0,00) — R
satisfying both Assumption 5.2 and Condition (6.1), resp. (6.2), using an upper bound on

the existence time 7" of the solution.

Theorem 6.3 (Uniform integrability I). Let ¢ > 1 and g € C\ {Id}. Under Assumption 5.2

and (6.1), suppose in addition that

Vi + e DT — ¢
2V1 — e T

where Cy is defined in (6.1). Then, H]" defined in (3.6) is Li-integrable, uniformly in

t €[0,7] and n > 0. Moreover,

1< Cl< (6.2)

18



i) if ¢ > 1, then (’Hf’n)( is uniformly integrable;

n,t)ENXR 4

ii) if
1

=y for allm >0, (6.3)

sup [V™g(x)| <

|z—20|<T(1—e=AT)~1/(29)

then HY™ defined in (3.4) is Li-integrable, uniformly in t € [0,T] and n > 0.

Proof. i) One can check that Condition (6.1) is satisfied under (6.2), hence by Theorem 6.1,
H (B%¢) is Li-integrable, uniformly in ¢ € [0,7] and ¢ € C; UC,. It also follows from
Lemma 3.3 that the family

{xc}cecfucg = {E[Ht(BO’C)]}cecfucg
solves the ODE system (3.2). On the other hand, by Theorem 6.1 we have

|z.(t)Y < E [|H: (B%)|%] (6.4)

Cle™ T
(1 eomyca @

< Lig<yy +

Under (6.2) this yields

1

q -
(0" < —

cE Cf ch, t e [O,T],
hence it follows from (3.6) that
1y (B09) | < (C)T < (e,

where

1
C1 := max | C¢, sup (| < ——/——.
' ( 0 c€CUCy, t€[0,T] [z(?) V1 —e AT

From (5.3), we conclude that H{" is Li-integrable, uniformly in ¢ € [0,7] and n > 0, as in
the proof of Theorem 6.1.
i1) By point i) above, the family

{zc}cecfu{ld} = {E[H.(B")] }cecfu{ld}

solves the ODE system (3.1a)-(3.1b), and by (6.4) and the Cauchy—Schwartz inequality we

have

t 1/q
_ T
|z1q(t) — z0] <t 1/a (/0 ]a:f(s)|qu) < (=R te|0,7T]. (6.5)
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In addition, by (3.4) we have
"Hgn BO g){q Oq |IC”+ | < (CQ)IICt
where

Czq::maX<Cg7 sup  |x.(t)]?, sup \C(xld(t))|q><

ceCy, te[0,T] c€Cy, t€[0,T

due to (6.3) and (6.5). As above, we conclude from (5.3).

1

1— e’

O

Remark 6.4. When g = f, Condition (6.3) provides a quantitative estimate for the neigh-

borhood U in Condition (C2).

7 Integrability - unbounded marks

In this section we consider a weight function (k) that depends only on the order k of the

gradients V¥ f, Vg, k > 0.

Theorem 7.1 (Integrability II). LetT >0,q¢> 1,0 >0, and~y > 2. Under Assumption 5.2,

suppose that
p.(T) > (1 _ ef)\T)l/@‘J)?

and that i i
oty = TS 95001
Fy(T) F(T) B
satisfies
1
1<O’<O)2q<m and 1<0'(k7)2q§ (/{?—24-’}/)(5,

Then, we have the L? bound

(1 —(1- e‘”)a(O)qué)_1/2_(j_1)/(27)

E [|H, (B*)|"] < e Mo(j)* 1/2
H ( )| } J (1 (- 67/\t)/p*(T)2q) /

for each j >0 and t € [0,T].

Proof. Since ¢ # Id we have 7| = (|| — 1)/2, hence from (2.1) we have

(7.1)

(7.2)

k> 1. (7.3)

, ce{V/f,Vig},

[#e (B°)] < pu(@) 1 TT 0(e¥) < o) 5072 TT o

kek? kel
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Thus,

E HHt (BO’C)|q} <E p*(T)—(IICt\—l)/Q H a(ck)]

L ke

<y (T o) |
ke, s
11 a(ck)2q]> .

ke

< (p*(T)qE[IO*<T)*q“Ct|:|)1/2 (IE

For the same reason as in Lemma 5.3, we deduce that [ ], ., o (c¥) is stochastically dominated

by [lxei; o(¢x). It then follows that

1/2

E[H/(B")| < (o (1) E[p.(T) ™)) (E | [ o@)™| | ., telo.T),

keK;
and we conclude from (5.3) and Proposition 5.4. O

An example of a nonlinearity satisfying the growth condition (7.3) is given by f(z) = z cos z.

Theorem 7.2 (Uniform integrability II). Let T >0, ¢>1,0 >0, v > 2, and g € C\ {Id}.
Under Assumption 5.2, suppose that (7.1) holds and that the weight function o in (7.2)

satisfies
1
1< 0! < ——M——
o (0) (1 —e)yd
and
1—(1—e ) /p(T)% - 1/2+(k=1)/(27)
1<o(k) < eAT\/ o (1—(1—e)a(0)49) Voo k> 1

(7.4)
Then, H]™ defined in (3.6) is Li-integrable, uniformly in t € [0,T] and n > 0. Moreover,

1s uniformly integrable;

i) if ¢ > 1, then (H{™),

n,t)ENXR+

ii) if
1

m
sup |v g(l’>| < (1 _ 6—AT)1/(2q)’

|x—z0|<T/(1—e=AT)1/(20)

for allm >0, (7.5)

then HI™ defined in (3.4) is Li-integrable, uniformly in t € [0, T] and n > 0.

Proof. i) We note that Condition (7.4) implies (7.3), hence (i) follows from Theorem 7.1.
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ii) Next, Lemma 3.3 and Theorem 7.1 imply that the family (z. = E[H,(B%)] : ¢ € C;U{Id})
solves the ODE system (3.1a)-(3.1b), and the family (z. = E[H,(B%°)] : ¢ € C; UC,) solves
the ODE system (3.2). Moreover, by Theorem 7.1, for ¢ € {V*f, V¥g}, k > 0, and all
t € [0,T], we have

(1 —(1- e—AT>J<O>q,Y§)—1/2—(k—1)/(27)
(1= (1= eT) /p,(T)2)"?

ze(t)|* < E[|He (B>)|"] < e *Mo(k)

Y

hence it follows from (7.4) that
()] < (L—e) T2 ce (VE, YR}, k>0,
hence (6.5) and (7.5) hold. Hence, as in the proof of Theorem 7.1 we have

|H9n‘q (CHIEE < (CchHFl,

with
Cf =max [supo(k),  sup  |w®F s |e(om(®)
k>1 ce{Vkf Vkg}, t€[0,T) c=Vkg, t€[0,T]
< (1 i 67)\T)71/27
and we conclude from (5.3). O

Remark 7.3. [t can be verified that an explicit and sufficient condition for (7.4) to hold is
1— AT\ —1/2 AT (1 _ (] — AT (T)20)1/2
1<J<O)q§ ( ‘ ) ‘ ( ( ‘ )/p( ) ) 1/27
1+ (11— e*/\T)l/Lyée’\T(l —(1- e*)‘T)/p*(T)%)

| < ok < (1 _ e—AT)—l/Q eAT(l _ (1 _ e—,\T) /p*(T>2q>1/2
g - )
(1+ (1= eX)2eMT5(1 — (1 — e=XT) /p, (T)2a)1/2) 712770/

k>1.

8 Examples

In this section we construct an example of probability density function satisfying Assump-
tion 5.2. In what follows, we let

1 (V4 + e 22T — 6_’\T)1/q

Ci(a;T) == (1= e—2T)1/20) and Cs(¢;T) := 21/4(1 — e=AT)1/(2q)

The inequality (5.4), together with Conditions (6.1) and (6.2), imply

L= Py = [ o) + Fo) > Gy e
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hence
T<1—eNCi(q;T), i=1,2.
Given that for any ¢ > 1 the functions (0,00) > T+ (1—eT)Ci(q; T), i = 1,2, take values

in the whole interval (0, 1), we have the following.

Lemma 8.1. Let T > 0, g > 1, and i = 1, resp. ©« = 2. If T < 1, then there exists a
probability density function p : [0,00) — R satisfying Assumption 5.2 and 1/p.(T) < C;i(¢; T)

fori=1, resp. i = 2.
Proof. i) Case 1: Ci(¢;T) > ' /\. In this case, we let
p(t) == e, >0,

for some A > 0. Then Assumption 5.2 trivially holds, and 1/p.(T) = e’ /X < Cy(¢; T).
ii) Case 2: Ci(¢;T) < e*'/\. In this case, we let

1
> 0=t <T,
p(t) == Ci(¢;T) —¢

/\267)‘1'5, t>T,

for some A, A1, Ay > 0 and ¢ > 0. Then the condition 1/p.(T) < C;(q;T) trivially holds.

Since p is a probability density, we have

1= /T p(t)dt + /OO p(t)dt = T + &e_AlT (8.1)
0 T Ci(CIQ T) - N 7 '
hence
X2 . T
M =] = —————
/\16 Ci(¢;T)—¢
Since Ty \
e 0sesr
= i\q; — £ 1
Fp(t> = Ay
et t>T
Ale ) > )

Assumption 5.2 amounts to

A
A <A, 22 ~MT > A (8.2)
At
and
Ir—t A2 -\T =Xt
— 4+ —e " > 0<t<T. 8.3
CZ(Q,T)—€+)\16 = ¢ ’ - ( )
By applying (8.1) and the second inequality of (8.2), we get
T<(1—e?")(Cilg;T) —¢). (8.4)
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By applying (8.1) and (8.3), we get

t

T on < Ci(q;T)—e, forall0<t<T,
_6_

which amounts again to (8.4). In summary, the restriction that p is a probability density and

Assumption 5.2 together are equivalent to the three conditions: (8.1), the first inequality of
(8.2), and (8.4). Since (1 — e T)Ci(q; T), i = 1,2 take values in the whole interval (0, 1),

and recalling the assumption 7" < 1, we deduce that there exist ¢ > 0 and A > 0 such

that (8.4) holds. Finally, one can choose appropriate A, Ao > 0 satisfying the identity (8.1).

These define a probability density p satisfying Assumption 5.2 and 1/p.(T) < Ci(¢; T), as

required. [

Remark 8.2. i) Note that in the first case of the above proof, i.e. Cij(q;T) > e*' /X, we

i)

have

T < NTeMCi(q; T), (8.5)

and the suprema of the above right hand sides belong to (1/e,1/2) for i = 1,2. Hence,
when T € (0,1/e) there exists A > 0 such that (8.5) holds, and one can thereby choose

p as the exponential density
p(t) = Xe ™, t>0.

In this case, conditions (6.1) and (6.2) reduce respectively to
o (sup [97 )l sup [V7g(a0)] ) < TG T), 0= 1.2
m>0 m>0

where the above right hand sides are both increasing in e=** € (0,1). Thus, if T is fized
in (0,1/e) then a smaller X > 0 yields looser constraints on the nonlinearity, while if

A > 0 is fized, then a larger T € (0,1/e) requires stricter constraints on the nonlinearity.

As seen in Remark 6.2, the upper bounds on T can be adjusted by a rescaling. In this

case, the condition on the nonlinearity f will be adjusted accordingly.

Corollary 8.3 (Existence intervals). Let ¢ > 1. Let Ay > 0 be the smallest solution of

Aoe M/ Cy(e /% q) = 1. (8.6)

Under the conditions

1

Te—
eXo|V™ f(20)|

for all m > 0, (8.7)
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and

sup V™ f(z)] < (1 - e_’\OT)_l/(Qq) , forallm >0, (8.8)

|$—J30|<T/(1—6_AOT)1/(2¢1)
then the ODE (1.1) has a classical solution x € C1([0, T],RY) which admits the probabilistic

representation (4.1).

Proof. Let

1
o == Ao sup |V f(zo)| < —. (8.9)
m>0 el

By definition of Ay, for A sufficiently close to but smaller than Ay, it holds that

1A
pol" < o= ?067’\0/602(6*)‘0/6; q) < MoTe T Cy(e 0T ),
that is
1
Coe™ 075 q) > ST, (8.10)

hence from Remark 8.2-(i) we can choose p to be the exponential density p(t) = e~ ¢t > 0.
It then follows from Remark 6.2 with u = p that Condition (6.2) with g = f reduces to

1
— sup |[V"™ f(z0)] < e M Cy(e 07 ),
Ho m>0

which is fulfilled due to our choice of pg in (8.9) and (8.10). We conclude from Theorem 6.3-
(é4). O

Remark 8.4. [t is easy to deduce that the solution \o of (8.6) satisfies 3/2 < Ao < e, and

it is increasing as q € (1,00) increases. When q goes to infinity, Ao tends to e.

Example 8.5. Consider the monomial nonlinearity f(x) = x™ for some n > 2, with initial

data xo > 0. The solution of (1.1) is given by

) ! 0<t< 1
T — , < a1
(xal/(n—l) _ (n _ 1)2(:) 1/(n_1) (n — 1)x0 1

Letting ng := min(n, |x|), we have ng < xog < ng+1<n orn =mng < xg, hence

a(zo; ng) = Of<ﬂn§«§n (V™ f(x0)]
|
= max lx()”
0<m<n m)
nl
= n_O!xO
> 2.
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Condition (8.7) becomes
1

eXoa(zo;ng)’
which implies \gT' < 1/(2¢). It also follows from Remark 8.4 that
T 1

T <

(1= e D)) < 2exg(1 = e V@)@ =
and we have
|
sup V™ f ()] < (g + T(1 — e oT) =1/t
lz—zo|<T/(1—e~20T)1/(20) TL()!

0<m<n

Therefore, Conditions (8.7) and (8.8) hold under (8.11) and

2 1 1
T < gmln (2—6,—10g (1—ﬁ)).

Example 8.6. Consider the exponential nonlinearity f(r) = e*

The solution of (1.1) is given by

x(t) = —log(e ™ —t), 0<t<e ™,

We have
a(xo;ng) = Su>% V™ f(xo)| = €.
Condition (8.7) becomes
T 1
which implies \gT < 1/e, and it follows from Remark 8.4 that
T 1

(1= e YD) < exg(l = e Ve)/@) =

and we have

Sup |me<x)| < eIO+T(176_>\OT)—1/(2q) <

lz—zg|<T/(1—e~20T)1/(20)
m>0

Therefore, Conditions (8.7) and (8.8) hold under (8.12) and

1
T < W log (1 — e~ (o1

1.€.

n!

<_

7’LQ!

T < —ilog 1-— no! : (zo + 1)72mo+ha ) < ;
Ao n! (n—1)zg~!

In particular, when n =2 and o = 1 we have ng = 1 and a(xg;ng) = 2, hence

erotl,

T < gmin (€_$0_1, —log (1 — e_(m°+1)(2q))) <e 0,
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, and initial data xo > 0.
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A Branching trees vs. Butcher trees

This section presents the full construction of the random tree B%¢, and describes the con-
nection between the functional H; (8%¢) and the Butcher series (1.3) in Lemma A.5. Recall
that a rooted tree 7 = (V, E, ) is a nonempty set V' of vertices and a set of edges E between
some of the pairs of vertices, with a specific vertex « called the root, such that the graph
(V, E) is connected with no loops. We call the two special trees () and « empty tree and
dot tree respectively. We denote by T the set of all rooted trees, and by T,, n > 0, the
subset of T consisting of all trees with order n. The following notion of grafting product is
a generalization of the notion of beta product from unlabeled trees, see [But21, Section 2.1],

to labeled trees.

Definition A.1 (Grafting product). i) Given 11, T2 two labeled trees and 1 € {1,...,|m|},
the grafting-product with label | of 71 and 1o, denoted by 11 *; T2, is the tree of order
|T1| + | 72| formed by grafting (attaching) o from its root to the vertex I of 11, so that the

whole 9 are descendants of vertex [.
ii) The new tree is labeled by keeping all labels of 71, and by adding |11| to all labels of To.

iii) For any labeled tree T, we let O xg 7 =7 %, 0 = 7 for all 0 <1 < |7|, and keep the labels

of T.

For t > 0 we consider the finite random tree B*!4|j, obtained by killing all offsprings of
B%! that are born beyond time ¢. The (random) leaves of B%!|;y, coincide with the set
K?. Associated to every sample tree of B%|jg,, we draw a labeled and marked Butcher
tree denoted by 7' via the following recursive algorithm based on the sequence of splitting

times of BO’Id|[07t] sorted in increasing order.!

! This is possible since the splitting times of BO’Id“O,ﬂ are a.s. distinct.
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Algorithm 1 Recursive construction of the labeled tree 7.

Initialization: Starting from an initial branch with label 0 and mark Id, we initialize an
empty tree () with label 0 and mark Id.

H Splitting ‘ Branching tree B[ g ‘ Labeled tree 74 ‘ erKg Ck H
0
0-th 091d 1

If only one splitting time occurred before time t,
e the initial branch yields one offspring with label 1 and mark f, and

e we update the initial labeled tree §) to () %o« = -, and mark this root with f.

H Splitting ‘ Branching tree B%[o ‘ Labeled tree 74 ‘ erK? Cx H
0 1 1
st 18— Lof f
Recursion: Assume that a marked labeled tree 7 with order |7| = ¢ > 1 has been

constructed, with ¢-th splitting time not later than ¢.

e If the (i + 1)-th splitting time of a branch with label [ > 1 and mark V™ f, m > 0, is
not later than ¢ it then gives two offsprings, respectively with label ¢ + 1 and mark
f, and with label [ and mark V™! f.

e We update the labeled tree 7 to 7 %; .. We also update the mark of the vertex [ to
V™ f and mark the new vertex i + 1 with f.

H Splitting ‘ Branching tree B%[y ‘ Labeled tree 74 ‘ erK? Ck H
2 2 f
0 1 1 § .
: 7 .
Py 1eVf

Since B%!;y 4 has finite splitting, the above induction will end in finite steps. The following

graphs further illustrate this recursive construction.

H Splitting ‘ Branching tree BO’I‘1|[O¢] ‘ Labeled tree 71 ‘ erqu Cx H

2¢f 39f
\/ VAf(f, )
V2 f

0 1
(O 10—
3rd
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3rd 2¢V/ (VI2f
R
18V f
H Splitting Branching tree BO’IdhO,t] ‘ Labeled tree 714 er/c? Cx H
daf 3ef 2o f
4-th \I/ (V2O L)
1¥V3f
4-th

3ef
4 26V
v g onn

19V2f
. 3&f 4pf

— z ‘ S Vz
4-th L, : . - Yf (VOO )

[ Fam f : :

‘ 1eVf

4-th

The above construction relies on two inductive assumptions, which are proved in the next

lemma by induction on splitting times.

Lemma A.2. i) The labeled tree T drawn at the i-th splitting of B™'"|jy has order || =
i > 1, its vertex labels form permutation of {0, ... |7|}, and each vertex with m descen-

dants is marked by V™ f, with m <1 — 1.
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ii) Right after the i-th splitting of BO’Id|[07t], t > 1, the labels of all living branches form
a permutation of {0,...,i}. If the label of a living branch coincides with the label of a

vertex of the tree T that we have drawn, then their marks also coincide.

Proof. 1) The statements clearly hold for the first splitting. Suppose that they hold for the
tree 7 drawn at the i-th splitting, ¢ > 1. In the (i 4+ 1)-th splitting, the new tree 7 %;+ is a
labeled tree with order |7| +1 =i+ 1. Compared to 7, the only vertex whose descendant
number changes in the new tree 7 %; « is the vertex [. This vertex has mark V™ f in 7, so
by the inductive assumption, it has m descendants with m < 7. In the new tree 7 %; +, the
vertex | has one more descendant than in 7, and its mark is updated to V"1 f.

i1) The statements hold for the first splitting, since the only living branch right after this
splitting must be the only child of the initial branch, which has label 1 and mark f, which is
the same as the mark of the root we have drawn. Suppose that the statements hold for the
i-th splitting, ¢ > 1. Then by construction, at the (i 4+ 1)-th splitting, the branch with label
[ dies and gives two offsprings are labeled by i + 1 and [, while all other living branches have
distinct labels forming a permutation of {0, ...} \ {l}. Thus, the labels of all these living
branches have distinct labels forming a permutation of {0,...,i+1}. Again by construction,
the two offsprings with labels i + 1 and [ have marks f and V™! f which are the same as
those of the vertex ¢ + 1 and [ in the new drawn tree, while all other living branches also
share the same marks with the vertices whose labels equal to their labels, by the inductive

assumption. This completes the proof. O]
The next result is consequence of Lemma A.2.

Corollary A.3. i) Each verter of T'¢ having m descendants has the mark V™ f, for m =
Lo, |79 -1,

ii) The labels of the leaves of BO’Id|[07t} are distinct and they constitute a permutation of
{0, ,|K2|}. If the label of a leave of B0y coincides with the label of a vertex of

T, then their marks also coincide.
Next is the definition of elementary differentials, cf. [But10, § 3.3].

Definition A.4. The clementary differential of f is the mapping F : T — C®(R? RY)
defined recursively by F(0) =1d, F(+) = f, and

F(r) = V" f(F(n),..., F(7m))
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forT=1m,...,Tm].

When |7| = n, we have

F(T):lef(vm2f<), ,( 7f))

for a sequence (m;);=1,. , of integers satisfying m,, = 0 and > ", m; = n — 1. For a given
tree 7 € T, the map F' also provides a way to mark each vertex of 7 by f or its derivatives:

each vertex with no descendants is marked by f; the vertices with m descendants are marked

by V™ f, for m > 0.

Lemma A.5. Letting T be the random labeled tree defined in Algorithm 1, we have

I ac=F(T).

kek?
Proof. By ii) of Corollary A.3, the composition of marks over the leaves of BO’Id|[07t] coincides
with the composition of marks of all vertices of 7'¢. From the construction of the map F

and i) of Corollary A.3, we conclude that the product er’c? cx coincides with F(7T4). O
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