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#### Abstract

We present the numerical application of a meshfree algorithm for the solution of fully nonlinear PDEs by Monte Carlo simulation using branching diffusion trees coded by the nonlinearities appearing in the equation. This algorithm is applied to the numerical solution of modified and non-Newtonian Burgers equations, and to a problem with boundary conditions in fluid dynamics, by the computation of a Poiseuille flow. Our implementation uses neural networks that yield a functional space-time domain estimation, and includes numerical comparisons with the deep Galerkin (DGM) and deep backward stochastic differential equation (BSDE) methods.


Keywords: Fully nonlinear PDEs, Monte Carlo method, branching process, random tree, Burgers equation, modified Burgers equation, non-Newtonian Burgers equation, Poiseuille flow, power law, deep neural network.
Mathematics Subject Classification (2020): 35G20, 60H30, 60J85, 76M35, 65C05.

## 1 Introduction

This paper presents an application of the stochastic branching method of [NPP23b] to the numerical solution of nonlinear partial differential equations (PDEs) such as the modified

[^0]and non-Newtonian Burgers equation, and to a fluid dynamics boundary problem using a Poiseuille flow.

Standard numerical schemes for the solution of partial differential equations (PDEs) by e.g. finite differences or finite elements, which generally suffer from the curse of dimensionality. Deep learning methods for the solution of high dimensional PDEs have been introduced in [SS18] using the deep Galerkin method (DGM), see [LZCC22] for recent improvements. Probabilistic schemes, also provide a promising direction to overcome the curse of dimensionality. Probabilistic representations for the solutions of nonlinear PDEs with first and second order gradient nonlinearities can also be obtained using backward stochastic differential equation (BSDE), see [Pen91], [PP92], [CSTV07], and [HJE17, HJE18, BEJ19] for deep learning implementations, see [CKSY23] for a recent survey.

Stochastic branching diffusion mechanisms [Sko64], [INW69], represent an alternative to the DGM and BSDE methods, see [HL12, HLTT14, HLOT ${ }^{+}$19]. In [NPP23b], a stochastic branching method that carries information on (functional) nonlinearities along a random tree has been introduced, with the aim of providing Monte Carlo schemes for the numerical solution of fully nonlinear PDEs with gradients of arbitrary orders. In this paper, we present a deep learning implementation of the method of [NPP23b] which relies on Monte Carlo sampling, the law of large number and the universal approximation theorem. In this framework,
i) the PDE solution is given by the conditional expectation of a functional of a random coding tree via the fully nonlinear Feynman-Kac formula Theorem 3.2 in [NPP23b].
ii) The conditional expectation can be approximated by a neural network function through the $L^{2}$-minimality property and the universal approximation theorem.

This algorithm carries information on (possibly functional) nonlinearities along a random tree for the numerical solution of fully nonlinear PDEs with gradients of arbitrary orders by the Monte Carlo method. It has been implemented on $\mathbb{R}^{d}$ in [NPP23a] using a neural network approach to efficiently approximate the PDE solution $u(t, x) \in \mathbb{R}$ over a bounded domain in $[0, T] \times \mathbb{R}^{d}$, see also [NPP23c] for an application to the numerical solution of the incompressible Navier-Stokes equation. This approach extends the stochastic branching mechanisms $\left[\mathrm{HLOT}^{+} 19\right]$ and references therein, which applies only to first order gradient
nonlinearities. We note however that branching diffusion methods suffer in general from a finite explosion time depending on the smoothness of the nonlinearities involved in the equation, which is linked to the non-integrability of stochastic weight defined by a branching process.

Other approaches to the solution of differential equations by carrying information on nonlinearities along trees include the use of B-series for ordinary differential equations (ODEs), see [But10], Chapters 4-6 of [DB02] and references therein, with applications ranging to geometric numerical integration and stochastic differential equations [HLW06], see also [Gub10], and [BHZ19] for decorated trees and stochastic partial differential equations. On the other hand, the stochastic branching method does not use series truncations, and it can be used to estimate an infinite series, see [PP22] for an application to ODEs.

Numerical solutions of semilinear PDEs have also been obtained by the multilevel Picard method [EHJK19, EHJK21, HJK22], and $\left[\mathrm{BBH}^{+} 20\right]$ for numerical experiments. We also refer to $\left[\mathrm{BBC}^{+} 21, \mathrm{HPW} 20, \mathrm{PWG21]}\right.$ and [LLP23], for related deep learning-based numerical algorithms.

Our method is applied to the Burgers and modified Burgers equations, as well as to the generalized power-law Burger's equation for non-Newtonian fluids, which has applications to the study of aneurysms [BLS18]. We also provide comparisons of our results to the outputs of the deep Galerkin algorithm of [SS18], and to the deep BSDE method of [HJE18, BEJ19], and consider an application to a fluid dynamics boundary problem by the computation of a Poiseuille flow. We note that all three methods considered in this paper are providing a functional estimation of PDE solutions using neural networks.

After a summary of our stochastic coded tree approach in Section 2, we consider in Sections 3-4 the Burgers and modified Burgers equations

$$
\partial_{t} u(t, x)+\frac{\nu}{2} \partial_{x x} u(t, x)-u^{p}(t, x) \partial_{x} u(t, x)=0
$$

for $p=1,2,3$, which incorporate nonlinearity and diffusive dissipation, where $\nu>0$ is the viscosity parameter.

The numerical solution of the (modified) Burgers equation has been the object of several studies using time and space splitting methods, see e.g. [RED05] and [SD08] for the use of quintic splines, and [Bra10] for a fourth-order finite difference method.

We note in Figures 1 and 3-4 that the Galerkin, BSDE and branching methods perform similarly up to time $T=1$ in dimension $d=1$, and up to time $T=0.2$ in dimension $d=3$. On the other hand, for the version (3.3) of the multidimensional Burgers equation, the deep branching method is more stable than the deep Galerkin and deep BSDE methods in dimension $d=20$, see Figure 2-b).

Next, in Section 5 we consider the one-dimensional non-Newtonian Burgers equation

$$
\partial_{t} u(t, x)+n \frac{\nu}{2}\left|\partial_{x} u(t, x)\right|^{n-1} \Delta u(t, x)-u(t, x) \partial_{x} u(t, x)=0
$$

$(t, x) \in[0, T] \times \mathbb{R}$, where $n \in(0, \infty)$. We note that while all three methods perform comparably for $n=2,3$, see Figure 5 , it turns out that the deep branching method is more stable than the deep Galerkin and deep BSDE methods for the fractional orders $n=1 / 2$ and $n=1 / 3$, see Figure 6. Indeed, dealing with functional nonlinearities appears to be challenging for the BSDE and Galerkin algorithms, which perform better for polynomial nonlinearities in Sections 3 and 4. On the other hand, the deep branching method is natively designed to handle a class of general nonlinearities, by propagating them along a random tree.

In Section 6 we consider the case of boundary conditions with application to a fluid dynamics problem using the equation of a Poiseuille flow.

The codes and executions of our numerical experiments are available at https://github. com/nguwijy/deep_branching_jjiam. In order to ensure a fair performance comparison, our numerical experiments are tuned to have comparable runtimes, while ensuring that the deep branching method takes the shortest time, see Table 1 which lists the respective computation times in the figures of Sections 3 to 5 . The numerical outputs of the deep BSDE and deep Galerkin may be improved by further increasing their runtimes.

| Method \Figure | 1a | 1b | 2 a | 2 b | 3 a | 3 b | 4 a | 4 b | 5 a | 5 b | 6 a | 6 b |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Deep branching | 34 | 92 | 126 | 241 | 38 | 37 | 38 | 38 | 36 | 55 | 54 | 55 |
| Deep Galerkin [SS18] | 87 | 140 | 155 | 598 | 83 | 84 | 85 | 87 | 83 | 91 | 87 | 87 |
| Deep BSDE [BEJ19] | 142 | 145 | 137 | 145 | 141 | 142 | 143 | 141 | 150 | 157 | 148 | 157 |

Table 1: Comparison of runtimes in minutes for Figures 1a to 6 b.
We proceed as follows. In Section 2 we recall the framework of [NPP23a] for the probabilistic representation of fully nonlinear PDE solutions using branching trees coded by nonlinearities. This is followed by numerical experiments for the modified and non-Newtonian

Burgers equations in Sections 3-5, and by an application to PDE problems with boundary domain conditions in Section 6. The appendix contains technical derivations that are used in Section 2.

## 2 Stochastic coded trees

In this section, we summarize the construction of the stochastic branching solver of [NPP23b], and we extend it from one real variable to $d$-dimensional variables, $d \geq 1$, for nonlinear PDEs of the form

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}(t, x)+\frac{\nu}{2} \Delta u(t, x)+f\left(u(t, x), \frac{\partial u}{\partial x_{1}}(t, x), \ldots, \frac{\partial u}{\partial x_{d}}(t, x), \frac{\partial^{2} u}{\partial x_{1}^{2}}(t, x), \ldots, \frac{\partial^{2} u}{\partial x_{d}^{2}}(t, x)\right)=0  \tag{2.1}\\
u(T, x)=\phi(x), \quad(t, x) \in[0, T] \times \mathbb{R}^{d}
\end{array}\right.
$$

where $\nu>0, \Delta=\sum_{k=1}^{d} \partial_{x_{k}}^{2}$ is the standard Laplacian on $\mathbb{R}^{d}$, and $f\left(z_{0}, z_{1}, \ldots, z_{2 d}\right)$ is a smooth functional nonlinearity involving the partial derivatives $\partial u / \partial x_{k}, \partial^{2} u / \partial x_{k}{ }^{2}, k=$ $1, \ldots, d$.

For this, we start by rewriting (2.1) in Duhamel integral representation, as

$$
\begin{align*}
& u(t, x)=\int_{\mathbb{R}^{d}} \varphi(T-t, y-x) \phi(y) d y  \tag{2.2}\\
& \quad+\int_{t}^{T} \int_{\mathbb{R}^{d}} \varphi(s-t, y-x) f\left(u(t, y), \frac{\partial u}{\partial y_{1}}(t, y), \ldots, \frac{\partial u}{\partial y_{d}}(t, y), \frac{\partial^{2} u}{\partial y_{1}^{2}}(t, y), \ldots, \frac{\partial^{2} u}{\partial y_{d}^{2}}(t, y)\right) d y d s,
\end{align*}
$$

where $\varphi(t, x):=\mathrm{e}^{-x^{2} /\left(2 \nu^{2} t\right)} / \sqrt{2 \pi \nu^{2} t}$ is the Gaussian kernel with variance $\nu^{2}>0$ and $(t, x) \in$ $[0, T] \times \mathbb{R}^{d}$. Next, using the notation

$$
\begin{equation*}
g^{*}(u)(t, y):=g\left(u(t, y), \frac{\partial u}{\partial y_{1}}(t, y), \ldots, \frac{\partial u}{\partial y_{d}}(t, y), \frac{\partial^{2} u}{\partial y_{1}^{2}}(t, y), \ldots, \frac{\partial u^{2}}{\partial y_{d}^{2}}(t, y)\right), \tag{2.3}
\end{equation*}
$$

$y=\left(y_{1}, \ldots, y_{d}\right) \in \mathbb{R}^{d}$, for any function $g: \mathbb{R}^{2 d+1} \rightarrow \mathbb{R}$, we consider the set $\mathfrak{C}$ of operators from $\mathcal{C}^{0, \infty}\left([0, T] \times \mathbb{R}^{d}\right)$ to $\mathcal{C}^{0, \infty}\left([0, T] \times \mathbb{R}^{d}\right)$, defined as

$$
\mathfrak{C}:=\left\{\operatorname{Id}, \quad\left(a \partial_{\lambda} f\right)^{*}, \partial_{\mu}: \lambda \in \mathbb{N}^{2 d+1}, \mu \in \mathbb{N}^{d}, a \in \mathbb{R} \backslash\{0\}\right\}
$$

where Id denotes the identity on $\mathcal{C}^{0, \infty}\left([0, T] \times \mathbb{R}^{d}\right)$, and

$$
\partial_{\lambda}:=\partial_{z_{0}}^{\lambda_{0}} \cdots \partial_{z_{2 d}}^{\lambda_{2 d}}, \quad \partial_{\mu}:=\partial_{x_{1}}^{\mu_{1}} \cdots \partial_{x_{d}}^{\mu_{d}}, \quad \lambda=\left(\lambda_{0}, \ldots, \lambda_{2 d}\right) \in \mathbb{N}^{2 d+1}, \mu=\left(\mu_{1}, \ldots, \mu_{d}\right) \in \mathbb{N}^{d} .
$$

We also consider the mechanism $\mathcal{M}$, which is a mapping defined on $\mathfrak{C}$ by $\mathcal{M}(\mathrm{Id}):=\left\{f^{*}\right\}$ and

$$
\begin{aligned}
& \mathcal{M}\left(g^{*}\right):=\left\{\left(f^{*},\left(\frac{\partial g}{\partial z_{0}}\right)^{*}\right)\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{c}
1 \leq\left|k_{1}\right|, \ldots,\left|k_{s}\right|, \\
0 \prec l^{1} \prec \cdots \prec l^{s}
\end{array} \\
& \begin{array}{c}
k_{1}^{i}+\cdots+k_{s}^{i}=\nu_{i}, i=0, \ldots, 2 d \\
\left|k_{1}\right| l_{j}^{1}+\cdots+\left|k_{s}\right| l_{j}^{s}=\lambda_{j}^{p}, j=0, \ldots, 2 d
\end{array} \\
& \bigcup \bigcup_{\substack{i, j=1, \ldots, 2 d \\
k=1, \ldots, d}}\left\{\left(-\frac{\nu}{2}\left(\partial_{\mathbf{1}_{i}+\mathbf{1}_{j}} g\right)^{*}, \partial_{\lambda^{i}+\mathbf{1}_{k}}, \partial_{\lambda^{j}+\mathbf{1}_{k}}\right)\right\}, \quad g^{*} \in \mathcal{C},
\end{aligned}
$$

$g^{*} \in \mathfrak{C}$, where we let $\lambda^{0}=(0, \ldots, 0) \in \mathbb{N}^{2 d+1}, \lambda^{i}=\mathbf{1}_{i} \in \mathbb{N}^{2 d+1}$ for $i=1, \ldots, d$, and $\lambda^{i}=2 \mathbf{1}_{i} \in \mathbb{N}^{2 d+1}$ for $i=d+1, \ldots, 2 d$, where $\mathbf{1}_{i}$ denotes the vector made of 1 at the position $q \in\{1, \ldots, 2 d\}$ and 0 elsewhere, and by

$$
\begin{align*}
& \mathcal{M}\left(\partial_{\mu}\right) \tag{2.5}
\end{align*}
$$

$\mu \in \mathbb{N}^{d}$. The elements of $\mathfrak{C}$ are called codes, and from the calculations presented in appendix we note that the application $c(u)$ of $c \in \mathfrak{C}$ to $u(t, x)$ satisfies the system of equations $c(u)(t, x)=\int_{\mathbb{R}^{d}} \varphi(T-t, y-x) c(u)(T, y) d y+\sum_{Z \in \mathcal{M}(c)} \int_{t}^{T} \int_{\mathbb{R}^{d}} \varphi(s-t, y-x) \prod_{z \in Z} z(u)(s, y) d y d s$,
$(t, x) \in[0, T] \times \mathbb{R}^{d}$, see also Lemma 2.3 of [NPP23b]. Next, we rewrite (2.6) as the recursive relation

$$
\begin{align*}
c(u)(t, x)=\mathbb{E}\left[\mathbf{1}_{\left\{\tau_{1}>T-t\right\}}\right. & \frac{c(u)\left(T, x+W_{\nu(T-t)}\right)}{\bar{F}(T-t)}  \tag{2.7}\\
& \left.+\mathbf{1}_{\left\{\tau_{1} \leq T-t\right\}} \sum_{Z \in \mathcal{M}(c)} \int_{t}^{T} \mathbf{1}_{\left\{I_{c}=Z\right\}} \frac{\prod_{z \in Z} z(u)\left(s, x+W_{\nu(s-t)}\right)}{q\left(I_{c}\right) \rho\left(\tau_{1}\right)} d s\right],
\end{align*}
$$

where $\left(\tau_{1}, W_{\sigma^{2}}, I_{c}\right)$ is a triple of independent random variables, such that
i) $\tau_{1}$ is a random time with probability density function $\rho: \mathbb{R}_{+} \rightarrow(0, \infty)$ and tail distribution function $\bar{F}$,
ii) $W_{\sigma^{2}}$ is a $d$-dimensional $\mathcal{N}\left(0, \sigma^{2}\right)$ independent centered normal random sample with variance $\sigma^{2}$, and
iii) $I_{c}$ is a random variable with uniform distribution $q_{c}(b):=\mathbb{P}\left(I_{c}=b\right)$ on $\mathcal{M}(c), b \in \mathcal{M}(c)$.

Given an initial code $c$ and initial condition $(t, x) \in[0, T] \times \mathbb{R}^{d}$, we build a random tree $\mathcal{T}_{t, x, c}$ which branches at random time intervals whose lengths are independent copies of $\tau_{1}$. In addition, a code in $\mathfrak{C}$ and a Brownian path are assigned to every branch of $\mathcal{T}_{t, x, c}$. Namely, after branching at the node $\bar{k} \in \mathcal{T}_{t, x, c}$, a branch with code $c_{\bar{k}} \in \mathfrak{C}$ generates a sequence of offsprings with corresponding code sequence $I_{c_{\bar{k}}}$ chosen in $\mathcal{M}\left(c_{\bar{k}}\right)$ with the probability distribution $\left(q_{c_{\bar{k}}}(b)\right)_{b \in \mathcal{M}\left(c_{\bar{k}}\right)}$, and every new branch develops an independent Brownian random evolution over the random branch time $\tau_{\bar{k}}$. The creation of new branches from a node $\bar{k} \in \mathcal{T}_{t, x, c}$ stops when the new branching time exceeds $T$. In this case, the last branching time is denoted by $T_{\bar{k}-}$ and the corresponding terminal Brownian value is denoted by $X_{T, x}^{\bar{k}}$. Finally, the set of leaves of the random tree $\mathcal{T}_{t, x, c}$ is denoted by $\mathcal{T}_{t, x, c}^{\partial}$, and we let $\mathcal{T}_{t, x, c}^{\circ}=\mathcal{T}_{t, x, c} \backslash \mathcal{T}_{t, x, c}^{\partial}$.

As in Definition 4.1 of [NPP23b], we consider the random functional

$$
\mathcal{H}(t, x, \text { Id }):=\prod_{\bar{k} \in \mathcal{K}^{\circ}} \frac{1}{q_{c_{\bar{k}}}\left(I_{c_{\bar{k}}}\right) \rho\left(\tau_{\bar{k}}\right)} \prod_{\bar{k} \in \mathcal{K}^{\partial}} \frac{c_{\bar{k}}(u)\left(T, X_{T, x}^{\bar{k}}\right)}{\bar{F}\left(T-T_{\bar{k}-}\right)}
$$

of the random coding tree $\mathcal{T}_{t, x, c}$ started at time $t \in[0, T]$, location $x \in \mathbb{R}$ and code $c=\mathrm{Id}$. The functional $\mathcal{H}(t, x, c)$ is constructed by recursion in Algorithm 1 along the random tree $\mathcal{T}_{t, x, c}$ started at $(t, x, c) \in[0, T] \times \mathbb{R}^{d} \times \mathcal{C}$.

```
Algorithm 1 Coding tree algorithm \(\operatorname{TREE}(t, x, c)\)
Input: \(t \in[0, T], x \in \mathbb{R}^{d}, c \in \mathcal{C}\)
Output: \(\mathcal{H}(t, x, c) \in \mathbb{R}\)
    \(\mathcal{H}(t, x, c) \leftarrow 1\)
    \(\tau \leftarrow\) a random variable drawn from the distribution of \(\rho\)
    if \(t+\tau>T\) then
        \(W \leftarrow\) a random vector drawn from \(\mathcal{N}(0, \nu(T-t))\)
        \(\mathcal{H}(t, x, c) \leftarrow \mathcal{H}(t, x, c) \times c(u)(T, x+W) / \bar{F}(T-t)\)
    else
        \(q \leftarrow\) the size of the mechanism set \(\mathcal{M}(c)\)
        \(I \leftarrow\) a random element drawn uniformly from \(\mathcal{M}(c)\)
        \(\mathcal{H}(t, x, c) \leftarrow \mathcal{H}(t, x, c) \times q / \rho(\tau)\)
        for all \(c c \in I\) do
            \(W \leftarrow\) a random vector drawn from \(\mathcal{N}(0, \nu \tau)\)
            \(\mathcal{H}(t, x, c) \leftarrow \mathcal{H}(t, x, c) \times \operatorname{TREE}(t+\tau, x+W, c c)\)
        end for
    end if
```

Under suitable regularity conditions on $f$ and $\phi$, see Assumption (A) in [NPP23b], taking $c=$ Id we obtain the probabilistic representation

$$
\begin{equation*}
u(t, x):=\mathbb{E}[\mathcal{H}(t, x, \mathrm{Id})], \quad(t, x) \in[0, T] \times \mathbb{R}^{d} \tag{2.8}
\end{equation*}
$$

for the solution $u(t, x)$ of (2.1) as a consequence of (2.7), see Theorem 1 in [NPP23b].
Instead of performing a Monte Carlo evaluation (2.8) at given points $(t, x) \in[0, T] \times \mathbb{R}^{d}$, we use the $L^{2}$-minimality property of expectation to obtain a functional estimation of $u=$ $\left(u_{1}, \ldots, u_{d}\right)$ as $u(\cdot, \cdot)=v^{*}(\cdot, \cdot)$ on the support of a random vector $(\tau, X)$ on $[0, T] \times \mathbb{R}^{d}$ such that $\mathcal{H}\left(\tau, X, \mathrm{Id}_{i}\right) \in L^{2}$, where

$$
\begin{equation*}
v^{*}=\underset{\left\{v: \mathbb{R}^{d+1} \rightarrow \mathbb{R}^{d}: v(\tau, X) \in L^{2}\right\}}{\arg \min } \sum_{i=1}^{d} \mathbb{E}\left[\left(\mathcal{H}\left(\tau, X, \operatorname{Id}_{i}\right)-v_{i}(\tau, X)\right)^{2}\right] . \tag{2.9}
\end{equation*}
$$

To evaluate (2.9) on $[0, T] \times \Omega$, where $\Omega$ is a bounded domain of $\mathbb{R}^{d}$, we can choose $(\tau, X)$ to be a uniform random vector on $[0, T] \times \Omega$.

We note that the complexity of the algorithm increases linearly with the dimension $d$, as $d$ trees are used to generate a $d$-dimensional solution, whereas the complexity of finite difference methods is generally polynomial in the dimension $d$. Time complexity can be estimated from the mean number of leaves of a branching tree with exponential interbranching times, which
grows exponentially as a function of the terminal time $t>0$ when the number of branches is fixed, see [PP22].

## 3 Multidimensional Burgers equation

In this section, we consider the standard multidimensional Burgers equation

$$
\begin{equation*}
\partial_{t} u(t, x)+\frac{\nu}{2} \Delta u(t, x)-u(t, x) \sum_{k=1}^{d} \partial_{x_{k}} u(t, x)=0, \quad x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}, t \in[0, T], \tag{3.1}
\end{equation*}
$$

where $\Delta=\sum_{k=1}^{d} \partial_{x_{k}}^{2}$ denotes the standard Laplacian on $\mathbb{R}^{d}, d \geq 1$. Equation (3.1) is known to admit the traveling wave solution

$$
\begin{equation*}
u(t, x)=u_{2}+\frac{u_{1}-u_{2}}{1+\exp \left(\left(u_{1}-u_{2}\right)\left(\sum_{i=1}^{d} x_{i}-\left(u_{1}+u_{2}\right)(T-t) d / 2\right) / \nu\right)}, \tag{3.2}
\end{equation*}
$$

$(t, x) \in[0, T] \times \mathbb{R}^{d}$, where $u_{1}<u_{2}$, see [WB11]. Figure 1 presents estimates of the solution of the Burgers equation (3.1) with solution (3.2) in dimensions $d=1$ and $d=3$, with comparisons with the outputs of the deep Galerkin method [SS18] and of the deep BSDE method [HJE18].


Figure 1: Numerical solution of (3.1) and comparison to (3.2) with $\nu=1$.

In Figure 1-b) and in Figure 2 below we set $\left(x_{2}, \ldots, x_{d}\right)=(0, \ldots, 0)$ and plot $u(t, x)$ as a function of $x_{1}$, with $x=\left(x_{1}, 0, \ldots, 0\right)$. Next, we consider the multidimensional Burgers equation

$$
\begin{equation*}
\partial_{t} u(t, x)+\frac{d^{2}}{2} \Delta u(t, x)+\left(u(t, x)-\frac{2+d}{2 d}\right)\left(d \sum_{k=1}^{d} \partial_{x_{k}} u(t, x)\right)=0 \tag{3.3}
\end{equation*}
$$

with traveling wave solution

$$
\begin{equation*}
u(t, x)=\frac{\exp \left(t+d^{-1} \sum_{i=1}^{d} x_{i}\right)}{1+\exp \left(t+d^{-1} \sum_{i=1}^{d} x_{i}\right)}, \quad x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}, t \in[0, T] \tag{3.4}
\end{equation*}
$$

see § 4.5 of [HJE17], and § 4.2 of [Cha13]. Figure 2 presents estimates of the solution of the Burgers equation (3.3) with solution (3.4) in dimensions $d=5$ and $d=20$, with comparisons with the outputs of the deep Galerkin method [SS18] and of the deep BSDE method [HJE18].


Figure 2: Numerical solution of (3.3) and comparison to (3.4) with $\nu=d^{2}$.

We note in Figure 2-b) that the deep branching method is more stable than the deep Galerkin and deep BSDE methods in dimension $d=20$.

## 4 Modified Burgers equation

We note that in dimension $d=1$ the standard Burgers equation (3.1) also admits the traveling wave solution

$$
\begin{equation*}
u(t, x)=\frac{x}{1+T-t}\left(1+\alpha \sqrt{1+T-t} \exp \left(\frac{x^{2}}{2 \nu(1+T-t)}\right)\right)^{-1} \tag{4.1}
\end{equation*}
$$

$(t, x) \in[0, T] \times \mathbb{R}$, for any $\alpha>0$, see Section 8.3 of [Deb12]. Figure 3 presents estimates of the solution of the Burgers equation (3.1) with solution (4.1).


Figure 3: Numerical solution of (3.1) and comparison to (4.1) with $\alpha=1$, and $\nu=1$.

We consider the modified Burgers equations

$$
\begin{equation*}
\partial_{t} u(t, x)+\frac{\nu}{2} \partial_{x x} u(t, x)-u^{p}(t, x) \partial_{x} u(t, x)=0, \quad x \in \mathbb{R}, \quad p=2,3 \tag{4.2}
\end{equation*}
$$

which incorporate nonlinearity and diffusive dissipation, and are known to admit (4.1) as approximate solution when $\alpha=2$, see [Har96], [RED05], [SD08], [Bra10]. Figure 4 presents estimates of the solution of the modified Burgers equation (4.2).


Figure 4: Numerical solution of the Burgers equation (4.2) with $\alpha=2$ and $\nu=1$.

## 5 Non-Newtonian Burgers equation

In this section, we consider the non-Newtonian Burgers equation in dimension $d=1$

$$
\begin{equation*}
\partial_{t} u(t, x)+\frac{\nu}{2} \partial_{x}\left(\left|\partial_{x} u(t, x)\right|^{n-1} \partial_{x} u(t, x)\right)-u(t, x) \partial_{x} u(t, x)=0, \tag{5.1}
\end{equation*}
$$

with $n>0$, i.e. when $\partial_{x} u(t, x)>0$ we have

$$
\partial_{t} u(t, x)+n \frac{\nu}{2}\left(\partial_{x} u(t, x)\right)^{n-1} \Delta u(t, x)-u(t, x) \partial_{x} u(t, x)=0,
$$

$(t, x) \in[0, T] \times \mathbb{R}$. In order to apply the algorithm described in Section 2 and the deep BSDE method to (5.1), we further rewrite the equation as

$$
\begin{equation*}
\partial_{t} u(t, x)+\frac{\nu}{2} \Delta u(t, x)+n \frac{\nu}{2}\left(\partial_{x} u(t, x)\right)^{n-1} \Delta u(t, x)-\frac{\nu}{2} \partial_{x}^{2} u(t, x)-u(t, x) \partial_{x} u(t, x)=0 \tag{5.2}
\end{equation*}
$$

i.e. the nonlinearity $f$ in (2.1) is given by

$$
f(u, v, w)=n \frac{\nu}{2} w v^{n-1}-\frac{\nu}{2} w-u v .
$$

For any $u_{1}, u_{2} \in \mathbb{R}$ with $u_{1}<u_{2}$, the non-Newtonian Burgers equation (5.1) is known to admit a solution of the form

$$
\begin{equation*}
u(t, x)=h^{-1}\left(x-\left(u_{1}+u_{2}\right) \frac{T-t}{2}\right), \quad(t, x) \in[0, T] \times \mathbb{R} \tag{5.3}
\end{equation*}
$$

with

$$
\lim _{x \rightarrow-\infty} u(t, x)=u_{2}, \quad \lim _{x \rightarrow \infty} u(t, x)=u_{1}, \quad \text { and } \quad \lim _{|x| \rightarrow \infty} \partial_{x} u(t, x)=0,
$$

where

$$
\begin{aligned}
h(x) & :=\int_{x}^{\left(u_{1}+u_{2}\right) / 2}\left(\frac{\nu}{\left(v-u_{1}\right)\left(u_{2}-v\right)}\right)^{1 / n} d v \\
& =-\nu^{1 / n} \frac{n}{n-1} \frac{\left(x-u_{1}\right)}{\left(u_{2}-u_{1}\right)^{1 / n}\left(x-u_{1}\right)^{1 / n}}{ }^{2} F_{1}\left(\frac{1}{n}, 1-\frac{1}{n}, 2-\frac{1}{n} ; \frac{u_{1}-x}{u_{1}-u_{2}}\right),
\end{aligned}
$$

$u_{1}<x<u_{2}$, and ${ }_{2} F_{1}$ is the Gaussian hypergeometric function, see [WB11], [WH12]. When $n=1$, (5.1) coincides with the standard Burgers equation (3.1) with

$$
h(u)=\frac{\nu}{u_{2}-u_{1}} \log \left(\frac{u_{2}-u}{u-u_{1}}\right),
$$

which recovers the traveling wave solution (3.4) in dimension $d=1$.
When the inverse function of $h$ is not available in closed form, we use the library 'pynverse ${ }^{6}$ to obtain pointwise samples of $h^{-1}$ in (5.3). Then, we use a neural network coded in PyTorch to learn from the pointwise samples of $h^{-1}$ in order to gain full knowledge of the derivatives of the terminal condition $\phi(x)=u(T, x)=h^{-1}(x)$, for use by the deep branching solver.

Figure 5 presents estimates of the solution of the non-Newtonian Burgers equation (5.1) with explicit solution given by (5.3) with $n=2$ and $n=3$.


Figure 5: Numerical solution of (5.1) with $T=10$ and $\nu=1$.

When $n=1 / 2$, we have

$$
h(u)=\frac{\nu^{2}}{\left(u_{2}-u_{1}\right)^{2}}\left(\frac{u_{1}+u_{2}-2 u}{\left(u-u_{1}\right)\left(u_{2}-u\right)}+\frac{2}{u_{2}-u_{1}} \log \frac{u_{2}-u}{u-u_{1}}\right),
$$

and when $n=1 / 3$, we find

$$
\begin{aligned}
h(u) & =\nu^{3}\left(\frac{\left(u_{2}-u_{1}\right)^{-3}}{2}\left(\frac{1}{\left(u-u_{1}\right)^{2}}-\frac{1}{\left(u_{2}-u\right)^{2}}\right)\right. \\
& \left.+3\left(u_{2}-u_{1}\right)^{-4}\left(\frac{1}{u-u_{1}}-\frac{1}{u_{2}-u}\right)+6\left(u_{2}-u_{1}\right)^{-5} \log \left(\frac{u_{2}-u}{u-u_{1}}\right)\right), \quad u_{1}<u<u_{2} .
\end{aligned}
$$

Figure 6 presents estimates of the solution of the non-Newtonian Burgers equation (5.1) with explicit solution given by (5.3) with parameters $n=1 / 2$ and $n=1 / 3$. We note that in this fractional order setting, the deep branching method is more stable than the deep Galerkin and deep BSDE methods at comparable runtimes.


Figure 6: Numerical solution of the non-Newtonian equation (5.1) with $T=10$ and $\nu=1$.
No data or graph are available for the deep Galerkin method in Figure 6-b) as the numerical output is NaN .

## 6 Domains with boundary conditions

In this section, we add a Dirichlet domain condition of the form

$$
\begin{equation*}
u(t, x)=0, \quad(t, x) \in[0, T] \times \partial \Omega, \tag{6.1}
\end{equation*}
$$

to the system (2.1), on the boundary $\partial \Omega$ of a domain $\Omega \subset \mathbb{R}^{d}$. In this case, the recursive Relation (2.7) is modified into

$$
\begin{align*}
c(u)(t, x)= & \mathbb{E}\left[\mathbf{1}_{\left\{\tau_{1}>T-t\right\}} \mathbf{1}_{\left\{\left(x+W_{u}\right)_{u \in[0, \nu(T-t)]} \subset \Omega\right\}} \frac{c(u)\left(T, x+W_{\nu(T-t)}\right)}{\bar{F}(T-t)}\right.  \tag{6.2}\\
& \left.+\mathbf{1}_{\left\{\tau_{1} \leq T-t\right\}} \sum_{Z \in \mathcal{M}(c)} \int_{t}^{T} \mathbf{1}_{\left\{I_{c}=Z\right\}} \mathbf{1}_{\left\{x+W_{u} \in \Omega, \forall 0 \leq u \leq \nu(s-t)\right\}} \frac{\prod_{z \in Z} z(u)\left(s, x+W_{\nu(s-t)}\right)}{q\left(I_{c}\right) \rho\left(\tau_{1}\right)} d s\right],
\end{align*}
$$

where the indicators $\mathbf{1}_{\left\{\left(x+W_{u}\right)_{u \in[0, \nu(T-t)]}\right.}$ and $\mathbf{1}_{\left\{x+W_{u} \in \Omega, \forall 0 \leq u \leq \nu(s-t)\right\}}$ account for the presence of the boundary condition (6.1).

## Path discretization approach

The first approach to implementing the indicator $\mathbf{1}_{\left\{x+W_{u} \in \Omega, \forall 0 \leq u \leq \nu(s-t)\right\}}$ in (6.2) is to discretize the Brownian path over $m \geq 1$ time steps as

$$
\left\{x+W_{u}: u=0, \nu(s-t) / m, 2 \nu(s-t) / m, \ldots, \nu(s-t)\right\}
$$

and to check the indicator conditions at discrete times. This can be achieved by passing the parameter bm_discretization_steps=m to the deep branching solver. Such an approach allows us to deal with arbitrary domains $\Omega$, however it may require a longer runtime and may lose accuracy close the boundary $\partial \Omega$.

## Survival probability approach

The second approach is to estimate explicitly the conditional survival probability

$$
\begin{equation*}
\mathbb{P}\left(\left\{x+W_{u} \in \Omega, \forall 0 \leq u<\nu(s-t)\right\} \cap\left\{x+W_{\nu(s-t)} \in \Omega\right\} \mid W_{\nu(s-t)}\right) \tag{6.3}
\end{equation*}
$$

and to pass the corresponding formula to the deep branching solver via the parameter conditional_probability_to_survive. This approach results into a shorter runtime and a higher accuracy over the whole domain. Its drawback is that a closed-form expression may not be available for arbitrary domains.

In case $\Omega$ is the hyperrectangle $\Omega=\prod_{i=0}^{d_{i n}-1}\left[a_{i}, b_{i}\right]$, the probability (6.3) can be written in closed form as

$$
\begin{align*}
\prod_{i=0}^{d_{i n}-1} \frac{1}{\sqrt{2 \pi \nu(s-t)}} \sum_{k=-\infty}^{\infty}( & \exp \left(\frac{\left(W_{\nu(s-t)}^{(i)}\right)^{2}-\left(W_{\nu(s-t)}^{(i)}+2 k\left(b_{i}-a_{i}\right)\right)^{2}}{2 \nu(s-t)}\right)  \tag{6.4}\\
& \left.-\exp \left(\frac{\left(W_{\nu(s-t)}^{(i)}\right)^{2}-\left(2 x+W_{\nu(s-t)}^{(i)}-2 a_{i}+2 k\left(b_{i}-a_{i}\right)\right)^{2}}{2 \nu(s-t)}\right)\right)
\end{align*}
$$

see e.g. Relation (4.44) in [Bor17].

## Example - Heat equation with boundary condition

As an example, letting $\Omega:=[\mathrm{lo}, \mathrm{hi}]$, we consider the heat equation

$$
\begin{cases}\partial_{t} u_{A}(t, x)+\frac{\nu}{2} \Delta u_{A}(t, x)=0, & (t, x) \in[0, T] \times \Omega  \tag{6.5}\\ u_{A}(t, x)=0, & (t, x) \in[0, T] \times \partial \Omega \\ u_{A}(T, x)=\mathbf{1}_{\{x \in A\}}, & x \in \Omega\end{cases}
$$

in dimension $d=1$, where $A=[a, b] \subset \Omega$, which admits the closed-form solution

$$
\begin{aligned}
u_{A}(t, x)= & \sum_{k=-\infty}^{\infty} \Phi\left(\frac{b-x+2 k(\mathrm{hi}-\mathrm{lo})}{\sqrt{\nu(T-t)}}\right)-\sum_{k=-\infty}^{\infty} \Phi\left(\frac{a-x+2 k(\mathrm{hi}-\mathrm{lo})}{\sqrt{\nu(T-t)}}\right) \\
& -\sum_{k=-\infty}^{\infty} \Phi\left(\frac{b+x-2 \mathrm{lo}+2 k(\mathrm{hi}-\mathrm{lo})}{\sqrt{\nu(T-t)}}\right)+\sum_{k=-\infty}^{\infty} \Phi\left(\frac{a+x-2 \mathrm{lo}+2 k(\mathrm{hi}-\mathrm{lo})}{\sqrt{\nu(T-t)}}\right)
\end{aligned}
$$

$(t, x) \in[0, T] \times \partial \Omega$. Figure 7 presents the output of the deep branching solver for the equation (6.5) with $\Omega=[-2,2]$ and $A=[-1,1]$, using either path discretization or (6.4).


Figure 7: Numerical solution of the heat equation (6.5) with boundary.

## Example - Poiseuille flow

Next, we consider the time-independent and time-dependent Poiseuille flows modeled by the two-dimensional Navier-Stokes equation on the square $[-L, L]^{2}$, i.e.

$$
\begin{equation*}
\partial_{t} u(t, x, y)+\frac{\nu}{2} \Delta u(t, x, y)=\nabla p(t, x, y)+u(t, x, y) \cdot \nabla u(t, x, y) \tag{6.6}
\end{equation*}
$$

$(x, y) \in[-L, L]^{2}, t \in[0, T]$, with boundary conditions on the walls $y=L$ and $y=L$, and an inlet at $x=-L$ flowing to the direction $x=L$, with the divergence-free condition $\operatorname{div} u=0$. Using the pressure function

$$
p(t, x, y):=\alpha v_{0}^{2}-\frac{\nu v_{0}}{L^{2}} x, \quad(x, y) \in[-L, L]^{2}, \quad t \in[0, T]
$$

it can be checked that the velocity flow $u(t, x, y):=(g(t, y), 0)$ with

$$
\begin{equation*}
g(t, y):=v_{0}\left(1-\frac{y^{2}}{L^{2}}\right)+\sum_{n=0}^{\infty} \frac{(-1)^{n+1} 32 v_{0}}{\pi^{3}(2 n+1)^{3}} e^{-\frac{(2 n+1)^{2} \pi^{2} \nu(T-t)}{8 L^{2}}} \cos \frac{(2 n+1) \pi y}{2 L} \tag{6.7}
\end{equation*}
$$

solves the Navier-Stokes equation (6.6), see e.g. Eq. (16) in [SKS ${ }^{+}$03]. Figure 8 presents the output of the deep branching solver using (6.4) for the equation (6.6), for the stationary solution $u(t, x, y)=\left(v_{0}\left(1-y^{2} / L^{2}\right), 0\right)$ and for the time-dependent solution series (6.7) truncated with 100 terms.


Figure 8: Numerical solutions $u(t, x, y)$ of the Poiseuille equation (6.6).

## A Appendix

In this appendix, we show how the system of equations (2.6) can be obtained as a consequence of the Duhamel identity (2.2) and the Faà di Bruno formula. For simplicity of exposition, we restrict ourselves to the case where (2.1) takes the form

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}(t, x)+\frac{\nu}{2} \Delta u(t, x)+f\left(u(t, x), \frac{\partial u}{\partial x_{1}}(t, x), \ldots, \frac{\partial u}{\partial x_{d}}(t, x)\right)=0  \tag{A.1}\\
u(T, x)=\phi(x), \quad(t, x) \in[0, T] \times \mathbb{R}^{d}
\end{array}\right.
$$

and refer to [NPP23a] for the general case. In the setting of (A.1), the writing of $\mathcal{M}\left(g^{*}\right)$ in (2.4) simplifies to

$$
\begin{align*}
& \mathcal{M}\left(g^{*}\right):=\left\{\left(f^{*},\left(\frac{\partial g}{\partial z_{0}}\right)^{*}\right)\right\}  \tag{A.2}\\
& \bigcup_{p=1}^{d} \bigcup_{i=0}^{d}\left\{\left(\left(\frac{\partial g}{\partial x_{p}}\right)^{*},\left(\frac{\partial f}{\partial x_{i}}\right)^{*}, \frac{\partial^{1+\lambda_{i}}}{\partial y_{p}^{1+\lambda_{i}}}\right)\right\} \bigcup \bigcup_{\substack{i, j=0, \ldots, d \\
k=1, \ldots, d}}\left\{\left(-\frac{\nu}{2}\left(\partial_{z_{i}} \partial_{z_{j}} g\right)^{*}, \frac{\partial^{\lambda_{i}+1} u}{\partial y_{i}^{\lambda_{i}} \partial y_{k}}, \frac{\partial^{\lambda_{j}+1} u}{\partial y_{j}^{\lambda_{j}} \partial y_{k}}\right)\right\},
\end{align*}
$$

$g^{*} \in \mathfrak{C}$, where $\left(\lambda_{0}, \ldots, \lambda_{d}\right):=(0,1, \ldots, 1)$, and using the notation (2.3) we have

$$
\begin{aligned}
& \partial_{t} g^{*}(u)+\frac{\nu}{2} \Delta g^{*}(u) \\
& =\sum_{p=0}^{d} \frac{\partial^{\lambda_{p}}}{\partial y_{p}^{\lambda_{p}}}\left(\partial_{t} u+\frac{\nu}{2} \Delta u\right)\left(\frac{\partial g}{\partial z_{p}}\right)^{*}(u)+\frac{\nu}{2} \sum_{i=0}^{d} \sum_{j=0}^{d} \sum_{k=1}^{d}\left(\frac{\partial^{\lambda_{i}+1} u}{\partial y_{i}^{\lambda_{i}} \partial y_{k}}\right)\left(\frac{\partial^{\lambda_{j}+1} u}{\partial y_{j}^{\lambda_{j}} \partial y_{k}}\right)\left(\frac{\partial^{2} g}{\partial z_{i} \partial z_{j}}\right)^{*}(u) \\
& =-\sum_{p=0}^{d}\left(\frac{\partial g}{\partial z_{p}}\right)^{*}(u) \frac{\partial^{\lambda_{p}}}{\partial y_{p}^{\lambda_{p}}} f^{*}(u)+\frac{\nu}{2} \sum_{i=0}^{d} \sum_{j=0}^{d} \sum_{k=1}^{d}\left(\frac{\partial^{\lambda_{i}+1} u}{\partial y_{i}^{\lambda_{i}} \partial y_{k}}\right)\left(\frac{\partial^{\lambda_{j}+1} u}{\partial y_{j}^{\lambda_{j}} \partial y_{k}}\right)\left(\frac{\partial^{2} g}{\partial z_{i} \partial z_{j}}\right)^{*}(u)
\end{aligned}
$$

$$
\begin{aligned}
= & -\left(\frac{\partial g}{\partial z_{0}}\right)^{*}(u) f^{*}(u)-\sum_{p=1}^{d}\left(\frac{\partial g}{\partial z_{p}}\right)^{*}(u) \frac{\partial}{\partial y_{p}} f^{*}(u) \\
& +\frac{\nu}{2} \sum_{i=0}^{d} \sum_{j=0}^{d} \sum_{k=1}^{d}\left(\frac{\partial^{\lambda_{i}+1} u}{\partial y_{i}^{\lambda_{i}} \partial y_{k}}\right)\left(\frac{\partial^{\lambda_{j}+1} u}{\partial y_{j}^{\lambda_{j}} \partial y_{k}}\right)\left(\frac{\partial^{2} g}{\partial z_{i} \partial z_{j}}\right)^{*}(u) \\
= & -\left(\frac{\partial g}{\partial z_{0}}\right)^{*}(u) f^{*}(u)-\sum_{p=1}^{d} \sum_{i=0}^{d}\left(\frac{\partial g}{\partial z_{p}}\right)^{*}(u) \frac{\partial^{1+\lambda_{i}} u}{\partial y_{p}^{1+\lambda_{i}}} \frac{\partial f}{\partial z_{i}}\left(u(t, y), \frac{\partial u}{\partial y_{1}}(t, y), \ldots, \frac{\partial u}{\partial y_{d}}(t, y)\right) \\
& +\frac{\nu}{2} \sum_{i=0}^{d} \sum_{j=0}^{d} \sum_{k=1}^{d}\left(\frac{\partial^{\lambda_{i}+1} u}{\partial y_{i}^{\lambda_{i}} \partial y_{k}}\right)\left(\frac{\partial^{\lambda_{j}+1} u}{\partial y_{j}^{\lambda_{j}} \partial y_{k}}\right)\left(\frac{\partial^{2} g}{\partial z_{i} \partial z_{j}}\right)^{*}(u) .
\end{aligned}
$$

Rewriting the above equation in the Duhamel integral form yields

$$
\begin{aligned}
& g^{*}(u)(t, x)=\int_{\mathbb{R}^{d}} \varphi(T-t, y-x) g(\phi(y)) d y \\
& +\int_{t}^{T} \int_{\mathbb{R}^{d}} \varphi(s-t, y-x)\left(-\frac{\nu}{2} \sum_{i=0}^{d} \sum_{j=0}^{d} \sum_{k=1}^{d} \frac{\partial^{\lambda_{i}+1} u}{\partial y_{i}^{\lambda_{i}} \partial y_{k}} \frac{\partial^{\lambda_{j}+1} u}{\partial y_{j}^{\lambda_{j}} \partial y_{k}}\left(\frac{\partial^{2} g}{\partial z_{i} \partial z_{j}}\right)^{*}(u)\right. \\
& \left.+\left(\frac{\partial g}{\partial x_{0}}\right)^{*}(u) f^{*}(u)+\sum_{p=1}^{d} \sum_{i=0}^{d}\left(\frac{\partial g}{\partial x_{p}}\right)^{*}(u) \frac{\partial^{1+\lambda_{i}} u}{\partial y_{p}^{1+\lambda_{i}}} \frac{\partial f}{\partial z_{i}}\left(u(s, y), \frac{\partial u}{\partial y_{1}}(s, y), \ldots, \frac{\partial u}{\partial y_{d}}(s, y)\right)\right) d y d s,
\end{aligned}
$$

which shows (2.6) for codes $c \in \mathfrak{C}$ of the form $c=g^{*}, g \in \mathcal{C}^{0, \infty}\left([0, T] \times \mathbb{R}^{d}\right)$, from the definition (A.2) of $\mathcal{M}$. Similarly, for $\mu \in \mathbb{N}^{d}$, using the Faà di Bruno formula, see Theorem 2.1 in [CS96], denoting by $\mathbf{1}_{q}$ the vector made of 1 at the position $q \in\{1, \ldots, d\}$ and 0 elsewhere, we have

$$
\begin{aligned}
& \partial_{\mu} u(t, x)=\int_{\mathbb{R}^{d}} \varphi(T-t, y-x) \partial_{\mu} u(T, y) d y \\
& +\int_{t}^{T} \int_{\mathbb{R}^{d}} \sum_{\substack{1 \leq \eta_{0}+\ldots+\eta_{d} \leq|\mu| \\
1 \leq s \leq|\mu|}} \sum_{\substack{1 \leq\left|k_{1}\right|, \ldots,\left|k_{s}\right|, 0<l^{1} \prec \ldots \prec l^{s} \\
k_{1}^{i}+\ldots+k_{s}^{s}, \eta_{i}, i=0, \ldots, d \\
\left|k_{1}\right| l_{j}^{1}+\cdots+\left|k_{s}\right| l_{j}^{s}=\mu_{j}, j, d, \ldots, d}} \frac{\prod_{\substack{1 \leq 1 \\
1 \leq r \leq s \leq d}}^{d} \mu_{i}!}{\prod_{r}^{q}!\left(l_{1}^{r}!\cdots l_{d}^{r}!\right)^{k_{r}^{q}}}\left(\partial_{\eta} f\right)^{*} \sum_{\substack{1 \leq r \leq s \\
1 \leq q \leq d}}\left(\partial_{l^{r}+\mathbf{1}_{q}} u(s, y)\right)^{k_{r}^{q}} d y d s,
\end{aligned}
$$

which yields (2.6) for codes $c \in \mathfrak{C}$ of the form $c=\partial_{\mu}=\partial_{x_{1}}^{\mu_{1}} \cdots \partial_{x_{d}}^{\mu_{d}}, \mu \in \mathbb{N}^{d}$, from the definition (2.5) of $\mathcal{M}$. The dimension-free argument of Theorem 3.2 in [NPP23b] then shows that (2.8) holds provided that $\mathcal{H}(t, x, \mathrm{Id})$ is integrable and the solution of $(2)$ is unique.
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