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1 Introduction

Integration by parts formulas are important in stochastic analysis, especially when

they are formulated with help of gradient and divergence operators. Their applications

include criteria for existence and smoothness of densities and extensions of stochastic

calculus to anticipating integrands. In this paper we present a duality formula using

gradient and divergence operators under Gibbs measures, and obtain in this way a

characterization of grand canonical Gibbs measures on a metric space X. Our duality

formula uses Skorohod type integral operators, and a gradient that acts by finite

differences. No differential structure is needed on X.

Poisson measures have been characterized using Campbell measures in [8], cf. also [6],

and the Wiener measure has been characterized by integration by parts, cf. [16] and

[17], Th. 1.2. The characterization of Poisson measures has been extended to Gibbs

measures in [10], [7]. Gibbs measures on the Wiener pathspace have been considered

in [17] in the case of the fixed lattice ZZd and in [18] in the case of random Poisson

lattices. A characterization of Poisson measures has been formulated in terms of

duality between finite difference operators and Skorohod integral operators in [15].

On the other hand, a characterization of mixed Poisson measures (or Gibbs canonical

free case) by integration by parts has been obtained in [1], and extended to canonical

Gibbs measures in [2], cf. also [4]. This result uses true differential operators, defined
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by infinitesimal shifts of configurations. However, this characterization does not ex-

tend to grand canonical Gibbs measures, as mentioned after Remark 4.6 of [2]. This is

natural because in the canonical free case, the conditions imposed by this integration

by parts formula are characteristic of mixed Poisson measures (which are a particular

case of canonical Gibbs measures, cf. [2], [9], [5]), not of Poisson measures.

The main difficulty associated to finite difference operators is that they do not satisfy

a chain rule of differentiation, and do not allow to do functional calculus. However,

as pointed out in [12], some type of finite difference functional calculus is possible for

exponential functionals, i.e. we have D exp(F ) = exp(F )(exp(DF )−1) if D is a finite

difference operator. This fact allows us to construct an integration by parts formula

using finite difference operators since Gibbs measures are constructed via conditional

densities which are given as exponential functionals. The use of the duality between

gradient and divergence simplifies the proof of the characterization result. More gen-

erally, this paper suggests a definition of Skorohod integrals under measures whose

densities with respect to the Poisson measure are given by exponential functionals.

In Sect. 2 we introduce some notation on configuration spaces and finite difference

operators. Integration by parts under Poisson measures is considered in Sect. 3. A

Skorohod type integral operator, which is in duality with the finite difference gradi-

ent under grand canonical Gibbs measures, is defined in Sect. 4. Sect. 5 contains a

characterization of grand canonical Gibbs measures by duality.

2 Configuration spaces and finite difference oper-

ators

We refer to [1], [3], [11], for the analysis on configuration spaces under Poisson mea-

sures. Let X be a metric space and let the configuration space ΓX on X be the set

of Radon measures on X of the form
∑i=N
i=1 εxi , with (xi)

i=N
i=1 ⊂ X, xi 6= xj, ∀i 6= j,

and N ∈ IN ∪ {∞}, where εx denotes the Dirac measure at x ∈ X. The fact that

all γ ∈ ΓX is finite on compact subsets of X implies that all sums and products

considered in this paper will be finite. We endow ΓX with the vague topology and

associated σ-algebra B(X), cf. [1], and as a convention we identify γ ∈ ΓX with its

support. Let |γ| = γ(X) denote the cardinal of γ ∈ ΓX , let d(γ) denote the diameter

of γ ∈ ΓX , and let d(x,Λ) denote the distance from x ∈ X to Λ ⊂ X. Let B(X),

resp. Bc(X) denote the Borel, resp. compact subsets of X. Following [11], for any
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x ∈ X and any mapping F : ΓX −→ IR we define the mappings ε+
x F : ΓX −→ IR and

ε−x F : ΓX −→ IR by

[
ε−x F

]
(γ) = F (γ\{x}), and

[
ε+
x F

]
(γ) = F (γ ∪ {x}), γ ∈ ΓX ,

and the difference operator D as DxF = ε+
x F − ε−x F , x ∈ X. We have the relations

ε−x ε
+
x = ε+

x and ε+
x ε
−
x = ε−x , x ∈ X. Let σ be a diffuse Borel Radon measure on X.

We have the product rules

Dx(FG) = (ε−x F )DxG+ (ε−xG)DxF + (DxF )(DxG), ∀x ∈ X,

and

Dx(FG) = (ε+
x F )DxG+ (ε+

xG)DxF − (DxF )(DxG), ∀x ∈ X,

which means, σ(dx)-a.e.:

Dx(FG) = FDxG+GDxF + (DxF )(DxG), (2.1)

and γ(dx)-a.e.:

Dx(FG) = FDxG+GDxF − (DxF )(DxG). (2.2)

These product rules do not lead a priori to a general functional calculus that could

express Df(F ) in terms of F , DF and f . However, in case f is the exponential

function we have Dx expF = exp ε+
x F − exp ε−x F for F : ΓX −→ IR, i.e.

Dx expF = (expF )(exp(DxF )− 1), σ(dx)− a.e., (2.3)

and

Dx expF = (expF )(1− exp(−DxF )), γ(dx)− a.e. (2.4)

For u : ΓX ×X −→ IR measurable, and such that u(·, γ), ε+
· u(·, γ) ∈ L1(X, dσ) for all

γ ∈ ΓX , the negative and positive Skorohod integral operators are defined as

δ−(u) =
∫
X
ε−x u(x)γ(dx)−

∫
X
u(x)σ(dx), (2.5)

and

δ+(u) =
∫
X
u(x)γ(dx)−

∫
X
ε+
x u(x)σ(dx), (2.6)

γ ∈ ΓX , cf. [11], [15], [14], with the relations δ−(ε+u) = δ+(u) and δ+(ε−u) = δ−(u).

(In order to simplify the notation we will often omit the variable γ in u : ΓX×X −→ IR,
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and write u(x), x ∈ X, instead of u(x, γ)). For u : ΓX ×X −→ IR and G : ΓX −→ IR

measurable, the operators δ−, δ+ and D are linked by the identities

δ−(Gu) = Gδ−(u)− 〈u,DG〉σ − δ−(uDG), (2.7)

and

δ+(Gu) = Gδ+(u)− 〈u,DG〉γ + δ+(uDG). (2.8)

provided all integrability and summability conditions are satisfied, see Prop. 2 below

for a proof of these identities in a more general context. Let FΛ, Λ ∈ B(X), denote

the σ-algebra FΛ = σ(γ 7→ γ(A) : A ⊂ Λ). For fn ∈ Cc(Xn), the multiple integral

of fn is defined as

In(fn) =
∫

∆n

fn(x1, . . . , xn)(γ(dx1)− σ(dx1)) · · · (γ(dxn)− σ(dxn))

with

∆n = {(x1, . . . , xn) ∈ Xn : xi 6= xj, ∀i 6= j}.

We denote by fn ⊗ gm the tensor product of two functions fn ∈ L2(X, σ)⊗n, gm ∈
L2(X, σ)⊗m, defined as

fn ⊗ gm(x1, . . . , xn, y1, . . . , ym) = fn(x1, . . . , xn)gm(y1, . . . , ym),

(x1, . . . , xn, y1, . . . , ym) ∈ Xn+m. The action of D and δ on multiple integrals is

DxIn(fn) = nIn−1(fn(x, ∗)), σ(dx)− a.e.,

fn ∈ Cc(Xn) being symmetric in its n variables. For gn ∈ Cc(Xn+1), we have

δ−(In(gn(∗, ·))) = In+1(gn), (2.9)

and the Kabanov multiplication formula:

I1(u)In(f⊗n) = In+1(u⊗ f⊗n) + n〈u, f〉σIn−1(f⊗(n−1)) + nIn((uf)⊗ f⊗(n−1)), (2.10)

f, u ∈ Cc(X), which can be understood as a reformulation of (2.7).

Definition 1 Given Λ ∈ B(X), let Sb(Λ) denote the space of bounded FΛ-measurable

functionals F : ΓX −→ IR, and let Ub(Λ) denote the set of bounded, measurable

mappings u : ΓX × X −→ IR whose support is contained in ΓX × Λ′, where Λ′ is a

compact subset of Λ.

Then F ∈ Sb(Λ) implies DF ∈ Ub(Λ) for Λ ∈ B(X).
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3 Poisson measures on configuration spaces

In this section we consider Poisson measures on ΓX , which can be viewed as a partic-

ular case of Gibbs measures. Let πσ denote the Poisson measure with intensity σ on

ΓX , defined by its characteristic function

Eπσ

[
exp

(
iz
∫
X
hdγ

)]
= exp

∫
X

(eizh − 1)dσ, z ∈ IR, h ∈ Cc(X).

We use the notation 〈·, ·〉σ = 〈·, ·〉L2(X,σ) and 〈·, ·〉γ = 〈·, ·〉L2(X,γ), γ ∈ ΓX . The

following statements hold under the Poisson measure πσ with intensity σ, cf. [11],

Cor. 1 and Cor. 5. For all u ∈ L2(ΓX , πσ;L∞(X, σ)) with support in ΓX × Λ, Λ ∈
Bc(X), we have:

Eπσ
[
Fδ−(u)

]
= Eπσ [〈DF, u〉σ] , F ∈ Sb(X),

Eπσ
[
Fδ+(u)

]
= Eπσ [〈DF, u〉γ] , F ∈ Sb(X),

Eπσ
[
δ−(u)

]
= 0, F ∈ Sb(X),

Eπσ
[
δ+(u)

]
= 0 F ∈ Sb(X).

We recall the following characterization of Poisson measures by duality between δ−,

δ+ and D, cf. [15].

Theorem 1 Let π be a finite measure on ΓX under which δ−(h), resp. δ+(h), is

integrable, ∀h ∈ Cc(X). If one of the following conditions holds:

Eπ
[
Fδ−(h)

]
= Eπ [〈DF, h〉σ] , ∀ h ∈ Cc(X), F ∈ Sb(X), (3.1)

Eπ
[
Fδ+(h)

]
= Eπ [〈DF, h〉γ] , ∀ h ∈ Cc(X), F ∈ Sb(X), (3.2)

Eπ
[
δ−(u)

]
= 0, ∀ u ∈ Ub(X), (3.3)

Eπ
[
δ+(u)

]
= 0, ∀ u ∈ Ub(X), (3.4)

then π is proportional to the Poisson measure πσ with intensity σ.

Proof. For completeness we recall a short proof of this result, cf. [15]. The facts that

(3.3) implies (3.1) and that (3.4) implies (3.2) follow from Relations (2.7) and (2.8).

Assume that (3.1) holds, let h ∈ Cc(X) and ψ(z) = Eπ[exp (iz
∫
X hdγ)], z ∈ IR. We

have

d

dz
ψ(z) = iEπ

[
δ−(h) exp

(
iz
∫
X
hdγ

)]
+ iEπ

[∫
X
hdσ exp

(
iz
∫
X
hdγ

)]
= iEπ

[
〈h,D exp

(
iz
∫
X
hdγ

)
〉σ
]

+ iψ(z)
∫
X
hdσ

= i〈h, eizh − 1〉σEπ
[
exp

(
iz
∫
X
hdγ

)]
+ iψ(z)

∫
X
hdσ = iψ(z)〈h, eizh〉σ,
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h ∈ Cc(X). This gives ψ(z) = ψ(0) exp
∫
X(eizh − 1)dσ, z ∈ IR, hence π = ψ(0)πσ.

2

The integration by parts characterization of mixed Poisson, resp. canonical Gibbs,

measures of [1], resp. [2], uses a different operator, denoted as ∇Γ, which can be

defined as

(∇Γ
γF )(x) =

i=n∑
i=1

∂if
(∫

X
ψ1dγ, . . . ,

∫
X
ψndγ

)
∇Xψi(x), x ∈ X,

for F = f (
∫
X ψ1dγ, . . . ,

∫
X ψndγ), ψ1, . . . , ψn ∈ C∞c (X). This requires a differential

structure on X, namely X has to be a Riemannian manifold with gradient ∇X .

4 Skorohod integration under grand canonical Gibbs

measures

Our aim in this section is to define Skorohod type operators in the setting of Gibbs

measures. We consider an interaction potential Φ : ΓX −→ IR. For Λ ∈ Bc(X), the

Hamiltonian potential HΛ is defined as (see. e.g. [4]):

HΛ(γ) =


∑

γ̃⊂γ, γ̃(Λ)>0

Φ(γ̃), if
∑

γ̃⊂γ, γ̃(Λ)>0

|Φ(γ̃)| <∞,

+∞ otherwise,

and satisfies HΛ(γ) = HΛ′(γ) if γ ⊂ Λ ⊂ Λ′. Using the notation γΛ = γ∩Λ, Λ ∈ B(X),

and γγ̃ = γ ∪ γ̃, for γ, γ̃ ∈ ΓX , we assume that there exists a > 0 with

HΛ(γ) ≥ −a|γΛ|, γ ∈ ΓX , Λ ∈ Bc(X). (4.1)

This condition ensures in particular the integrability of γ 7→ exp(−HΛ(γ̃ΛcγΛ)) under

the Poisson measure πσ, for all γ̃ ∈ ΓX and Λ ∈ Bc(X). Let

ZΛ(γ̃) =
∫

ΓX
exp(−HΛ(γ̃ΛcγΛ))dπσ(γ), γ̃ ∈ ΓX ,

and

ΠΛ(γ̃, A) =
1

ZΛ(γ̃)

∫
ΓX

1A(γ̃ΛcγΛ) exp(−HΛ(γ̃ΛcγΛ))dπσ(γ),

A ∈ B(ΓX), Λ ∈ Bc(X). We refer to [2], [4], [13], [18] and references therein for the

following definition.

Definition 2 A probability µ on ΓX is called a grand canonical Gibbs distribution if

Eµ[F | FΛc ](γ̃) = ΠΛ(·, F )(γ̃), µ(dγ̃)− a.s., (4.2)

for all F ∈ Sb(X) and Λ ∈ Bc(X).
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The integral operators under Gibbs measures will be defined on a class of processes

which is larger than Ub(Λ).

Definition 3 Given Λ ∈ B(X), let UΦ
b (Λ) denote the union of Ub(Λ) with the set of

measurable mappings u : ΓX×X −→ IR whose support is contained in ΓX×Λ′, where

Λ′ is a compact subset of Λ, and such that u exp(−HΛ) is bounded on ΓX .

We now define two families (δ−Φ,Λ)Λ∈B(X) and (δ+
Φ,Λ)Λ∈B(X) of integral operators indexed

by the compact subsets of X.

Definition 4 For Λ ∈ Bc(X) and u ∈ UΦ
b (Λ), let

δ−Φ,Λ(u) = exp(HΛ)δ−(u exp(−HΛ)) and δ+
Φ,Λ(u) = exp(HΛ)δ+(u exp(−HΛ)).

Since ε−xDxF = DxF , γ(dx)-a.e. and ε+
xDxF = DxF , σ(dx)-a.e., there are multiple

expressions for δ−Φ,Λ and δ+
Φ,Λ, Λ ∈ Bc(X). In particular we have

δ−Φ,Λ(u) =
∫
X
ε−x u(x) exp(HΛ − ε−xHΛ)γ(dx)−

∫
X
u(x)σ(dx), (4.3)

δ−Φ,Λ(u) =
∫
X
ε−x u(x) exp(DxHΛ)γ(dx)−

∫
X
u(x)σ(dx), (4.4)

δ−Φ,Λ(u) = δ−(u exp(DHΛ)) +
∫
X
u(x)(exp(DxHΛ)− 1)σ(dx), (4.5)

and (4.6)

δ+
Φ,Λ(u) =

∫
X
u(x)γ(dx)−

∫
X
ε+
x u(x) exp(−ε+

xHΛ +HΛ)σ(dx), (4.7)

δ+
Φ,Λ(u) =

∫
X
u(x)γ(dx)−

∫
X
ε+
x u(x) exp(−DxHΛ)σ(dx), (4.8)

δ+
Φ,Λ(u) = δ+(u exp(−DxHΛ)) +

∫
X
u(x)(1− exp(−DxHΛ))γ(dx).

Also, we have δ−Φ,∅ = δ−, δ+
Φ,∅ = δ+ if Λ = ∅, and δ−0,Λ = δ−, δ+

0,Λ = δ+ if Φ = 0,

Λ ∈ B(X).

Proposition 1 We have the relation

DxHΛ(γ) =
∑
γ̃⊂γ\x

Φ(γ̃ ∪ x), x ∈ Λ, γ ∈ ΓX , Λ ∈ B(X).

Proof. This follows by direct calculation:

DxHΛ(γ) =
∑

γ̃⊂γ∪x, γ̃(Λ)>0

Φ(γ̃)−
∑

γ̃⊂γ\x, γ̃(Λ)>0

Φ(γ̃)

=
∑

γ̃⊂γ\x, (γ̃∪x)(Λ)>0

Φ(γ̃ ∪ x). 2
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This provides another expression for δ−Φ,Λ(u) and δ+
Φ,Λ(u), u ∈ Ub(Λ):

δ−Φ,Λ(u) =
∫
X
ε−x u(x)

∏
γ̃⊂γ\x

exp(Φ(γ̃ ∪ x)) γ(dx)−
∫
X
u(x)σ(dx)

and

δ+
Φ,Λ(u) =

∫
X
u(x)γ(dx)−

∫
X
ε+
x u(x)

∏
γ̃⊂γ\x

exp(Φ(γ̃ ∪ x)) σ(dx).

The following proposition extends Relations (2.7) and (2.8) to δ−Φ,Λ and δ+
Φ,Λ, Λ ∈

Bc(X).

Proposition 2 Let Λ ∈ Bc(X). We have for F ∈ Sb(X) and u ∈ UΦ
b (Λ):

δ−Φ,Λ(Fu) = Fδ−Φ,Λ(u)− 〈u,DF 〉σ − δ−Φ,Λ(uDF ), (4.9)

and

δ+
Φ,Λ(Fu) = Fδ+

Φ,Λ(u)− 〈u,DF 〉γ + δ+
Φ,Λ(uDF ). (4.10)

Proof. We have ε−xDxF = DxF , x ∈ X, F ∈ Sb(X), hence with (4.3),

δ−Φ,Λ(uDF ) =
∫
X
ε−x u(x) exp(DxHΛ)DxFγ(dx)−

∫
X
u(x)DxFσ(dx)

= F
∫
X
ε−x u(x) exp(DxHΛ)γ(dx)

−
∫
X
ε−x u(x)ε−x F exp(DxHΛ)γ(dx)− 〈DF, u〉σ

= F
∫
X
ε−x u(x) exp(DxHΛ)γ(dx)

−F
∫
X
ε−x u(x)σ(dx)− δ−Φ,Λ(uF )− 〈DF, u〉σ

= Fδ−Φ,Λ(u)− δ−Φ,Λ(uF )− 〈DF, u〉σ, u ∈ UΦ
b (Λ).

Concerning δ+
Φ,Λ we have ε+

xDxF = DxF , x ∈ X, F ∈ Sb(X), and from (4.8),

δ+
Φ,Λ(uDF ) =

∫
X
u(x)DxFγ(dx)−

∫
X
ε+
x u(x)DxF exp(−DxHΛ)σ(dx)

= 〈u,DF 〉γ −
∫
X
ε+
x u(x)ε+

x F exp(−DxHΛ)σ(dx)

+F
∫
X
ε+
x u(x) exp(−DxHΛ)σ(dx)

= 〈u,DF 〉γ + δ+
Φ,Λ(uF )− F

∫
X
u(x)γ(dx)

+F
∫
X
ε+
x u(x) exp(−DxHΛ)σ(dx)

= 〈u,DF 〉γ + δ+
Φ,Λ(uF )− Fδ+

Φ,Λ(u), u ∈ UΦ
b (Λ). 2

In general there is no reason that δ±Φ,Λ satisfy the following consistency property:

δ±Φ,Λ′(u) = δ±Φ,Λ(u), u ∈ UΦ
b (Λ), Λ ⊂ Λ′, Λ,Λ′ ∈ Bc(X), (4.11)
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hence it is of interest to provide a definition of δ±Φ,Λ(u) that would not depend on the

set Λ ∈ Bc(X). For this we consider the following assumption:

(A) Assume that all closed balls in X are compact, and that long range interactions

vanish, i.e. there exists c > 0 such that

Φ(γ) = 0 if d(γ) > c, γ ∈ ΓX ,

where d(γ) denotes the diameter of γ ∈ ΓX .

As a consequence of Prop. 1 we have:

Lemma 1 Under assumption (A), let Λc := {x ∈ X : d(x,Λ) > c}, for Λ ∈ Bc(X).

For any Λ′ ∈ Bc(X) such that Λ′ ⊃ Λc we have

DxHΛ′(γ) = DxHΛc(γ), x ∈ Λ, γ ∈ ΓX .

Hence under assumption (A), (δ±Φ,Λ)Λ∈Bc(X) satisfies (from (4.3) and (4.8)) the partial

consistency property

δ±Φ,Λ′(u) = δ±Φ,Λc(u), u ∈ Ub(Λ), Λ′ ⊃ Λc, Λ,Λ′ ∈ Bc(X),

which is less general than (4.11). This leads to the following definition.

Definition 5 Under assumption (A) on long range interactions, we let

δ−Φ (u) = δ−Φ,Λc(u) and δ+
Φ (u) = δ+

Φ,Λc(u), u ∈ UΦ
b (Λ), Λ ∈ Bc(X).

If X is compact, then δ±Φ = δ±Φ,X on UΦ
b (Λ) under assumption (A), and Relations (4.9)

and (4.10) hold also for δ±Φ . The following result extends Th. 1 to the Gibbsian case,

showing the duality between δ−Φ,Λ, δ+
Φ,Λ and D.

Theorem 2 Under the grand canonical Gibbs measure µ with Hamiltonian HΛ, δ−Φ,Λ(u)

and δ+
Φ,Λ(u) are integrable for all u ∈ Ub(Λ) and we have

Eµ
[
Fδ−Φ,Λ(h)

]
= Eµ [〈DF, h〉σ] , ∀ h ∈ Ub(Λ), F ∈ Sb(X), Λ ∈ Bc(X), (4.12)

Eµ
[
Fδ+

Φ,Λ(h)
]

= Eµ [〈DF, h〉γ] , ∀ h ∈ Ub(Λ), F ∈ Sb(X), Λ ∈ Bc(X), (4.13)

Eµ
[
δ−Φ,Λ(u)

]
= 0, ∀ u ∈ Ub(Λ), Λ ∈ Bc(X), (4.14)

Eµ
[
δ+

Φ,Λ(u)
]

= 0, ∀ u ∈ Ub(Λ), Λ ∈ Bc(X). (4.15)
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Proof. We start by proving that (4.12) holds under the Gibbs measure µ. If x ∈ Λ,

we have (γΛγ̃Λc) \ x = (γ \ x)Λγ̃Λc and (γΛγ̃Λc) ∪ x = (γ ∪ x)Λγ̃Λc , γ, γ̃ ∈ ΓX . Hence,

given that D and δ− act on the variable γ ∈ ΓX , we have for all v ∈ UΦ
b (Λ):

v(x, γΛγ̃Λc)Dx(F (γΛγ̃Λc)) = v(x, γΛγ̃Λc)(DxF )(γΛγ̃Λc), x ∈ X, γ ∈ ΓX ,

and

δ−(v(·, γΛγ̃Λc)) = δ−(v)(γΛγ̃Λc), γ ∈ ΓX ,

because the support of v lies in ΓX × Λ. Since
∫
X u(x, γ)σ(dx) is uniformly bounded

in γ ∈ ΓX , we can write for positive u ∈ Ub(Λ):

ZΛ(γ̃)ΠΛ(γ̃, F δ−Φ,Λ(u)) =
∫

ΓX
F (γΛγ̃Λc) exp(−HΛ(γ̃ΛcγΛ))δ−Φ,Λ(u)(γΛγ̃Λc)dπσ(γ)

=
∫

ΓX
F (γΛγ̃Λc)δ

−(u(·, γΛγ̃Λc) exp(−HΛ(γΛγ̃Λc)))dπσ(γ)

=
∫

ΓX
exp(−HΛ(γ̃ΛcγΛ))〈D(F (γΛγ̃Λc)), u(·, γΛγ̃Λc)〉σdπσ(γ)

=
∫

ΓX
exp(−HΛ(γ̃ΛcγΛ))〈(DF )(γΛγ̃Λc), u(·, γΛγ̃Λc)〉σdπσ(γ)

= ZΛ(γ̃)ΠΛ(γ̃, 〈DF, u〉σ).

Using the Gibbs property (4.2) we obtain

Eµ[Fδ−Φ,Λ(u)] = Eµ[Eµ[Fδ−Φ,Λ(u) | FΛc ]] = Eµ[ΠΛ(γ̃, F δ−Φ,Λ(u))]

= Eµ[ΠΛ(γ̃, 〈u,DF 〉σ)] = Eµ[〈u,DF 〉σ], F ∈ Sb(X), u ∈ Ub(Λ).

Given the boundedness of γ −→
∫
X u(x, γ)σ(dx), this also implies the integrabil-

ity of δ−Φ,Λ(u) under µ, ∀u ∈ Ub(Λ), and (4.14) for F = 1. Concerning δ+
Φ,Λ, γ 7→∫

X u(x)γ(dx) is bounded by ‖u‖∞γ(Λ) hence it is integrable under µ, and we can

write for positive u ∈ Ub(Λ):

ZΛ(γ̃)ΠΛ(γ̃, F δ+
Φ,Λ(u)) =

∫
ΓX
F (γΛγ̃Λc) exp(−HΛ(γ̃ΛcγΛ))δ+

Φ,Λ(u)(γΛγ̃Λc)dπσ(γ)

=
∫

ΓX
F (γΛγ̃Λc)δ

+(u(·, γΛγ̃Λc) exp(−HΛ(γΛγ̃Λc)))dπσ(γ)

=
∫

ΓX
exp(−HΛ(γ̃ΛcγΛ))〈D(F (γΛγ̃Λc)), u(·, γΛγ̃Λc)〉γdπσ(γ)

=
∫

ΓX
exp(−HΛ(γ̃ΛcγΛ))〈(DF )(γΛγ̃Λc), u(·, γΛγ̃Λc)〉γdπσ(γ)

= ZΛ(γ̃)ΠΛ(γ̃, 〈DF, u〉γ).

From the Gibbs property (4.2) we have

Eµ[Fδ+
Φ,Λ(u)] = Eµ[Eµ[Fδ+

Φ,Λ(u) | FΛc ]] = Eµ[ΠΛ(γ̃, F δ+
Φ,Λ(u))]

= Eµ[ΠΛ(γ̃, 〈u,DF 〉γ)] = Eµ[〈u,DF 〉γ], F ∈ Sb(X), u ∈ Ub(Λ).
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The boundedness of γ 7→
∫
X u(x, γ)γ(dx) by ‖u‖∞γ(Λ) also implies the integrability

of δ+
Φ,Λ(u) under µ, (4.15) for F = 1.

2

Under assumption (A) on long range interactions we obtain the following corollary.

Corollary 1 Under the grand canonical Gibbs measure µ, δ−Φ (u) and δ+
Φ (u) are inte-

grable for all u ∈ Ub(X) and we have

Eµ
[
Fδ−Φ (h)

]
= Eµ [〈DF, h〉σ] , ∀ h ∈ Ub(X), F ∈ Sb(X), (4.16)

Eµ
[
Fδ+

Φ (h)
]

= Eµ [〈DF, h〉γ] , ∀ h ∈ Ub(X), F ∈ Sb(X), (4.17)

Eµ
[
δ−Φ (u)

]
= 0, ∀ u ∈ Ub(X), (4.18)

Eµ
[
δ+

Φ (u)
]

= 0, ∀ u ∈ Ub(X). (4.19)

We also mention a different proof of (4.12) and (4.13), which is longer but uses (4.3)

and (4.8) and exploits the functional calculus for D on exponential functions. From

(4.3) we have

exp(−HΛ)δ+
Φ,Λ(u) =

∫
X
ε+
x u(x) exp(−ε+

xHΛ)γ(dx)− exp(−HΛ)
∫
X
u(x)σ(dx),

= δ+(u exp(−HΛ)),

hence from assumption (4.1), γ 7→ exp(−HΛ(γ̃ΛcγΛ))δ−Φ,Λ(u)(γ̃ΛcγΛ) is integrable under

πσ for all γ̃ ∈ ΓX and we have, using (2.1):

ZΛ(γ̃)ΠΛ(γ̃, F δ−Φ,Λ(u)) =
∫

ΓX
F (γΛγ̃Λc) exp(−HΛ(γ̃ΛcγΛ))δ−Φ,Λ(u)(γΛγ̃Λc)dπσ(γ)

=
∫

ΓX
F (γΛγ̃Λc) exp(−HΛ(γ̃ΛcγΛ))δ−(u exp(DHΛ(γ̃ΛcγΛ)))dπσ(γ)

+
∫

ΓX
F (γΛγ̃Λc) exp(−HΛ(γ̃ΛcγΛ))〈u, exp(DHΛ(γ̃ΛcγΛ))− 1〉σdπσ(γ)

=
∫

ΓX
〈D(F (γΛγ̃Λc) exp(−HΛ(γ̃ΛcγΛ))), u exp(DHΛ(γ̃ΛcγΛ))〉σdπσ(γ)

+
∫

ΓX
F (γΛγ̃Λc) exp(−HΛ(γ̃ΛcγΛ))〈u, exp(DHΛ(γ̃ΛcγΛ))− 1〉σdπσ(γ)

=
∫

ΓX
exp(−HΛ(γ̃ΛcγΛ))〈DF (γΛγ̃Λc), u exp(DHΛ(γ̃ΛcγΛ))〉σdπσ(γ)

+
∫

ΓX
F (γ̃ΛcγΛ) exp(−HΛ(γ̃ΛcγΛ))〈exp(−DHΛ(γ̃ΛcγΛ))− 1, u exp(DHΛ(γ̃ΛcγΛ))〉σdπσ(γ)

+
∫

ΓX
exp(−HΛ(γ̃ΛcγΛ))〈uDF (γΛγ̃Λc), 1− exp(DHΛ(γ̃ΛcγΛ))〉σdπσ(γ)

−
∫

ΓX
F (γΛγ̃Λc) exp(−HΛ(γ̃ΛcγΛ))〈u, 1− exp(DHΛ(γ̃ΛcγΛ))〉σdπσ(γ)

=
∫

ΓX
exp(−HΛ(γ̃ΛcγΛ))〈DF (γΛγ̃Λc), u〉σdπσ(γ)

= ZΛ(γ̃)ΠΛ(γ̃, 〈DF, u〉σ), u ∈ Ub(Λ).
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Using the Gibbs property (4.2) we obtain

Eµ[Fδ−Φ,Λ(u)] = Eµ[〈u,DF 〉σ], F ∈ Sb(X), u ∈ Ub(Λ).

The proof of (4.13) for δ+
Φ,Λ has some similarity with the above. More precisely it

requires a careful replacement of σ by γ, combined with the use of (2.2) instead of

(2.1), and it is preferable to state it completely. In the following, the operator D acts

on the variable γ ∈ ΓX that determines the random scalar product 〈·, ·〉γ, and γ is

also the integration variable in the expectation under πσ. From (4.7) we have

exp(−HΛ)δ+
Φ,Λ(u) = exp(−HΛ)

∫
X
u(x)γ(dx)−

∫
X
ε+
x u(x) exp(−ε+

xHΛ)σ(dx),

hence from (4.1) γ 7→ exp(−HΛ(γ̃ΛcγΛ))δ+
Φ,Λ(u)(γ̃ΛcγΛ) is integrable under πσ, for all

γ̃ ∈ ΓX . Using the relation exp(−DF )D exp(−F ) = exp(−F )(exp(−DF )−1), γ-a.e.,

cf. (2.4), we have:

ZΛ(γ̃)ΠΛ(γ̃, F δ+
Φ,Λ(u)) =

∫
ΓX
F (γΛγ̃Λc) exp(−HΛ(γ̃ΛcγΛ))δ+

Φ,Λ(u)(γΛγ̃Λc)dπσ(γ)

=
∫

ΓX
F (γΛγ̃Λc) exp(−HΛ(γ̃ΛcγΛ))δ+(u exp(−DHΛ(γ̃ΛcγΛ)))dπσ(γ)

+
∫

ΓX
F (γΛγ̃Λc) exp(−HΛ(γ̃ΛcγΛ))〈u, 1− exp(−DHΛ(γ̃ΛcγΛ))〉γdπσ(γ)

=
∫

ΓX
〈D(F (γΛγ̃Λc) exp(−HΛ(γ̃ΛcγΛ))), u exp(−DHΛ(γ̃ΛcγΛ))〉γdπσ(γ)

+
∫

ΓX
F (γΛγ̃Λc) exp(−HΛ(γ̃ΛcγΛ))〈u, 1− exp(−DHΛ(γ̃ΛcγΛ))〉γdπσ(γ)

=
∫

ΓX
exp(−HΛ(γ̃ΛcγΛ))〈uDF (γΛγ̃Λc), exp(−DHΛ(γ̃ΛcγΛ))〉γdπσ(γ)

+
∫

ΓX
F (γ̃ΛcγΛ) exp(−HΛ(γ̃ΛcγΛ))〈u, exp(−DHΛ(γ̃ΛcγΛ))− 1〉γdπσ(γ)

−
∫

ΓX
exp(−HΛ(γ̃ΛcγΛ))〈uDF (γΛγ̃Λc), exp(−DHΛ(γ̃ΛcγΛ))− 1〉γdπσ(γ)

+
∫

ΓX
F (γΛγ̃Λc) exp(−HΛ(γ̃ΛcγΛ))〈u, 1− exp(−DHΛ(γ̃ΛcγΛ))〉γdπσ(γ)

=
∫

ΓX
exp(−HΛ(γ̃ΛcγΛ))〈DF (γΛγ̃Λc), u〉γdπσ(γ)

= ZΛ(γ̃)ΠΛ(γ̃, 〈DF, u〉γ), u ∈ Ub(Λ), F ∈ Sb(X).

Using the Gibbs property we obtain Eµ[Fδ+
Φ,Λ(h)] = Eµ[〈h,DF 〉γ].

5 Integration by parts characterization of Gibbs

measures

In this section we prove that the identities of Th. 2 characterize the grand canonical

Gibbs measure µ with interaction potential Φ : ΓX −→ IR.

12



Theorem 3 Let π be a probability measure under which δ−Φ,Λ(u), δ+
Φ,Λ(u) are integrable

for all u ∈ UΦ
b (Λ) and Λ ∈ Bc(X), and assume that one of the following statements

holds:

Eπ
[
Fδ−Φ,Λ(u)

]
= Eπ [〈DF, u〉σ] , ∀ u ∈ UΦ

b (Λ), F ∈ Sb(X), Λ ∈ Bc(X), (5.1)

Eπ
[
Fδ+

Φ,Λ(u)
]

= Eπ [〈DF, u〉γ] , ∀ u ∈ UΦ
b (Λ), F ∈ Sb(X), Λ ∈ Bc(X), (5.2)

Eπ
[
δ−Φ,Λ(u)

]
= 0, ∀ u ∈ UΦ

b (Λ), Λ ∈ Bc(X), (5.3)

Eπ
[
δ+

Φ,Λ(u)
]

= 0, ∀ u ∈ UΦ
b (Λ), Λ ∈ Bc(X). (5.4)

Then π is the Gibbs measure µ with interaction potential Φ.

Proof. From Prop. 2, (5.3) implies (5.1), and (5.4) implies (5.2). Writing (5.1) for F

of the form F = F1F2, F1 ∈ Sb(X), F2 ∈ Sb(Λc), we obtain

Eπ[F1δ
−
Φ,Λ(u) | FΛc ](γ̃) = Eπ[〈u,DF1〉σ | FΛc ](γ̃), π(dγ̃)− a.s., u ∈ UΦ

b (Λ),

(5.5)

because uDF2 = 0 and uD(F1F2) = uF2DF1. Now we have

Eπ[F | FΛc ](γ̃) =
∫

ΓX
F (γ̃ΛcγΛ) π|FΛc

(dγ; γ̃), π(dγ̃)− a.s., F ∈ L1(ΓX , π), (5.6)

(this identity can be checked for simple functionals of the form

F (γ) = 1{γ(U)=k}1{γ(V )=l}, γ ∈ ΓX ,

U ∈ B(Λ), V ∈ B(Λc), k, l ∈ IN). Hence (5.5) can be rewritten as∫
ΓX

exp(HΛ(γ̃ΛcγΛ))F1(γ̃ΛcγΛ)δ−(h)(γ̃ΛcγΛ) π|FΛc
(dγ; γ̃)

=
∫

ΓX
exp(HΛ(γ̃ΛcγΛ))〈h,DF1〉σ(γ̃ΛcγΛ) π|FΛc

(dγ; γ̃), π(dγ̃)− a.s.,

h ∈ Cc(Λ), with u = h exp(−HΛ) ∈ UΦ
b (Λ). From Th. 1, this implies∫

ΓX
exp(HΛ(γ̃ΛcγΛ))F (γ̃ΛcγΛ) π|FΛc

(dγ; γ̃) = K(γ̃)
∫

ΓX
F (γ̃ΛcγΛ)dπσ(γ),

F ∈ Sb(X), and from (5.6),

Eπ[F | FΛc ](γ̃) = K(γ̃)
∫

ΓX
exp(−HΛ(γ̃ΛcγΛ))F (γ̃ΛcγΛ)dπσ(γ), π(dγ̃)− a.s.,(5.7)

F ∈ Sb(X), where γ̃ 7→ K(γ̃) is a normalization function which is equal to γ̃ 7→
1/ZΛ(γ̃) since π|FΛc

(·, γ̃) is a probability measure for all γ̃ ∈ ΓX . Hence from Def. 2, π
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is the grand canonical Gibbs measure µ with interaction potential Φ. We now prove

that (5.2) also characterizes the Gibbs measure µ. We have under the probability π:

Eπ[F1(γ)δ+
Φ,Λ(u) | FΛc ](γ̃) = Eπ[〈u,DF1〉γ | FΛc ](γ̃), π(dγ̃)− a.s.,

i.e.

Eπ[exp(HΛ)F1δ
+(u exp(−DHΛ)) | FΛc ] = Eπ[exp(HΛ)〈uDF1, exp(−DHΛ)〉γ | FΛc ].

Hence∫
ΓX

exp(HΛ(γ̃ΛcγΛ))F1(γ̃ΛcγΛ)δ+(h)(γ̃) π|FΛc
(dγ; γ̃)

=
∫

ΓX
exp(HΛ(γ̃ΛcγΛ))〈h,DF1〉γ(γ̃ΛcγΛ) π|FΛc

(dγ; γ̃), π(dγ̃)− a.s.,

h ∈ Cc(Λ), with u = h exp(−HΛ) ∈ UΦ
b (Λ). From Th. 1 we also obtain (5.7), hence µ

is the grand canonical Gibbs measure with interaction potential Φ : ΓX −→ IR.
2

Th. 3 does not hold by replacing δ±Φ,Λ by δ±Φ since even under condition (A) on long

range interactions, (5.7) would hold only for Λc, Λ ∈ Bc(X), but not for Λ.
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