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#### Abstract

In this paper we derive criteria for the mixing of random transformations of the Wiener space. The proof is based on covariance identities for the Hitsuda-Skorohod integral.


## 1. Introduction and notation

In this paper we derive sufficient conditions for the mixing of random transformations on the Wiener space $(W, \mu)$ where $W=\mathcal{C}_{0}\left(\mathbf{R}_{+}, \mathbf{R}^{d}\right)$ is the Banach space of continuous functions started at 0 . Recall that a measure preserving transformation $T: W \rightarrow W$ is said to be mixing (here of order 2) if

$$
\lim _{m \rightarrow \infty} \operatorname{Cov}\left(F, G \circ T^{m}\right)=0
$$

for all $F, G \in L^{2}(W)$. The mixing property implies the ergodicity of $T: W \rightarrow W$, i.e. the relation

$$
F \circ T=F, \quad \mu-a . s .,
$$

holds if and only if $F$ is constant, or equivalently,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} F \circ T^{k}=E[F]
$$

for all $F \in L^{1}(W)$, cf. e.g. [1] for a survey.
As noted above, the mixing and ergodicity properties rely on the invariance of the Wiener measure $\mu$ under the transformation $T:(W, \mu) \rightarrow(W, \mu)$. It is well known that when $\left(B_{t}\right)_{t \in \mathrm{R}_{+}}$is a standard Brownian motion and $\left(R_{t}\right)_{t \in \mathrm{R}_{+}}$is an adapted process of isometries of $\mathbf{R}^{d}$, the process $\left(\tilde{B}_{t}\right)_{t \in \mathbf{R}_{+}}$defined by

$$
d \tilde{B}_{t}=R_{t} d B_{t}
$$

remains a standard Brownian motion. The associated transformation

$$
\begin{aligned}
& T: W \longrightarrow W \\
& \left(B_{t}\right)_{t \in \mathbf{R}_{+}} \mapsto\left(\tilde{B}_{t}\right)_{t \in \mathbf{R}_{+}}
\end{aligned}
$$

[^0]called the Lévy transform, preserves the Wiener measure and defines a distributionpreserving mapping
$$
R^{*}: L^{p}(W) \rightarrow L^{p}(W), \quad p \geq 1
$$
that sends any functional $F$ of the form
\[

$$
\begin{gather*}
F=f\left(\int_{0}^{\infty} h_{1}(t) d B_{t}, \ldots, \int_{0}^{\infty} h_{n}(t) d B_{t}\right)  \tag{1.1}\\
i_{n} \in L^{2}\left(\mathbf{R}_{+} ; \mathbf{R}^{d}\right), f \in \mathcal{C}_{b}^{1}\left(\mathbf{R}^{n}\right), \text { to } \\
R^{*} F:=F \circ T=f\left(\int_{0}^{\infty} R_{t}^{\dagger} h_{1}(t) \cdot d B_{t}, \ldots, \int_{0}^{\infty} R_{t}^{\dagger} h_{n}(t) \cdot d B_{t}\right) .
\end{gather*}
$$
\]

$$
h_{1}, \ldots, h_{n} \in L^{2}\left(\mathbf{R}_{+} ; \mathbf{R}^{d}\right), f \in \mathcal{C}_{b}^{1}\left(\mathbf{R}^{n}\right), \text { to }
$$

Next, consider a random and possibly anticipating isometry of $H=L^{2}\left(\mathbf{R}_{+} ; \mathbf{R}^{d}\right)$ denoted by

$$
R: L^{2}\left(\mathbf{R}_{+} ; \mathbf{R}^{d}\right) \rightarrow L^{2}\left(\mathbf{R}_{+} ; \mathbf{R}^{d}\right)
$$

and denote by $\delta$ the extension in Hitsuda-Skorohod sense of the Itô integral. It has been shown in [7] that sending $F$ as in (1.1) above to

$$
R^{*} F:=f\left(\delta\left(R h_{1}\right), \ldots, \delta\left(R h_{n}\right)\right)
$$

defines a law preserving mapping $R^{*}: L^{p}(W) \rightarrow L^{p}(W), p \geq 1$, provided the trace condition

$$
\operatorname{trace}(D R h)^{n}=0
$$

holds for all $h \in L^{2}\left(\mathbf{R}_{+} ; \mathbf{R}^{d}\right)$, cf. Proposition 2.3 below.
In case $R: L^{2}\left(\mathbf{R}_{+} ; \mathbf{R}^{d}\right) \rightarrow L^{2}\left(\mathbf{R}_{+} ; \mathbf{R}^{d}\right)$ is deterministic, necessary and sufficient conditions for the mixing and ergodicity of $T: W \rightarrow W$ have been given on the spectral type of $R$ using Wiener chaos, cf. [2] Chapter 14, § 2, Theorems 1 and 2, and [9], Theorem 2.

Although the question whether the Lévy transform $T: W \rightarrow W$ is ergodic is still open in case the process $\left(R_{t}\right)_{t \in \mathrm{R}_{+}}$of isometries is adapted, cf. [3], sufficient conditions for the mixing of $R^{*}$ have been obtained in the random case using the anticipating Girsanov identity, cf. [8] and Theorems 3 and 4 of [11]. However these conditions are too strong to be satisfied by the Lévy transform.

In this note we recover the latter results using covariance identities for the Hitsuda-Skorohod integral, and our proofs do not rely on the anticipative Girsanov theorem and the associated $\mathcal{H} C^{1}$ smoothness hypotheses, cf. [10].

More precisely, the next proposition recovers and extends Theorem 4 of [11] as a consequence of Proposition 3.1 below.

Proposition 1.1. Let $\left(R_{m}\right)_{m \geq 1}$ be a sequence of random mappings with values in the isometries of $H=L^{2}\left(\mathbf{R}_{+} ; \mathbf{R}^{d}\right)$, such that $\left(R_{m} h\right)_{m \geq 1}$ is bounded in $\mathbb{D}_{p, 2}(H)$ for some $p>1$ and

$$
\operatorname{trace}\left(D R_{m} h\right)^{k}=0, \quad k \geq 2, \quad h \in H, \quad m \geq 1
$$

Then the law preserving transformation $R_{m}^{*}$ that maps any $F$ of the form (1.1) to

$$
R_{m}^{*} F:=f\left(\delta\left(R_{m} h_{1}\right), \ldots, \delta\left(R_{m} h_{n}\right)\right)
$$

is mixing provided

$$
\lim _{m \rightarrow \infty}\left\langle h, R_{m} h\right\rangle=0
$$

in probability for all $h \in H$.
We refer to Section 5 of [11] for examples of transformations $T_{m}: W \rightarrow W$ of the Wiener space $W$, such that

$$
\delta\left(R_{m} h\right)=\delta(h) \circ T_{m}, \quad m \geq 1, \quad h \in H,
$$

and satisfying the hypotheses of Proposition 1.1.
We proceed in two steps to prove Proposition 1.1. In Section 2 we derive covariance identities for the Hitsuda-Skorohod integral and in Section 3 we prove Proposition 1.1 as an application of those identities.

We close this section with some facts and notation on the Malliavin calculus, cf. e.g. [4], [6], [12]. For any separable Hilbert space $X$, consider the Malliavin derivative $D$ with values in $H=L^{2}\left(\mathbf{R}_{+}, X \otimes \mathbf{R}^{d}\right)$, defined by

$$
D_{t} F=\sum_{i=1}^{n} h_{i}(t) \frac{\partial f}{\partial x_{i}}\left(\int_{0}^{\infty} h_{1}(t) d B_{t}, \ldots, \int_{0}^{\infty} h_{n}(t) d B_{t}\right), \quad t \in \mathbf{R}_{+}
$$

for $F$ of the form (1.1). Let $\mathbb{D}_{p, k}(X)$ denote the completion of the space of smooth $X$-valued random variables under the norm

$$
\|u\|_{\mathbb{D}_{p, k}(X)}=\|u\|_{L^{p}(W, X)}+\sum_{l=1}^{k}\left\|D^{l} u\right\|_{L^{p}\left(W, X \otimes H^{\otimes l}\right)}, \quad p>1,
$$

where $X \otimes H$ denotes the completed symmetric tensor product of $X$ and $H$. For all $p, q>1$ such that $p^{-1}+q^{-1}=1$ and all $k \geq 1$, let

$$
\delta: \mathbb{D}_{p, k}(X \otimes H) \rightarrow \mathbb{D}_{q, k-1}(X)
$$

denote the bounded Hitsuda-Skorohod integral operator adjoint of

$$
D: \mathbb{D}_{p, k}(X) \rightarrow \mathbb{D}_{q, k-1}(X \otimes H)
$$

with

$$
E\left[\langle F, \delta(u)\rangle_{X}\right]=E\left[\langle D F, u\rangle_{X \otimes H}\right], \quad F \in \mathbb{D}_{p, k}(X), \quad u \in \mathbb{D}_{q, k}(X \otimes H)
$$

Recall the relations

$$
D_{t} \delta(u)=u_{t}+\delta\left(D_{t}^{*} u\right), \quad t \in \mathbf{R}_{+}, \quad u \in \mathbb{D}_{2,2}(H)
$$

and

$$
\begin{equation*}
F \delta(u)=\delta(u D F)+\langle u, D F\rangle, \quad F \in \mathbb{D}_{2,1}, \quad u \in \mathbb{D}_{2,2}(H) \tag{1.2}
\end{equation*}
$$

and that $\delta(u)$ coincides with the Itô integral of $u \in L^{2}(W ; H)$ with respect to Brownian motion, i.e.

$$
\delta(u)=\int_{0}^{\infty} u_{t} d B_{t}
$$

when $u$ is square-integrable and adapted with respect to the Brownian filtration, and in particular when $u \in H$ is deterministic.

## 2. Covariance identities

In this section we state several covariance identities in the next lemmas, which will be used to prove Proposition 1.1.

Before that we describe the application of covariance identities to mixing in case $R: H \rightarrow H$ is deterministic. By polarization of the Gaussian moment identity

$$
E\left[\left(\int_{0}^{\infty} h(t) d B_{t}\right)^{2 k}\right]=(2 k)!!\|h\|^{2 k}, \quad h \in L^{2}\left(\mathbf{R}_{+} ; \mathbf{R}^{d}\right), \quad k \in \mathbf{N}
$$

where !! denotes the double factorial, we find that for any family of sequences

$$
\left(k_{1, m}\right)_{m \geq 1}, \ldots,\left(k_{n, m}\right)_{m \geq 1}
$$

such that

$$
k_{l, m}<k_{l+1, m}, \quad m, l \geq 1,
$$

the joint Gaussian moment

$$
E\left[\delta\left(R^{k_{1, m}} h_{1}\right)^{l_{1}} \cdots \delta\left(R^{k_{n, m}} h_{n}\right)^{l_{n}}\right]
$$

$l_{1}, \ldots, l_{n} \geq 1, h_{1}, \ldots, h_{n} \in H$, can be written as a linear combination and product of terms of the form

$$
\left\langle R^{k_{a, m}} h_{a}, R^{k_{b, m}} h_{b}\right\rangle=\left\langle R^{k_{a, m}-k_{b, m}} h_{a}, h_{b}\right\rangle,
$$

$1 \leq a \leq b \leq n$, which tend to zero whenever $a \neq b$ and $k_{b, m}-k_{a, m}$ tends to $+\infty$ as $m$ goes to infinity. It follows that

$$
\lim _{m \rightarrow \infty} E\left[\delta\left(R^{k_{1, m}} h_{1}\right)^{l_{1}} \cdots \delta\left(R^{k_{n, m}} h_{n}\right)^{l_{n}}\right]=E\left[\delta\left(h_{1}\right)^{l_{1}}\right] \cdots E\left[\delta\left(h_{n}\right)^{l_{n}}\right]
$$

when $k_{b, m}-k_{a, m}$ tends to $+\infty$ as $m$ goes to infinity, $1 \leq a<b \leq n$, provided

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\langle R^{n} h, h\right\rangle=0, \quad h \in H \tag{2.1}
\end{equation*}
$$

showing that $R^{*}$ is mixing of order $n$ for all $n \geq 2$.
This type of argument will be applied in Section 3 to prove mixing of order 2 in the anticipating case using the covariance identities for the Hitsuda-Skorohod integral stated in the following lemmas.

For $u \in \mathbb{D}_{2,1}(H)$ we identify $D u=\left(D_{t} u_{s}\right)_{s, t \in \mathrm{R}_{+}}$to the random operator $D u$ : $H \rightarrow H$ almost surely defined by

$$
(D u) v(s)=\int_{0}^{\infty}\left(D_{t} u_{s}\right) v_{t} d t, \quad s \in \mathbf{R}_{+}, \quad v \in L^{2}(W ; H)
$$

where the product of $D_{t} u_{s} \in X \otimes H$ with $v_{t} \in H$ is defined in $X$ via

$$
(a \otimes b) c=a\langle b, c\rangle, \quad a \otimes b \in X \otimes H, \quad c \in H .
$$

The adjoint $D^{*} u$ of $D u$ on $H \otimes H$ is defined as

$$
\left(D^{*} u\right) v(s)=\int_{0}^{\infty}\left(D_{s}^{\dagger} u_{t}\right) v_{t} d t, \quad s \in \mathbf{R}_{+}, \quad v \in L^{2}(W ; H)
$$

where $D_{s}^{\dagger} u_{t}$ denotes the transpose matrix of $D_{s} u_{t}$ in $\mathbf{R}^{d} \otimes \mathbf{R}^{d}$.
Lemma 2.1. For any $n \geq 1$ and $u, v \in \mathbb{D}_{n+1,2}(H)$ we have

$$
\begin{align*}
& \operatorname{Cov}\left(\delta(v), \delta(u)^{n}\right)  \tag{2.2}\\
& \quad=\sum_{k=1}^{n} \frac{n!}{(n-k)!} E\left[\delta(u)^{n-k}\left(\left\langle u,(D u)^{k-1} v\right\rangle+\left\langle D^{*} u, D\left((D u)^{k-1} v\right)\right\rangle\right)\right] .
\end{align*}
$$

Proof. We use the same argument as in the proof of Theorem 2.1 of [5] which deals with the case $u=v$. We have

$$
\begin{aligned}
& E\left[\delta(v) \delta(u)^{n}\right]=E\left[\left\langle v, D \delta(u)^{n}\right\rangle\right] \\
&= n E\left[\delta(u)^{n-1}\langle v, D \delta(u)\rangle\right] \\
&= n E\left[\delta(u)^{n-1}\langle v, u\rangle\right]+n E\left[\delta(u)^{n-1}\left\langle v, \delta\left(D^{*} u\right)\right\rangle\right] \\
&= n E\left[\delta(u)^{n-1}\langle v, u\rangle\right]+\sum_{k=1}^{n} \frac{n!}{(n-k)!} E\left[\delta(u)^{n-k}\left\langle(D u)^{k-1} v, \delta\left(D^{*} u\right)\right\rangle\right] \\
&-\sum_{k=1}^{n-1} \frac{n!}{(n-k-1)!} E\left[\delta(u)^{n-k-1}\left\langle(D u)^{k} v, \delta\left(D^{*} u\right)\right\rangle\right] \\
&= n E\left[\delta(u)^{n-1}\langle v, u\rangle\right]+\sum_{k=1}^{n} \frac{n!}{(n-k)!} E\left[\left\langle D\left(\delta(u)^{n-k}(D u)^{k-1} v\right), D^{*} u\right\rangle\right] \\
&-\sum_{k=1}^{n-1} \frac{n!}{(n-k-1)!} E\left[\delta(u)^{n-k-1}\left\langle(D u)^{k-1} v \otimes \delta\left(D^{*} u\right), D u\right\rangle\right] \\
&= n E\left[\delta(u)^{n-1}\langle v, u\rangle\right]+\sum_{k=1}^{n} \frac{n!}{(n-k)!} E\left[\delta(u)^{n-k}\left\langle D\left((D u)^{k-1} v\right), D^{*} u\right\rangle\right] \\
&+\sum_{k=1}^{n-1} \frac{n!}{(n-k-1)!} E\left[\delta(u)^{n-k-1}\left\langle(D u)^{k-1} v \otimes\left(D \delta(u)-\delta\left(D^{*} u\right)\right), D^{*} u\right\rangle\right] \\
&= n E\left[\delta(u)^{n-1}\langle v, u\rangle\right]+\sum_{k=1}^{n} \frac{n!}{(n-k)!} E\left[\delta(u)^{n-k}\left\langle D\left((D u)^{k-1} v\right), D^{*} u\right\rangle\right] \\
&+\sum_{k=2}^{n} \frac{n!}{(n-k)!} E\left[\delta(u)^{n-k}\left\langle(D u)^{k} v \otimes u, D^{*} u\right\rangle\right] \\
&= n E\left[\delta(u)^{n-1}\langle v, u\rangle\right]+\sum_{k=1}^{n} \frac{n!}{(n-k)!} E\left[\delta(u)^{n-k}\left\langle D\left((D u)^{k-1} v\right), D^{*} u\right\rangle\right] \\
&= \sum_{k=1}^{n} \frac{n!}{(n-k)!} E\left[\delta(u)^{n-k}\left(\left\langle D^{*} u, D\left((D u)^{k-1} v\right)\right\rangle+\left\langle u,(D u)^{k-1} v\right\rangle\right)\right] . \\
&+\sum_{k=2}^{n} \frac{n!}{(n-k)!} E\left[\delta(u)^{n-k}\left\langle u,(D u)^{k-1} v\right\rangle\right] \\
& n=1
\end{aligned}
$$

For $k \geq 2$ the trace of $(D u)^{k}$ is defined by

$$
\begin{aligned}
& \operatorname{trace}(D u)^{k}=\left\langle D u,\left(D^{*} u\right)^{k-1}\right\rangle_{H \otimes H} \\
& \quad=\int_{0}^{\infty} \cdots \int_{0}^{\infty}\left\langle D_{t_{k-1}}^{\dagger} u_{t_{k}}, D_{t_{k-2}} u_{t_{k-1}} \cdots D_{t_{1}} u_{t_{2}} D_{t_{k}} u_{t_{1}}\right\rangle_{\mathrm{R}^{d} \otimes \mathrm{R}^{d}} d t_{1} \cdots d t_{k}
\end{aligned}
$$

The next result is a consequence of Lemma 2.1.
Lemma 2.2. Let $u \in \mathbb{D}_{n+1,2}(H)$ such that $\|u\|_{H}$ is deterministic and

$$
\operatorname{trace}(D u)^{k}=0, \quad k \geq 2
$$

Then for any $n \geq 1$ and $v \in \mathbb{D}_{n+1,2}(H)$ we have

$$
\begin{align*}
\operatorname{Cov}\left(\delta(v), \delta(u)^{n}\right) & =n E\left[\delta(u)^{n-1}\langle u, v\rangle\right]  \tag{2.3}\\
& +\sum_{k=1}^{n} \frac{n!}{(n-k)!} E\left[\delta(u)^{n-k} \operatorname{trace}\left((D u)^{k} D v\right)\right]
\end{align*}
$$

Proof. For all $1 \leq k \leq n$ we have

$$
(D u)^{k-1} v \in \mathbb{D}_{(n+1) / k, 1}(H), \quad \delta(u) \in \mathbb{D}_{(n+1) /(n-k+1), 1}(\mathbf{R})
$$

and

$$
\begin{aligned}
&\left\langle D^{*} u, D\left((D u)^{k-1} v\right)\right\rangle \\
&= \int_{0}^{\infty} \cdots \int_{0}^{\infty}\left\langle D_{t_{k-1}}^{\dagger} u_{t_{k}}, D_{t_{k}}\left(D_{t_{k-2}} u_{t_{k-1}} \cdots D_{t_{0}} u_{t_{1}} v_{t_{0}}\right)\right\rangle d t_{0} \cdots d t_{k} \\
&= \int_{0}^{\infty} \cdots \int_{0}^{\infty}\left\langle D_{t_{k-1}}^{\dagger} u_{t_{k}}, D_{t_{k-2}} u_{t_{k-1}} \cdots D_{t_{0}} u_{t_{1}} D_{t_{k}} v_{t_{0}}\right\rangle d t_{0} \cdots d t_{k} \\
&+\int_{0}^{\infty} \cdots \int_{0}^{\infty}\left\langle D_{t_{k-1}}^{\dagger} u_{t_{k}}, D_{t_{k}}\left(D_{t_{k-2}} u_{t_{k-1}} \cdots D_{t_{0}} u_{t_{1}}\right) v_{t_{0}}\right\rangle d t_{0} \cdots d t_{k} \\
&= \operatorname{trace}\left((D u)^{k} D v\right)+\sum_{i=0}^{k-2} \int_{0}^{\infty} \cdots \int_{0}^{\infty} \\
&\left\langle D_{t_{k-1}}^{\dagger} u_{t_{k}}, D_{t_{k}} u_{t_{k+1}} \cdots D_{t_{i+1}} u_{t_{i+2}}\left(D_{t_{i}} D_{t_{k}} u_{t_{i+1}}\right) D_{t_{i-1}} u_{t_{i}} \cdots D_{t_{0}} u_{t_{1}} v_{t_{0}}\right\rangle d t_{0} \cdots d t_{k} \\
&= \operatorname{trace}\left((D u)^{k} D v\right)+\sum_{i=0}^{k-2} \frac{1}{k-i} \int_{0}^{\infty} \cdots \int_{0}^{\infty} \\
&\left\langle D_{t_{i}}\left\langle D_{t_{k-1}}^{\dagger} u_{t_{k}}, D_{t_{k}} u_{t_{k+1}} \cdots D_{t_{i+1}} u_{t_{i+2}} D_{t_{k}} u_{t_{i+1}}\right\rangle, D_{t_{i-1}} u_{t_{i}} \cdots D_{t_{0}} u_{t_{1}} v_{t_{0}}\right\rangle d t_{0} \cdots d t_{k} \\
&= \operatorname{trace}\left((D u)^{k} D v\right)+\sum_{i=0}^{k-2} \frac{1}{k-i}\left\langle(D u)^{i} v, D \operatorname{trace}(D u)^{k-i}\right\rangle \\
&= \operatorname{trace}\left((D u)^{k} D v\right) .
\end{aligned}
$$

Hence (2.2) shows that
$\operatorname{Cov}\left(\delta(v), \delta(u)^{n}\right)=\sum_{k=1}^{n} \frac{n!}{(n-k)!} E\left[\delta(u)^{n-k}\left(\left\langle u,(D u)^{k-1} v\right\rangle+\operatorname{trace}\left((D u)^{k} D v\right)\right)\right]$.

On the other hand the relation

$$
D\langle u, u\rangle=2\left(D^{*} u\right) u
$$

shows that

$$
\begin{aligned}
2\left\langle(D u)^{k-1} v, u\right\rangle & =2\left\langle v,\left(D^{*} u\right)^{k-1} u\right\rangle \\
& =\left\langle v,\left(D^{*} u\right)^{k-2} D\langle u, u\rangle\right\rangle \\
& =0, \quad k \geq 2,
\end{aligned}
$$

hence the conclusion from (2.4).
Note that Lemma 2.2 recovers the following consequence of Corollary 2.2 in [5].
Proposition 2.3. Let $u \in \mathbb{D}_{p, 2}(H)$ for some $p>1$, such that $\|u\|_{H}$ is deterministic and trace $(D u)^{k+1}=0, k \geq 1$. Then $\delta(u)$ has a centered Gaussian distribution with variance $\|u\|_{H}^{2}$.
Proof. When $u=v \in \mathbb{D}_{n+1,2}(H)$ we have

$$
\begin{aligned}
E\left[\delta(u)^{n+1}\right] & =n E\left[\delta(u)^{n-1}\|u\|_{H}^{2}\right]+\sum_{k=1}^{n} \frac{n!}{(n-k)!} E\left[\delta(u)^{n-k} \operatorname{trace}(D u)^{k+1}\right] \\
& =n\|u\|_{H}^{2} E\left[\delta(u)^{n-1}\right], \quad n \geq 1
\end{aligned}
$$

The conclusion follows by density of $\mathbb{D}_{n+1,2}(H)$ in $\mathbb{D}_{p, 2}(H), p \leq n+1$, and induction on $n \geq 1$.

Proposition 2.3 above also recovers Theorem 2.1-b) of [7] by taking $u$ of the form $u=R h, h \in H$, where $R$ is a random mapping with values in the isometries of $H$, such that $R h \in \mathbb{D}_{p, 2}(H)$ and trace $(D R h)^{k+1}=0, k \geq 1$,

We will also need the following covariance identity. Let

$$
k!!=\prod_{i=0}^{[k / 2]-1}(k-2 i)
$$

denote the double factorial of $k \in \mathbf{N}$, where $[k / 2]$ denotes the integer part of $k / 2$.
Lemma 2.4. For all $k, n \geq 0$ and $h \in H, u \in D_{n+1,2}(H)$, we have

$$
\begin{equation*}
\operatorname{Cov}\left(\delta(h)^{k+1}, \delta(u)^{n}\right)=\sum_{i=0}^{[k / 2]} \frac{k!!}{(k-2 i)!!}\langle h, h\rangle^{i} \operatorname{Cov}\left(\delta\left(h \delta(h)^{k-2 i}\right), \delta(u)^{n}\right) \tag{2.5}
\end{equation*}
$$

Proof. We will show by induction on $k \geq 0$ that

$$
\begin{align*}
E\left[\delta(h)^{k+1} \delta(u)^{n}\right]= & E\left[\delta(h)^{k+1}\right] E\left[\delta(u)^{n}\right]  \tag{2.6}\\
& +\sum_{i=0}^{[k / 2]} \frac{k!!}{(k-2 i)!!}\langle h, h\rangle^{i} E\left[\delta\left(h \delta(h)^{k-2 i}\right) \delta(u)^{n}\right]
\end{align*}
$$

Clearly this identity holds when $k=-1$ and when $k=0$. On the other hand by (1.2) we have

$$
\delta(h)^{k+2}=\delta\left(h \delta(h)^{k+1}\right)+\left\langle h, D \delta(h)^{k+1}\right\rangle
$$

$$
\begin{equation*}
=(k+1)\langle h, h\rangle \delta(h)^{k}+\delta\left(h \delta(h)^{k+1}\right) \tag{2.7}
\end{equation*}
$$

hence, assuming that the identity (2.6) holds up to the rank $k \geq 0$ we have, using (2.7),

$$
\begin{aligned}
& E\left[\delta(h)^{k+2} \delta(u)^{n}\right]=(k+1)\langle h, h\rangle E\left[\delta(h)^{k} \delta(u)^{n}\right]+E\left[\delta\left(h \delta(h)^{k+1}\right) \delta(u)^{n}\right] \\
&=(k+1)\langle h, h\rangle E\left[\delta(h)^{k}\right] E\left[\delta(u)^{n}\right]+E\left[\delta\left(h \delta(h)^{k+1}\right) \delta(u)^{n}\right] \\
&+(k+1)\langle h, h\rangle \sum_{i=0}^{[(k-1) / 2]} \frac{(k-1)!!}{(k-1-2 i)!!}\langle h, h\rangle^{i} E\left[\delta\left(h \delta(h)^{k-1-2 i}\right) \delta(u)^{n}\right] \\
&= E\left[\delta(h)^{k+2}\right] E\left[\delta(u)^{n}\right]+E\left[\delta\left(h \delta(h)^{k+1}\right) \delta(u)^{n}\right] \\
&+\sum_{i=1}^{[(k+1) / 2]} \frac{(k+1)!!}{(k+1-2 i)!!}\langle h, h\rangle^{i} E\left[\delta\left(h \delta(h)^{k+1-2 i}\right) \delta(u)^{n}\right] \\
&= E\left[\delta(h)^{k+2}\right] E\left[\delta(u)^{n}\right] \\
&+\sum_{i=0}^{[(k+1) / 2]} \frac{(k+1)!!}{(k+1-2 i)!!}\langle h, h\rangle^{i} E\left[\delta\left(h \delta(h)^{k+1-2 i}\right) \delta(u)^{n}\right] .
\end{aligned}
$$

Finally we will need the covariance identity stated in Lemma 2.5 below, which is proved using Lemmas 2.2 and 2.4.

Lemma 2.5. Let $u \in \mathbb{D}_{p, 2}(H)$ for some $p>1$, assume that $\|u\|_{H}$ is deterministic and

$$
\operatorname{trace}(D u)^{k}=0, \quad k \geq 2
$$

Then for any $k, n \geq 1$ and $h \in H$ we have

$$
\begin{align*}
& \operatorname{Cov}\left(\delta(h)^{k+1}, \delta(u)^{n}\right)=n \sum_{0 \leq 2 i \leq k} \frac{k!!}{(k-i)!!}\langle h, h\rangle^{i} E\left[\delta(h)^{k-2 i} \delta(u)^{n-1}\langle h, u\rangle\right]  \tag{2.8}\\
& \quad+\sum_{0 \leq 2 i<k} \sum_{l=1}^{n} \frac{n!}{(n-l)!} \frac{k!!}{(k-i)!!}\langle h, h\rangle^{i} E\left[\langle u, h\rangle \delta\left(\delta(u)^{n-l} \delta(h)^{k-2 i-1}(D u)^{l-1} h\right)\right] .
\end{align*}
$$

Proof. Applying Lemmas 2.2 and 2.4 to $u \in \mathbb{D}_{n+1,2}(H)$ and to $v:=h \delta(h)^{k-2 i}$ we have

$$
\begin{aligned}
& \operatorname{Cov}\left(\delta(h)^{k+1}, \delta(u)^{n}\right)=\sum_{0 \leq 2 i \leq k} \frac{k!!}{(k-2 i)!!}\langle h, h\rangle^{i} \operatorname{Cov}\left(\delta\left(h \delta(h)^{k-2 i}\right), \delta(u)^{n}\right) \\
& \quad=n \sum_{0 \leq 2 i \leq k} \frac{k!!}{(k-2 i)!!}\langle h, h\rangle^{i} E\left[\langle h, u\rangle \delta(h)^{k-2 i} \delta(u)^{n-1}\right] \\
& \quad+\sum_{0 \leq 2 i<k} \frac{k!!}{(k-2 i)!!}\langle h, h\rangle^{i} \sum_{l=1}^{n} \frac{n!}{(n-l)!} E\left[\delta(u)^{n-l} \delta(h)^{k-2 i-1} \operatorname{trace}\left((D u)^{l} h \otimes h\right)\right]
\end{aligned}
$$

Finally we note that

$$
E\left[\delta(u)^{n-l} \delta(h)^{2 k-i-1} \operatorname{trace}\left((D u)^{l} h \otimes h\right)\right]
$$

$$
\begin{aligned}
&= E\left[\delta(u)^{n-l} \delta(h)^{2 k-i-1}\right. \\
&\left.\quad \int_{0}^{\infty} \cdots \int_{0}^{\infty}\left\langle D_{t_{l-1}}^{\dagger} u_{t_{l}}, D_{t_{l-2}} u_{t_{l-1}} \cdots D_{t_{0}} u_{t_{1}} h_{t_{0}} \otimes h_{t_{l}}\right\rangle d t_{0} \cdots d t_{l}\right] \\
&=E\left[\delta(u)^{n-l} \delta(h)^{2 k-i-1}\right. \\
&\left.\int_{0}^{\infty} \cdots \int_{0}^{\infty}\left\langle D_{t_{l-1}}^{\dagger}\left\langle u_{t_{l}}, h_{t_{l}}\right\rangle, D_{t_{l-2}} u_{t_{l-1}} \cdots D_{t_{0}} u_{t_{1}} h_{t_{0}}\right\rangle d t_{0} \cdots d t_{l}\right] \\
&=E\left[\delta(u)^{n-l} \delta(h)^{2 k-i-1}\right. \\
&\left.\int_{0}^{\infty}\left\langle D_{t_{l-1}} \int_{0}^{\infty}\left\langle u_{t_{l}}, h_{t_{l}}\right\rangle d t_{l},(D u)^{l-1} h\left(t_{l-1}\right)\right\rangle d t_{l-1}\right] \\
&= E\left[\delta(u)^{n-l} \delta(h)^{2 k-i-1}\left\langle D\langle u, h\rangle,(D u)^{l-1} h\right\rangle\right] \\
&= E\left[\langle u, h\rangle \delta\left(\delta(u)^{n-l} \delta(h)^{2 k-i-1}(D u)^{l-1} h\right)\right],
\end{aligned}
$$

which proves (2.8) for $u \in \mathbb{D}_{n+1,2}(H)$.
Next, for any $p, q>1$ such that $p^{-1}+q^{-1}=1$ we have

$$
\begin{align*}
E\left[\left|\delta(h)^{k-2 i} \delta(u)^{n-1}\langle h, u\rangle\right|\right] & \leq\left\|\delta(h)^{k-2 i}\right\|_{2 q}\left\|\delta(u)^{n-1}\right\|_{2 q}\|\langle h, u\rangle\|_{p} \\
& \leq\left\|\delta(h)^{k-2 i}\right\|_{2 q}\left\|\delta(u)^{n-1}\right\|_{2 q}\|h\|_{H}\|u\|_{p} \tag{2.9}
\end{align*}
$$

and

$$
\begin{align*}
& E\left[\left|\langle u, h\rangle \delta\left(\delta(u)^{n-l} \delta(h)^{k-2 i-1}(D u)^{l-1} h\right)\right|\right] \\
& \leq\left\|\delta\left(\delta(u)^{n-l} \delta(h)^{k-2 i-1}(D u)^{l-1} h\right)\right\|_{q}\|\langle h, u\rangle\|_{p} \\
& \leq\left\|\delta(u)^{n-l} \delta(h)^{k-2 i-1}(D u)^{l-1} h\right\|_{p, 1}\|h\|_{H}\|u\|_{p} \tag{2.10}
\end{align*}
$$

Hence we can extend Relation (2.8) from $u \in \mathbb{D}_{n+1,2}(H)$ to $u \in \mathbb{D}_{p, 2}(H)$ by density using (2.9), (2.10), and the fact that $\delta(u) \simeq \mathcal{N}\left(0,\|u\|_{H}^{2}\right)$ from Proposition 2.3.

## 3. Mixing

The goal of this section is to prove the following result, from which Proposition 1.1 follows by density.

Proposition 3.1. Let $\left(u_{m}\right)_{m \geq 1}$ be a bounded sequence in $\mathbb{D}_{p, 2}(H)$ for some $p>1$, such that for all $m \geq 1,\left\|u_{m}\right\|_{H}$ is deterministic and

$$
\operatorname{trace}\left(D u_{m}\right)^{k}=0, \quad k \geq 2
$$

Then for all $h \in H$ such that

$$
\lim _{m \rightarrow \infty}\left\langle h, u_{m}\right\rangle=0
$$

in probability we have

$$
\lim _{m \rightarrow \infty} \operatorname{Cov}\left(\delta(h)^{k+1}, \delta\left(u_{m}\right)^{n}\right)=0
$$

for all $k, n \geq 1$.

Proof. From Lemma 2.5 we have

$$
\begin{aligned}
& \operatorname{Cov}\left(\delta(h)^{k+1}, \delta\left(u_{m}\right)^{n}\right) \\
& \quad=n \sum_{0 \leq 2 i \leq k} \frac{k!!}{(k-i)!!}\langle h, h\rangle^{i} E\left[\delta(h)^{k-2 i} \delta\left(u_{m}\right)^{n-1}\left\langle h, u_{m}\right\rangle\right] \\
& +\sum_{0 \leq 2 i<k} \sum_{l=1}^{n} \frac{n!}{(n-l)!} \frac{k!!}{(k-i)!!}\langle h, h\rangle^{i} E\left[\left\langle u_{m}, h\right\rangle \delta\left(\delta\left(u_{m}\right)^{n-l} \delta(h)^{k-2 i-1}\left(D u_{m}\right)^{l-1} h\right)\right] .
\end{aligned}
$$

Now for any $p, q>1$ such that $p^{-1}+q^{-1}=1$, the bounds (2.9) and (2.10) show that

$$
E\left[\delta(h)^{k-2 i} \delta\left(u_{m}\right)^{n-1}\left\langle h, u_{m}\right\rangle\right]
$$

and

$$
E\left[\left\langle u_{m}, h\right\rangle \delta\left(\delta\left(u_{m}\right)^{n-l} \delta(h)^{k-2 i-1}\left(D u_{m}\right)^{l-1} h\right)\right]
$$

tend to zero as $m$ goes to infinity since $\left\langle h, u_{m}\right\rangle$ is bounded by

$$
\left|\left\langle h, u_{m}\right\rangle\right| \leq\|h\|\left\|u_{m}\right\|, \quad m \geq 1,
$$

and tends to zero in probability on the one hand, and

$$
\left\|\delta\left(u_{m}\right)^{n-l} \delta(h)^{k-2 i-1}\left(D u_{m}\right)^{l-1} h\right\|_{p, 1}
$$

is bounded in $m \geq 1, l=1, \ldots, n$, on the other hand.
Proof of Proposition 1.1. By Proposition 3.1, for all $h, f \in H$ we have

$$
\lim _{m \rightarrow \infty} \operatorname{Cov}\left(\delta(h)^{k+1}, \delta\left(R_{m} f\right)^{n}\right)=0
$$

$k, m \geq 1$, and by density of the polynomial functionals in $L^{2}(W)$ this shows that

$$
\lim _{m \rightarrow \infty} \operatorname{Cov}\left(F, R_{m}^{*} G\right)=0,
$$

for all $F, G \in L^{2}(\Omega)$. Indeed, recall that in order for mixing to hold it suffices to prove the property on a dense subset of $L^{2}(W)$ since if $\|F-\tilde{F}\|_{2}<\varepsilon$ and $\|G-\tilde{G}\|_{2}<\varepsilon, \varepsilon>0$, then

$$
\begin{aligned}
& \left|\operatorname{Cov}\left(F, R_{m}^{*} G\right)\right|=\left|\operatorname{Cov}\left(F-\tilde{F}, R_{m}^{*} G\right)+\operatorname{Cov}\left(\tilde{F}, R_{m}^{*}(G-\tilde{G})\right)+\operatorname{Cov}\left(\tilde{F}, R_{m}^{*} \tilde{G}\right)\right| \\
& \quad \leq\|F-\tilde{F}\|_{2} \operatorname{Var}\left[R_{m}^{*} G\right]^{1 / 2}+\operatorname{Var}[\tilde{F}]^{1 / 2}\left\|R_{m}^{*}(G-\tilde{G})\right\|_{2}+\left|\operatorname{Cov}\left(\tilde{F}, R_{m}^{*} \tilde{G}\right)\right| \\
& \quad \leq \varepsilon\left(\operatorname{Var}[G]^{1 / 2}+\operatorname{Var}[\tilde{F}]^{1 / 2}\right)+\left|\operatorname{Cov}\left(\tilde{F}, R_{m}^{*} \tilde{G}\right)\right| .
\end{aligned}
$$
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