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Abstract

Wireless sensor networks are typically composed of low-

cost sensors that are deeply integrated in physical environ-

ments. As a result, the sensing performance of a wireless

sensor network is inevitably undermined by biases in imper-

fect sensor hardware and the noises in data measurements.

Although a variety of calibration methods have been pro-

posed to address these issues, they often adopt the device-

level approach that becomes intractable for moderate- to

large-scale networks. In this paper, we propose a two-tier

system-level calibration approach for a class of sensor net-

works that employ data fusion to improve the sensing per-

formance. In the first tier of our calibration approach, each

sensor learns its local sensing model from noisy measure-

ments using an online algorithm and only transmits a few

model parameters. In the second tier, sensors’ local sens-

ing models are then calibrated to a common system sensing

model. Our approach fairly distributes computation over-

head among sensors and significantly reduces the commu-

nication overhead of calibration. Based on this approach,

we develop an optimal model calibration scheme that max-

imizes the target detection probability of a sensor network

under bounded false alarm rate. Our approach is evalu-

ated by both experiments on a testbed of TelosB motes and

extensive simulations based on data traces collected in a

real vehicle detection experiment. The results demonstrate

that our system-level calibration approach can significantly

boost the detection performance of sensor networks in the

scenarios with low signal-to-noise ratios.

1 Introduction

Wireless sensor networks (WSNs) are increasingly de-

ployed for mission-critical applications such as target de-

tection [3, 17], localization [12, 16], and security surveil-

lance [7, 9]. In these applications, low-cost sensors are

deeply integrated in physical environments and hence of-

ten suffer from significant performance variations. In par-

ticular, the measurement inaccuracy caused by hardware

drift [2, 15], complex deployment terrain, and random

noise [2] must be dealt with properly before sensor data

can be meaningfully interpreted by users. A common so-

lution is to calibrate the sensing characteristics of sensors.

In traditional calibration approaches, the sensor readings

are mapped to the true value by a calibration function ob-

tained under controlled environments [15] or from manu-

facturer’s specification. However, such a device-level cali-

bration scheme fails to account for the post-deployment fac-

tors such as non-ideal environmental conditions and hard-

ware aging. Moreover, the scheme becomes intractable

when the network scales to tens or hundreds of sensors.

Different from the device-level calibration, system-level

calibration aims to optimize the overall system performance

by tuning the sensing parameters of all the sensors in a net-

work. System-level calibration often incurs significantly

lower overhead by taking advantage of the knowledge about

how the local information gathered by individual sensors is

processed in the network. In this paper, we aim to devise

system-level calibration algorithms for WSNs that adopt

data fusion schemes for information processing. Data fu-

sion [20] is a widely adopted signal processing technique

that can improve the system sensing performance by jointly

considering the measurements of multiple sensors. In prac-

tice, various data fusion schemes have been employed by

sensor network systems for target detection [9], localiza-

tion [12], and classification [5]. The major challenge of cal-

ibrating fusion-based networks is to understand and exploit

the complex correlation between system performance and

the characteristics of individual sensors. In particular, al-

though the system performance of fusion-based networks is

tightly coupled with the measurements of multiple sensors,

system-level calibration must avoid centralized data collec-

tion and processing because of the resource constraints of

low-cost sensors.

In this paper, we propose a novel two-tier system-level

calibration approach for fusion-based WSNs. In the first

tier, each sensor learns its local sensing model using in-

place measurements, and only transmits a few model pa-

rameters to the fusion head node. In the second tier, the fu-

sion head calibrates each sensor’s model to a common sens-

ing model. The key advantage of this approach is that most

processing is performed locally by individual sensors re-

sulting in low communication overhead. Several challenges

must be addressed for realizing such a two-tier approach.



First, the measurements of sensors are often corrupted by

random noise from physical environment and sensor hard-

ware. Model learning using noisy data is challenging for

low-cost sensors with limited computation and memory re-

sources. At the same time, the local sensing model must

accurately preserve the systematic bias of a sensor that

is needed for system-level calibration. Moreover, in the

second-tier calibration, the correlation between biased local

sensing models and the overall system performance must be

carefully considered in order to achieve the optimal system

performance at run time.

We make the following major contributions in this paper.

• We propose a novel two-tier calibration approach for

fusion-based WSNs. Our approach fairly distributes

the computation overhead among individual sensors.

Moreover, each sensor only needs to transmit little in-

formation in order to achieve the optimal system-level

calibration.

• We formally formulate the problem of system-level

calibration for target detection based on the two-tier

approach. A linear regression algorithm is proposed

to learn the local sensing model at each sensor. The

algorithm processes sensor measurements in an online

fashion and thus incurs little computation and memory

overhead. We then develop an optimal solution that

calibrates biased local sensing models and meanwhile

the system detection probability is maximized under

bounded false alarm rate.

• We evaluate our approach through both experiments

on a testbed of TelosB motes and extensive simula-

tions based on real data traces collected in a real ve-

hicle detection experiment [5]. Compared with several

baseline approaches, our system-level calibration ap-

proach significantly boosts the detection performance

of WSNs under a wide range of realistic settings.

The rest of this paper is organized as follows. Sec-

tion 2 reviews related work. Section 3 introduces the mo-

tivation and preliminaries. Section 4 presents the two-tier

calibration approach and the problem formulation. The lo-

cal model estimation and system-level model calibration are

in Section 5 and 6, respectively. Section 7 and Section 8

present testbed experiments and extensive simulations, re-

spectively. Section 9 concludes the paper.

2 Related Work

Sensor calibration is a fundamental problem in WSNs.

Previous literature on calibration [2,6,11,13–15,21] can be

categorized into micro and macro approaches. The micro-

calibration refers to the method that tunes each individual

sensor to output accurate readings. In [15], each chemi-

cal sensor is carefully calibrated in laboratory to obtain the

mapping from its reading to the true value. In [13], an un-

calibrated sensor calibrates itself when encountering a cal-

ibrated sensor. In [11], each sensor’s location is calibrated

using the position information of a subset of nodes. In con-

trast, the macro-calibration [2, 6, 21] focuses on optimiz-

ing the overall system performance. In [6], the biases of

light sensors are estimated by solving a group of equations

that integrate all sensors’ measurements. Similarly, in [21],

the parameters of ranging sensors are estimated by regres-

sion based on pair-wise range measurements. In [2], the

calibration function, which maps two sensors’ outputs, is

adjusted so that the consistency among a group of sensors

is maximized. These macro-calibration approaches require

the transmission of all or partial raw measurements to a cen-

tral node for computing the calibration parameters. The ap-

proach presented in this paper belongs to macro-calibration.

However, different from the above works, our approach al-

lows each sensor to estimate a local sensing model and only

transmit the model parameters for system-level calibration,

which hence leads to significant reduction in communica-

tion overhead.

Data fusion [20] has been proposed as an effective sig-

nal processing technique to improve the system-wide per-

formance in WSNs. Several data fusion schemes have been

employed by sensor network systems designed for surveil-

lance applications [5, 7, 9, 12, 17]. In our earlier work

[18, 22], we study the impact of data fusion on spatial and

temporal coverage of large-scale sensor networks. In [19],

we calibrate the parameters of data fusion such that a sensor

network adapts to various dynamics. In this paper, we aim

to calibrate the sensor measurements such that the sensors

have an identical sensing model that optimizes the system

detection performance.

3 Problem Statement and Preliminaries

We first introduce the problem of system-level calibra-

tion for data fusion in Section 3.1, then describe the tech-

nical preliminaries including sensor measurement and data

fusion models in Section 3.2 and 3.3, respectively.

3.1 Problem Statement

Sensor calibration refers to the process of identifying and

correcting systematic errors (bias) of sensors. Various fac-

tors attribute to the sensor bias. First, manufacturing pro-

cesses inevitably introduce variation in electric characteris-

tics of sensor circuits. Second, the measurements of sen-

sors are largely affected by the environment of deployment.

For instance, in the scenario of vehicle detection [5, 7, 9],

complex terrain often causes sensors to yield different sen-

sitivity. In this paper, we do not distinguish the sensor bias

due to different causes as it is often infeasible for doing so

in large-scale deployments. In addition to systematic bias,

random noise from environment and sensor hardware also

causes inaccurate measurements. However, random noise

often follows certain probabilistic distribution (e.g., Gaus-
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sian). Our sensor calibration approach exploits such a prop-

erty and is resilient to the influence of random noise.

We use an example based on the real data traces from the

DARPA SensIT vehicle detection experiments [5] to illus-

trate the variation in sensors’ characteristics. In the experi-

ments, 75 WINS NG 2.0 nodes are deployed to detect mil-

itary vehicles driving through the monitored area. Figure 1

plots the acoustic energy measurements taken by node 41

and 48, versus the distance from a driving vehicle. We can

see from Figure 1 that the energy measurements of both sen-

sors decay with the distance. However, they follow different

decay functions. For instance, when the distance from the

vehicle is 40 m, the measurements of node 41 and 48 are

about 0.05 and 0.1, respectively. This example illustrates

that sensors could yield considerably different sensing char-

acteristics after deployment, and hence need calibration.

Calibration in WSNs is a challenging task as sensors

are often inaccessible after being deployed. Moreover, the

manual device-by-device calibration becomes intractable

when the network scales to even tens of sensors. Con-

ventional calibration methods often correct the readings of

each sensor to a common benchmark (e.g., readings of high-

precision sensors or ground truth) [6,15,21]. However, such

an approach often incurs high overhead in large-scale sen-

sor networks. In contrast, we adopt a system-level approach

that calibrates the sensing models of sensors to optimize the

system-wide performance of a network. In particular, we

focus on the calibration problem in a class of sensor net-

works that employ data fusion to improve the system per-

formance. Existing data fusion literature [3, 12, 16] often

assumes identical sensing characteristics for all sensors and

hence cannot be directly used in uncalibrated networks. We

aim to devise post-deployment calibration algorithms that

can optimize the data fusion performance of WSNs.

3.2 Sensor Measurement Model

The energy of many physical signals (e.g., acoustic and

electromagnetic) attenuates with the distance from the sig-

nal source. Suppose sensor i is di meters away from the

target that emits a physical signal with the source energy of

S. The attenuated signal energy si at the position of sensor

i follows the power law decay model given by

si =
S

(di/ri)ki
, (1)

where ri is the reference distance determined by sensor

shape, ki is the decay factor which typically ranges from

1.0 to 5.0 [8]. We note that the energy of most mechan-

ical and electromagnetic waves follows the power law de-

cay during propagation. In particular, in ideal open space,

inverse-square law (i.e., ki = 2) applies to various physical

signals such as sound and radiation. However, in practice,

the reference distance and decay factor vary with sensors

because of the reasons discussed in Section 3.1.

The sensor measurements are contaminated by additive

random noise. Depending on the hypothesis that the target

is absent (H0) or present (H1), the signal energy measure-

ment of sensor i, denoted by yi, is given by yi|H0 = ni

or yi|H1 = si + ni, where ni is the energy of noise ex-

perienced by sensor i. In practice, a sensor’s measure-

ment is computed by the average over a number of (≥ 30)

samples [5, 16]. From the central limit theorem, the noise

energy ni follows the normal distribution [16], formally,

ni ∼ N (µi, σ
2
i ), where µi and σ2

i are the mean and vari-

ance of ni. We assume that the noises, {ni|∀i}, are spatially

independent across sensors.

The above signal decay and noise models have been

widely assumed in the literature of signal processing [3,16,

20] and also have been empirically verified [8, 12]. In Fig-

ure 1, the curves are the fittings of the data points to the

signal decay model in (1). We can see that the model pa-

rameters, i.e., ri and ki, vary with sensors. For instance, the

reference distances for node 41 and 48 (i.e., r41 and r48) are

5.2 m and 8 m, respectively. Figure 2 plots the cumulative

distribution function (CDF) of background noise measured

by a sensor in the SensIT experiments [5]. We can see that

the CDF of measured noise well matches the CDF of the

normal distribution N (0.001, 0.0012).

3.3 Multi-sensor Data Fusion Model

Data fusion [20] has been proposed as an effective signal

processing technique to improve the system performance of

sensor networks. A sensor network that employs data fusion

is often organized into clusters. The cluster head is respon-

sible for making a decision regarding the presence of tar-

get by fusing the information gathered by member sensors.

As sensors can only carry out limited processing due to re-

source constraints, we adopt a basic data fusion scheme [20]

as follows. Each cluster head makes the detection decision

by comparing the sum of measurements reported by mem-

ber sensors against a detection threshold T . Suppose there

are N member sensors in a cluster, the sum of measure-

ments, denoted by Y , is Y =
∑N

i=1 yi. If Y ≥ T , the
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cluster head decides H1; otherwise, it decides H0. Such a

basic data fusion model has been widely employed in pre-

vious work [3, 19].

The detection of a target is inherently stochastic due to

random noises in sensor measurements. The system detec-

tion performance is jointly characterized by two metrics,

namely, the false alarm rate (PF ) and the detection prob-

ability (PD). PF is the probability of making a positive

decision when no target is present, and PD is the proba-

bility that a present target is correctly detected. Under the

aforementioned data fusion model, PF and PD are given by

PF =P(Y ≥ T |H0) and PD =P(Y ≥ T |H1), respectively.

4 Overview of Approach

In this section, we first present the architecture of our

system-level calibration approach, and then formally for-

mulate the calibration problem as a constrained optimiza-

tion problem.

4.1 System Architecture

Although our calibration approach can be applied to vari-

ous scenarios of event detection, we use an example of vehi-

cle surveillance to illustrate the basic idea of our approach.

In order to calibrate the sensors that are deployed to moni-

tor vehicles as shown in Figure 3, a vehicle acts as the target

and drives through the monitored region. The network then

calibrates the sensors based on their in-place measurements

of the controlled target such that the system’s performance

of detecting targets at run time is maximized. Note that our

approach does not require the knowledge of the signal pro-

file of the controlled target as long as its location informa-

tion is available. We assume that sensors and the controlled

target know their positions through GPS or a localization

service in the network.

There are two possible schemes for such a calibration

problem. A straightforward scheme works in a centralized

fashion. For example, in Figure 3, each member sensor in

cluster A sends the raw measurements to the cluster head,

which computes the calibration parameters for each sen-

sor. However, a large number of measurements are often

required to accurately characterize the sensing model of a

sensor such as the signal decay model in (1). Hence, such a

scheme will introduce high communication overhead.

The second scheme is based on a two-tier architecture

adopted in this paper. In Figure 3, each sensor in cluster

B learns its sensing model which is characterized by a few

model parameters based on the raw measurements, and only

transmits the model parameters to the cluster head. The

cluster head then calibrates each sensor’s sensing model

such that the expected system performance of detecting tar-

gets at run time is maximized. Such a scheme not only dis-

tributes the computation load to each sensor, but also avoids

costly transmission of raw data.

Specifically, the two-tier architecture consists of local

calibration and system-level calibration. In the local cal-

ibration (i.e., the first tier), each sensor i estimates its noise

and signal decay models using in-place measurements of

the controlled target. The sensors periodically (e.g., every 5
seconds) measure the energy of signal emitted by the con-

trolled target that appears in the deployment region. To re-

duce the impact of noise, each sensor takes a number of

measurements when the target is at a certain position. Sev-

eral parameter estimation methods such as maximum like-

lihood estimation can be used to estimate the signal de-

cay model. In this paper, we adopt an online least squares

method due to its low computation and memory overhead.

Each sensor only transmits the estimated sensing model pa-

rameters to the cluster head.

In the system-level calibration (i.e., the second tier), the

cluster head computes the calibration parameters for each

sensor such that the overall system performance is maxi-

mized. Due to the resource constraints of sensors, we adopt

a simple linear calibration scheme as follows. The cali-

brated measurement of sensor i, denoted by ŷi, is given by

ŷi = γi · yi, where γi is the calibration coefficient of sensor

i. The objective is to determine the calibration coefficients

of all sensors involved in the data fusion, such that the sys-

tem detection performance is maximized.

In this paper, we are only concerned with the detection

performance at a number of fixed geographical locations

which are referred to as surveillance spots. Surveillance

spots can be chosen before network deployment according

to application requirements or identified by the network au-

tonomously after deployment. For instance, in Figure 3,

the surveillance spots can be chosen along the roads in the

monitored area. For each surveillance spot, the cluster head

computes a calibration coefficient γi for each sensor i such

that the detection performance at the surveillance spot is

maximized. We note that our calibration approach can be

easily extended to dynamic surveillance spot, i.e., the esti-

mated position of the target at run time, which can be ob-



tained by existing target localization algorithms [12, 16].

At run time, the calibrated network detects target as fol-

lows. Each sensor i sends its measurement yi to the cluster

head. To detect whether a target is present at a particular

surveillance spot, the cluster head compares the sum of cali-

brated measurements, i.e.,
∑N

i=1 γi·yi, against the threshold

T to make a detection decision regarding whether a target

is present at the surveillance spot.

4.2 Problem Formulation

The objective of local calibration at each sensor is to

learn the Gaussian noise model and the signal decay model

in (1), which are characterized by µi, σ2
i , ri, and ki. For a

single sensor i, the input is a collection of data pairs (di, yi),
i.e., the measurement yi when the controlled target is di me-

ters away. The major challenge is how to learn these models

using noisy measurements. To cope with the noise, sensor

i samples a number of energy measurements when the con-

trolled target is at a certain position. These measurements

can be used to compute a statistic such as average so that the

impact of noise is mitigated. The local calibration problem

is formally formulated as follows.

Problem 1. Suppose at time step t, sensor i is di(t) me-

ters away from the controlled target and takes M measure-

ments Yi(t) = {yi[1], yi[2], . . . , yi[M ]}. How to compute

the noise and signal decay models (µi, σ2
i , ri, ki) of sensor

i using its noisy measurements {di(t),Yi(t)|t = 1, 2, . . .}?

Problem 1 is an over-provision parameter estimation

problem [1], as a large number of measurements are usu-

ally available to train the models. However, the parameter

estimation method must incur low computation and mem-

ory overhead due to the resource constraints of sensors. The

solution to Problem 1 is discussed in Section 5.

With the model parameters obtained in each sensor’s lo-

cal calibration, the system-level calibration aims to calibrate

each sensor’s sensing model to maximize the system detec-

tion performance at each surveillance spot. We focus on a

single surveillance spot in the rest of this paper.

When the target is present at the surveillance spot, the

calibrated measurement of sensor i is given by ŷi|H1 =
γi · yi|H1 = γi · si + γi · ni, where si follows the signal

decay model in (1) and ni is the Gaussian noise. We denote

the calibrated signal energy ŝi = γi · si. Suppose sensor

i is li meters from the surveillance spot. After the system-

level calibration, the calibrated signal energy of each sensor

should follow a common signal decay model given by

ŝi =
Ŝ

(li/r)k
, (2)

where Ŝ is the calibrated source energy, r and k are the com-

mon reference distance and decay factor for all calibrated

sensors, respectively.

There exists a trade-off between the false alarm rate PF

and detection probability PD . Specifically, a higher PD is

always achieved at the price of higher PF [20]. Therefore,

a common requirement of many systems is to maximize the

PD while the PF is bounded. Our objective is to find the

calibration coefficients to maximize the system detection

performance, i.e., to maximize the PD subject to an upper

bound of PF specified by application. The system-level cal-

ibration problem can be formally formulated as follows.

Problem 2. Suppose there are N sensors in a de-

tection cluster. Given each sensor’s sensing model

{µi, σ
2
i , ri, ki|1 ≤ i ≤ N} and the distances from the

surveillance spot {li|1 ≤ i ≤ N}, to find a common sig-

nal decay model (Ŝ, r, k) and a list of calibration coeffi-

cients {γi|1 ≤ i ≤ N}, such that the detection probability

PD is maximized subject to that 1) the false alarm rate PF

is upper-bounded by α where α ∈ (0, 1), and 2) the cal-

ibrated signal energy of each sensor follows the common

model given in (2).

In Problem 2, all local sensing models are calibrated to

a common sensing model that maximizes the detection per-

formance at the surveillance spot. Such an approach signifi-

cantly simplifies the design of fusion-based WSNs as exist-

ing data fusion algorithms can be adopted without account-

ing for the differences in sensors’ characteristics after cali-

bration. In fact, existing data fusion literature [3, 12, 16] of-

ten assumes an identical sensing model for the same sensor

modality. The optimal solution of Problem 2 is discussed in

Section 6.

5 Online Local Calibration

In this section, we present our approach of local cali-

bration. We propose a solution based on linear regression

technique in Section 5.1 and its online improvement in Sec-

tion 5.2.

5.1 Measurement Model Estimation

We first present how to estimate the noise model. When

no target is present, sensor i only measures noise. Accord-

ingly, each sensor can estimate the noise model using a

number of measurements in the absence of target. In prac-

tice, the measurements can be treated as noises when the

target is far enough away from the sensor. The noise model

can be estimated by the sample mean and variance, respec-

tively. Specifically,

µi =
1

M

M
∑

j=1

yi[j]|H0, σ2
i =

1

M−1

M
∑

j=1

(yi[j]|H0−µi)
2, (3)

where M is the number of samples that are used to estimate

the noise model.



Now we discuss how to estimate the signal decay model

in (1). As the measurements are noisy, they cannot be di-

rectly used to estimate the signal decay model. A common

approach reducing the impact of noise is to average multi-

ple measurements [23]. However, such a method requires a

large number of samples when the sensor experiences heavy

noise. In the following, we propose an approach which ex-

ploits the relationship between the local detection probabil-

ity and the noise distribution.

As described in Section 4.2, at time step t, sensor i
takes M measurements (i.e., Yi(t)) when the controlled tar-

get is di(t) meters away from it. For each measurement

yi ∈ Yi(t), sensor i makes a detection by comparing yi

against a threshold η. The detection probability at time step

t, denoted by PDi(t), can be estimated by the ratio of the

number of measurements that exceed η to M . The threshold

η can be set to be the mean of Yi(t) to avoid the saturation

of PDi(t), i.e., the case where PDi(t) equals 0 or 1. Hence,

sensor i has a statistic PDi(t) for each time step t. Sen-

sor i then estimates the signal decay model by least squares

techniques using the statistics {PDi(t), di(t)|t = 1, 2, . . .}
according to the relationship between the statistics and the

signal decay model, which will be derived in this section.

The movement distance of the controlled target during

consecutive M measurements is often small. For instance,

in the SensIT experiments [5], the average speed of vehicles

is 5 m/s. If the sensor samples M measurements in 0.5 sec-

onds, the average moving distance is only 2.5 m and hence

can be ignored as the distance between the vehicle and a

sensor is usually tens of meters [5]. We note that the sen-

sor’s sampling rate is often high (e.g., 4960 Hz for acoustic

sensors in [5]) and hence M can be large enough to assure

the statistical significance of PDi.

We now derive the relationship between the local detec-

tion probability PDi and the signal decay model. When

the controlled target is present, the measurement of sen-

sor i follows the normal distribution, i.e., yi|H1 = si +
ni ∼ N (si + µi, σ

2
i ). Therefore, under the aforemen-

tioned detection rule, the detection probability of sensor

i is PDi = P(yi ≥ η|H1) = Q
(

η−si−µi

σi

)

, where η

is the detection threshold and Q(·) is the complementary

CDF of the standard normal distribution, formally, Q(x) =
1√
2π

∫∞
x e−t2/2dt. By replacing si with (1) and taking log-

arithmic transformation, we have

ln
(

η − µi − σiQ
−1(PDi)

)

= −ki ln di + ln
(

S0r
ki

i

)

,

where S0 is the source energy of the controlled target and

Q−1(·) is the inverse function of Q(·). For time step t,
by letting zi(t) = ln

(

η − µi − σiQ
−1(PDi(t))

)

, xi(t) =

− lndi(t) and bi = ln
(

S0r
ki

i

)

, we have

zi(t) = ki · xi(t) + bi. (4)

Hence, the transformed data points {zi(t), xi(t)|t =
1, 2, . . .} should lie on the straight line with slope of ki and

z-intercept of bi. The least squares fitting of the data points

are given by

ki =
cov(xi, zi)

σ2
xi

, bi = z̄i − ki · x̄i, (5)

where z̄i and x̄i are the sample means, cov(xi, zi) and σ2
xi

are the covariance and variance (with respect to xi) of the

data points, respectively. As bi = ln
(

S0r
ki

i

)

, the refer-

ence distance ri can be computed by the estimates of ki

and bi, i.e., ri =
(

ebi

S0

)
1

ki
. The source energy of the con-

trolled target, S0, is usually unknown in practice. There-

fore, we cannot compute the exact value of ri from the lin-

ear fitting. However, our analysis in Section 6 shows that

the system detection performance only depends on bi and

the exact value of ri is unnecessary. Therefore, the mea-

surement model of sensor i can be represented by a 4-tuple

(µi, σ
2
i , ki, bi). Sensor i then transmits such a 4-tuple to the

cluster head after its local calibration.

5.2 Online Model Estimation

In Section 5.1, we introduce the basic idea of estimating

the measurement model by least squares technique. How-

ever, the estimation approach presented in Section 5.1 has

to store all previous data points. In this section, we de-

scribe an online improvement of the linear fitting to esti-

mate ki and bi in (4). The online algorithm works in a

real-time fashion, i.e., the estimates of ki and bi are up-

dated for each time when sensor i obtains a data point. The

estimates converge after the sensor obtains sufficient data

points. We adopt the widely used recursive least squares es-

timation (RLSE) approach [1]. After reformulating (4) with

vectors as zi(t) = φT
i (t) · θi where φi(t) = [xi(t), 1]T and

θi = [ki, bi]
T , the recursive estimator of θi is given by

θi(t) = θi(t − 1) + L(t)
(

zi(t) − φT
i (t)θi(t − 1)

)

, (6)

L(t) = P (t − 1)φ(t)
(

1 + φT (t)P (t − 1)φ(t)
)−1

,

P (t) = (I − L(k)φT (t))P (t − 1),

where I is the identity matrix. Equation (6) updates the

estimates at each time step based on the error between the

model output and the predicted output. The initial estimate

θi(0) can be set to be the best guesses of ki and bi so that the

estimator can quickly converge. More detailed derivation

and convergence proof of RLSE can be found in [1]. In

each time step of the RLSE, only 22 float multiplications

and 17 float additions are needed to update the estimator

state. Moreover, only the estimator state, i.e., θ2×1, L2×1,

and P2×2 need to be stored. Such computation and memory

overhead is affordable for low-cost wireless sensors such as

MICA2 motes [4].



Algorithm 1 Online local calibration of a sensor

1: event command ESTIMATE NOISE is received do

2: sample M measurements, {y[1], y[2], . . . , y[M ]}
3: compute µ and σ2 using (3)

4: end event

5:
6: event command TRAINING BEGIN is received do

7: start a periodical timer cali timer with timeout of W seconds

8: end event

9:
10: event cali timer is fired do

11: query the current position of the controlled target

12: x← − ln(d) where d is the distance from the controlled target

13: sample M measurements, {y[1], y[2], . . . , y[M ]}
14: η ←PM

j=1
y[j]/M

15: /* compute the fraction of measurements that exceed η */

16: PD ← #(y[j] ≥ η, j ∈ [1, M ])/M

17: z ← ln(η − µ− σQ−1(PD))
18: update k and b using (6) with x and z
19: end event

20:
21: event command TRAINING END is received do

22: stop cali timer

23: transmit µ, σ2 , k, b to the cluster head

24: end event

The pseudo code of the local calibration procedure that

runs at a sensor is shown in Algorithm 1. When the network

is deployed and no target is present, the cluster head issues

the ESTIMATE NOISE command and each member sensor es-

timates the noise model (Line 2-3). When the controlled

target appears (e.g., the controlled vehicle is approaching),

the cluster head issues the TRAINING BEGIN command and

each member sensor starts a periodical timer with timeout

of W seconds (Line 7). For instance, we can let W = 5 s

under the settings of the SensIT experiments [5]. We note

that sensors are not required to be synchronized. Each sen-

sor iteratively updates the local signal decay model for ev-

ery W seconds (Line 11-18). When the controlled target

disappears, the cluster head issues the TRAINING END com-

mand and each sensor reports its local model parameters.

6 Optimal System-level Model Calibration

In this section, we first derive the system detection per-

formance of a calibrated network under the data fusion

model described in Section 3.3, and then discuss how to

find the optimal system-level calibration coefficients.

6.1 Calibrated System Detection Perfor-
mance

When no target is present, the calibrated measurement

of sensor i follows the normal distribution, i.e., ŷi|H0 =
γini ∼ N (γiµi, γ

2
i σ2

i ). Therefore, the sum of calibrated

measurements follows the normal distribution, i.e., Ŷ |H0 =
∑N

i=1 ŷi|H0 ∼ N
(

∑N
i=1 γiµi,

∑N
i=1 γ2

i σ2
i

)

, Hence, the

system false alarm rate is given by PF = P(Ŷ ≥ T |H0) =

Q

(

T−PN
i=1

γiµi√
P

N
i=1

γ2

i
σ2

i

)

, where T is the detection threshold of

the data fusion model. As PD is a non-decreasing function

of PF [20], it is maximized when PF is set to be the upper

bound α [20]. Let PF = α, the optimal detection threshold

T ∗ is derived as

T ∗ =
N

∑

i=1

γiµi + Q−1(α) ·

√

√

√

√

N
∑

i=1

γ2
i σ2

i . (7)

When the target is present, the calibrated measure-

ment of sensor i follows the normal distribution, i.e.,

ŷi|H1 = ŝi + γini ∼ N (ŝi + γiµi, γ
2
i σ2

i ). There-

fore, the sum of calibrated measurements also follows

the normal distribution, i.e., Ŷ |H1 =
∑N

i=1ŷi|H1 ∼
N

(

∑N
i=1ŝi+

∑N
i=1γiµi,

∑N
i=1γ

2
i σ2

i

)

. Hence, the system

detection probability is given by PD = P(Ŷ ≥ T |H1) =

Q

(

T−
P

N
i=1

ŝi−
P

N
i=1

γiµi√
P

N
i=1

γ2

i
σ2

i

)

. By replacing T with the optimal

detection threshold T ∗ given by (7) to bound the false alarm

rate, we have

PD = Q



Q−1(α) −
∑N

i=1 γisi
√

∑N
i=1 γ2

i σ2
i



 . (8)

6.2 Optimal Calibration

From the derivation in Section 6.1, if the detection

threshold at the cluster head is set to be T ∗ given by (7),

the system false alarm rate is α and the detection proba-

bility of the calibrated network is given by (8). Therefore,

Problem 2 formulated in Section 4.2 reduces to finding the

common signal decay model (Ŝ, r, k) and calibration coef-

ficients {γi|1 ≤ i ≤ N} such that the detection probability

given by (8) is maximized. We have the following lemma.

Lemma 1. The system detection probability of the cali-

brated network is independent of the source energy of the

controlled target S0, the calibrated source energy Ŝ, and

the reference distance r in the common signal decay model.

Proof. By replacing γi = ŝi/si, si with (1) and ŝi with (2),

respectively, Equation (8) becomes

PD =Q



Q−1(α)−S ·
∑N

i=1 l−k
i

√

∑N
i=1 σ2

i r−2ki

i l2ki−2k
i



 , (9)

where S is the source energy of the target that is present at

the surveillance spot and li is the distance between sensor i
and the surveillance spot. Note that ki and ri are the sensing

parameters of a sensor, which are independent of the con-

trolled target. From (9), PD is independent of S0, Ŝ, and

r.

From Lemma 1, the detection performance of the cali-

brated network with regard to a surveillance spot only de-

pends on the common decay factor k and the target’s source



Algorithm 2 System-level calibration and detection

1: event {µi, σ2

i , ki, bi|i ∈ [1, N ]} are received do

2: for each surveillance spot j in all surveillance spots do

3: numerically maximize Λ(k) given by (11)

4: compute γj,i for each sensor i by (10)

5: compute the optimal detection threshold Tj by (7) with {γj,i|i ∈
[1, N ]}

6: end for each

7: end event

8:
9: event detection request for surveillance spot j is received do

10: retrieve readings from member sensors, {yi|i ∈ [1, N ]}
11: Ŷ ←

P

N
i=1

γj,i · yi

12: report (Ŷ ≥ Tj ? H1 : H0)

13: end event

energy S at run time. The optimal solution to Problem 2 is

given by the following theorem.

Theorem 1. The optimal calibration coefficient of sensor i,

γ∗i = γ · lki−k∗

i · e−bi , (10)

where γ is a constant for all sensors and the optimal com-

mon decay factor k∗ maximizes the following function

Λ(k) =

∑N
i=1 l−k

i
√

∑N
i=1 σ2

i e−2bi l2ki−2k
i

. (11)

Proof. By replacing ri in (9) with its estimate, i.e., ri =
(

ebi

S0

)
1

ki
, we have PD =Q

(

Q−1(α)− S
S0

· Λ(k)
)

. As Q(·)
is an decreasing function, the maximum of Λ(k) maximizes

PD. Therefore, k∗ maximizes the system detection proba-

bility and the optimal calibration coefficient is given by

γ∗i =
ŝi

si
=

Ŝrk∗

lki

i

Srki

i lk
∗

i

=
ŜS0r

k∗

S
· lki−k∗

i e−bi ,

where ri is replaced with ri =
(

ebi

S0

)
1

ki
. Note that ŜS0rk∗

S

is a common proportion for all sensors. According to (8),

proportionally scaling all calibration coefficients has no im-

pact on the system detection performance. Therefore, we

can replace ŜS0rk∗

S with any constant γ and have (10).

Maximizing Λ(k) in (11) is an unconstrained numeri-

cal optimization problem. There are various algorithms for

solving such a problem such as the Newton’s method. How-

ever, the naive search of k∗ also suffices as k usually has a

narrow value domain, e.g., (0, 10]. Moreover, the computa-

tion overhead can be controlled by the search granularity.

The pseudo code of the system-level calibration proce-

dure that runs at the cluster head is shown in Algorithm 2.

Upon receiving local model parameters from all member

sensors, the cluster head computes the optimal calibration

coefficients and detection threshold for each surveillance

spot (Line 2-6). When the network is required to detect

whether a target is present at a surveillance spot, the cluster

Figure 4. A screen-
shot when target

appears.
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teristic curves.

head first retrieves the readings from member sensors and

then compares the sum of readings against the correspond-

ing detection threshold to make a decision (Line 10-12).

7 Testbed Experiments

To evaluate the performance of our system-level calibra-

tion approach, we have conducted both experiments on a

testbed of TelosB motes as well as extensive simulations.

We first present the testbed experiments in this section and

then the simulations in Section 8.

7.1 Experiment Methodology and Set-
tings

In our experiments, four TelosB motes are attached

against a LCD screen with resolution of 1024×768 to detect

a light spot displayed on the LCD. The light spot simulates

the target and its display is controlled by a program. We

simulate the signal decay by setting the grayscale of pixels

around the light spot, as shown in Figure 4. Moreover, we

simulate the sensor bias by reducing the grayscale of the

pixels around the sensor by different percentages. Specif-

ically, the grayscale of the pixels within a certain distance

(60 pixels in our experiments) from sensor i is reduced by

δi%. The experiment settings are listed in Table 1. We

note that a similar experiment methodology is employed for

studying the sensing performance of WSNs in [10,19]. The

sensors measure the light intensity every 250 milliseconds.

The timeout of the periodical timer in Algorithm 1 is set to

be 10 seconds. A sink node calibrates the four sensors in

the training phase and performs data fusion at run time. In

the training phase, the light spot appears at random posi-

tions and lasts for 10 seconds at each position. A surveil-

lance spot is selected at (600,300). At run time, the sink

fuses the readings received within every 250 milliseconds

to make detections. The system false alarm rate and de-

tection probability are estimated using the detection results

when the light spot is absent or present at the surveillance

spot, respectively.

We compare our optimal system-level calibration ap-

proach (referred to as opt-sys-cal in the following) with two

baseline approaches, namely, device-cal and opt-no-cal. In



Table 1. Settings and calibration coefficients
Node Position δi(%) li µi σ2

i ki bi γ∗

i γ′

i

1 (256,192) 15 313 20.1 3.2 1.6 11.8 4.2 1.5

2 (768,192) 0 243 17.1 2.7 1.7 12.9 14.9 1.0

3 (256,576) 0 403 46.9 8.1 1.9 13.3 1.0 2.0

4 (768,576) 25 352 23.0 4.0 1.6 11.4 3.3 2.4

the device-cal approach, the impact of noise is mitigated

by averaging the readings at local sensors and the sensor

with the highest sensitivity (i.e., the highest signal-distance

curve) is manually chosen to be the standard sensor. We

then compute the mapping functions for other sensors to

the standard sensor. In the opt-no-cal approach, the read-

ings of sensors are fused without calibration. Each sensor

only needs to estimate its noise model to choose the optimal

detection threshold, which is given by (7) with γi = 1. Note

that opt-no-cal is an optimal detection approach without en-

forcing the identical sensing model for all sensors (i.e., the

second constraint of Problem 2). However, as discussed in

Section 3.1, many existing data fusion algorithms cannot be

readily applied in a network where sensors have different

sensing models.

7.2 Experiment Results

Several results including sensors’ noise and signal decay

models as well as the calibration coefficients are reported

in Table 1. Note that γ∗i and γ′i are the calibration coeffi-

cients yielded by the opt-sys-cal and device-cal approaches,

respectively. We can draw two observations from the table.

First, sensors have different noise profiles. In particular,

the noise profile of the third sensor is significantly differ-

ent from others. Second, in our approach, the sensors close

to the surveillance spot are allocated with high calibration

coefficients. According to (10), the calibration coefficients

of our approach jointly accounts for sensor’s sensing model

and the distance from the surveillance spot. As a result, the

high-quality measurements from the sensors that are close

to the surveillance spot can contribute more to the detec-

tion results. In contrast, the device-cal approach only ac-

counts for the mapping of measurements with respect to the

standard sensor and may yield relatively low system perfor-

mance.

We now evaluate the receiver operating characteristic

(ROC) of the calibrated network, which is a widely adopted

performance measure for detection systems. Figure 5 plots

the ROC curves of various calibration approaches when the

grayscale at the center of the light spot is 48. We can see that

our optimal approach significantly outperforms the baseline

approaches in terms of PD for any given PF . Figure 6 plots

the detection probability achieved by various calibration ap-

proaches versus the grayscale at the center of the light spot

when the false alarm rate is 5%. This result clearly demon-

strates the effectiveness of our approach for the scenarios
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with low signal-to-noise ratios.

8 Trace-driven Simulations

In addition to the testbed experiments in Section 7, we

also conduct extensive simulations based on real data traces

collected in the DARPA SensIT vehicle detection experi-

ments using acoustic sensors [5].

8.1 Settings and Methodology

We use the real data traces collected in the DARPA Sen-

sIT vehicle detection experiments [5], where 75 WINS NG

2.0 nodes are deployed to detect Amphibious Assault Ve-

hicles (AAVs) driving through several intersecting roads.

We refer to [5] for detailed setup of the experiments. The

dataset used in our simulations includes the ground truth

data and the acoustic time series recorded at a frequency

of 4960 Hz. The ground truth data include the positions of

sensors and the trajectory of the AAV recorded by a GPS

device. We use the data traces recorded for 9 AAV runs

(AAV3-11). We choose 10 surveillance spots along the

roads. Figure 7 plots the layout of the sensors and surveil-

lance spots as well as the trajectories of AAV3-5.

In our opt-sys-cal calibration approach, a sensor gener-

ates a data point (PDi, di) using the time series during 0.75
seconds. To evaluate the detection performance of the cal-

ibrated network, we measure the detection probability at

each surveillance spot as follows. When an AAV enters the

300 × 300 m2 region shown in Figure 7, for each surveil-

lance spot, the network detects the vehicle by fusing sen-

sors’ measurements for every 0.75 seconds and the detec-

tion probability is computed as the fraction of successful

detections. In this section, we report the average detection

probability over all surveillance spots.

8.2 Simulation Results

We first evaluate the impact of the online model esti-

mation algorithm (i.e., RLSE) in Section 5.2. We use the

data traces of AAV3 and AAV11 for training and testing,

respectively. Figure 8 plots the detection probability ver-

sus the number of data points used by the RLSE algorithm
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at each sensor. Note that we use all training data for the

device-cal approach and our opt-sys-cal approach with the

offline model estimation algorithm in Section 5.1. The re-

sults shown in Figure 8 are the average of 10 runs. We can

see that our opt-sys-cal approach with the RLSE algorithm

converges to the offline results with small error in ten steps.

Moreover, our opt-sys-cal approach outperforms the device-

cal approach.

We then use the data traces of various AAV runs to eval-

uate the effectiveness of our approach. We train the network

using AAV3 and measure the detection probability of vari-

ous runs. Figure 9 plots the error bar of detection probabil-

ity. We can see that our opt-sys-cal approach outperforms

the device-cal approach in each run. The measured false

alarm rates of the opt-sys-cal and device-cal approaches are

5.2% and 5.1% (with standard deviations of less than 2%),

respectively.

9 Conclusion

Data fusion is an effective technique for improving sys-

tem sensing performance by enabling efficient collabora-

tion among sensors. In this paper, we propose a two-tier

system-level calibration approach for fusion-based WSNs.

Our approach introduces low computation and communica-

tion overhead and therefore is suitable for low-cost wireless

sensors and is more scalable. The testbed experiments and

extensive simulations based on real data traces show that

our approach can significantly boost the system detection

performance of WSNs.
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